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ABSTRACT The unexpected growth of cloud services lead to a dramatic increase in the network capital
expenditure (CAPEX) and latency in geographically distributed inter-datacenter networks. In this paper,
an adaptability analysis is proposed on CAPEX and forwarding delay for IP switching and optical transport
network (OTN) switching in distributed inter-datacenter networks. By abstracting the switching behavior
of the IP routers and OTN equipment, the IP nodes, and OTN nodes are mapped to the switching matrix
of CLOS switching network. A unified network-level connection model is established based on CLOS
switching network to meet the needs of connectivity. Then, the hardware costs and the forwarding delay
are evaluated to find out the bandwidth threshold (BDT) which decides the most suitable switching mode
for a specific switching granularity. The adaptability of IP switching and OTN switching under different
switching granularities and port rates is performed based on the simulation platform in terms of hardware
cost, optical port cost, and forwarding delay. Simulation results show that the BDT based on hardware cost
is 280 Mbps when switching granularity is 1.25 Gb/s. For 2.5 Gb/s switching granularity, when average
bandwidth between multiple datacenters is higher than 600 Mbps, OTN switching has more advantages
than IP switching on capital expenditure, especially when port rate of the equipment is high. In addition,
the simulation results also verify that the forwarding delay is reduced obviously with OTN switching.

INDEX TERMS CAPEX, costs, distributed inter-datacenter network, forwarding delay, OTN switching,
optical interconnections, packet switching.

I. INTRODUCTION
Toward 5G and beyond, driven by the growing cloud ser-
vice applications such as 4K video, VR/AR and content
delivery services, the global Internet traffic has increased
rapidly [1]. Large enterprises, such as Google and Facebook,
are adopting geographically distributed (geo-distributed) dat-
acenters (DCs) to ensure high-quality and reliable services
for the world-wide customers [2]. In a geo-distributed DC
system, the exponential traffic growth may lead to a dra-
matic increase in the network capital expenditure (CAPEX)
cost. Furthermore, the emerging technologies such as
big-data analytics, live-TV, etc. have higher requirements
on latency [3], [4]. The delay-sensitive datacenter services
must be exchanged in real-time under rigid delay bounds.

Therefore, current datacenter interconnection networks need
to evolve towards a flexible, low-cost and low-latency
network platform.

Current datacenter interconnection networks are divided
into independent IP/MPLS networks (IP layer) and optical
transport networks (optical layer) [5], [6] to meet the traffic
growth. Generally, the electrical IP layer switching is the
core technology to meet the bandwidth requests, and opti-
cal layer only provides a quasi-static end-to-end physical
link for the IP layer in service provisioning. Hence the data
transmission in a geo-distributed DC network requires multi-
ple electrical-to-optical (E/O) and optical-to-electrical (O/E)
conversions. A study shows that 55%-85% of the service
requests processed by an IP node are just passing through
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to another IP node [7], and the service requests do not orig-
inate or terminate at this location. Transit traffic consumes
50%-80% of resources in IP routers [8]. Moreover, the links
in IP networks today are usually overprovisioned to deal with
traffic fluctuation [5], which greatly increases the network
CAPEX cost.

To decrease the CAPEX and latency, the multi-layer data-
center interconnection network is well studied, and several
methods have been proposed in the past decades. Usually,
the existing studies on the cost problem for inter-datacenter
networks are confronted as an integer linear program-
ming (ILP) or mixed integer linear programming (MILP)
optimization problem [5], [9], which are subject to different
types of restrictions [10]. Heuristic approaches are proposed
to save cost which include 1) increase the infrastructure
capacity [11], 2) keeping the traffic in the optical domain (via
optical bypass) instead of letting it touch IP router [12]–[14],
and finally 3) performing packet and optical layer joint
optimization with the help of software-defined network-
ing (SDN) [15] technology to reduce cost [16]–[19]. How-
ever, increasing the capacity of their infrastructure to cope
with the exponential traffic growth will greatly increase the
cost of network construction [11], [19]. And reference [19]
shows that optical bypass results in only 10%-15% CAPEX
cost saving. Furthermore, in the process of joint optimization,
adjusting a link will cause impact on other links, nodes, and
even the entire network, which requires multiple optimiza-
tions to achieve the goal [6], [17], [19].

Currently, service requests with small bandwidth and low
latency requirements are processed in the edge micro-DCs
(mDC) [20], [21], and the service requests interacting among
multi-datacenters (multi-DCs) often shows high-bandwidth
characteristics. Therefore, fine-grained switching at the
inter-datacenter network has diminished gradually, and opti-
cal layer switching with the advantages of large capacity,
high bandwidth, and low latency may have more advan-
tages on cost and latency over IP layer switching. A promis-
ing approach to achieve significant cost saving and latency
decreasing in geographically distributed inter-datacenter net-
works is harnessing optical transport technologies [3], [22]
such as Optical Transport Network (OTN) [23], [24] to sat-
isfy the high-speed requests. However, the large switching
granularity of optical switching is more likely to reduce the
resource utilization and further increase the network capital
expenditure, when the service request bandwidth is smaller
than the switching granularity. Therefore, the adaptability of
IP switching and optical switching under different bandwidth
conditions need to be studied.

In this paper, we focus on the adaptability analysis for IP
switching and optical switching in geographically distributed
inter-datacenter networks by calculating the CAPEX and for-
warding delay of the network components. We wish to obtain
the bandwidth adaptation range for the two switching modes.
The geo-distributed inter-datacenter network, in which mul-
tiple geographically distributed DCs are interconnected by
OTN equipment is introduced. Next, by abstracting the

switching behavior of IP routers and OTN equipment, a uni-
fied network-level connection model to calculate the CAPEX
and the forwarding delay is established. Then we introduce
the adaptability assessment process to determine the band-
width threshold (BDT) with connectivity guarantee based
on CLOS [25] switching network. Finally, under different
traffic and network parameters, we analyze the hardware cost,
optical port cost and forwarding delay to obtain the adaptation
range for IP switching and OTN switching.

The rest of the paper is organized as follows. Section II
introduces the geographically distributed inter-datacenter
network architecture. The mathematical model for calculat-
ing the CAPEX and the forwarding delay of IP switching
and OTN switching, and the proposed adaptability assess-
ment process are discussed in Section III. Then, Section IV
presents the performance evaluation with simulation results.
Finally, we summarize the paper in Section V.

II. DISTRIBUTED INTER-DATACENTER NETWORK
ARCHITECTURE AND COSTS
The multi-layer inter-datacenter network architecture usu-
ally consists of an optical transport network and several
packet networks. The infrastructure of the transport layer
can be optical transport network, wavelength division multi-
plex (WDM), elastic optical network (EON) or a combination
of these networks [18]. In this paper, we assume that the
network infrastructure is based on OTN [23] technology.

FIGURE 1. Architecture of the geographically distributed inter-datacenter
network.

A. DISTRIBUTED INTER-DATACENTER
NETWORK ARCHITECTURE
A geographically distributed datacenter architecture is shown
in Fig. 1, which is composed of three planes: 1) applica-
tion plane, 2) controller plane, and 3) forwarding plane.
The application plane includes various optimization appli-
cations (APPs) and planning APPs, and it operates the
underlying forwarding plane by calling the control plane.
The control plane provides resource management for the
IP routers and the OTN equipment through the hierarchical

56852 VOLUME 6, 2018



Y. Tan et al.: Adaptability Analysis for IP Switching and Optical Switching

SDN controller (H-Controller) [15]. For the forwarding
plane, multiple geographically distributed DCs are intercon-
nected by multi-domain networks to accommodate the ser-
vice requests according to the strategies provided by the
control plane. The connection layer concerns the reachability
of traffic flows while the resource layer dynamically adjusts
the resources to satisfy the service requests.

In the process of service transmission, edge IP router nodes
are mapped onto the virtual nodes of connection layer when
converging the service requests from different DCs. In net-
works, the data transmission requires multiple E/O and O/E
conversions depicted as the red line shown in Figure 1, which
greatly increase the network CAPEX and forwarding delay.
Therefore, reducing the processing times of the IP routers will
be a promising approach to reduce the cost and forwarding
delay in geo-distributed inter-datacenter networks. Optical
layer switching with the advantages of large capacity, high
bandwidth and low latency may have more advantages on
cost and latency over IP layer switching. However, the large
switching granularity of optical switching is more likely to
reduce the resource utilization and further increase the net-
work capital expenditure, when the service request bandwidth
is smaller than the switching granularity. Hence, when the
bandwidth exceeds a certain threshold, the service requests
can be directly transmitted through the OTN equipment as the
green line shown in Figure 1, which saves the processing time
of the IP routers and thereby reduce the forwarding delay.
On the contrary, when the bandwidth is lower than the thresh-
old, the service requests should be transmitted through the IP
router and OTN equipment. How to evaluate the bandwidth
threshold is an important issue need to be investigated.

To assess the bandwidth adaptability of IP switching and
optical switching, we adopt OTN switching as an exam-
ple. If the service requests are directly transmitted through
the OTN equipment, the OTN equipment in resource layer
is divided into the convergence layer equipment and the
core layer equipment [26]. The OTN equipment in conver-
gence layer performs optical and electrical hybrid processing
through the electrical cross matrix, and the OTN equipment
in core layer performs full optical processing through Recon-
figurable Optical Add-DropMultiplexer (ROADM) to ensure
high-quality and reliable services for the customers. Corre-
spondingly, the IP network is also defined as a hierarchical
architecture. The outer-core router nodes are equipped with
converge routers which support aggregating services from
distributed DCs, and core nodes are equipped with core
routers to provide a second level of traffic converge between
source-destination pairs of converge routers. We wish to
obtain the bandwidth adaptation range on CAPEX and then
evaluate the forwarding delay for the two switching modes.

B. COMPOSITION OF THE NETWORK EQUIPMENT COST
For the convenience of comparison, we take normalized data
for simulation verification in this paper. The detailed cost
parameters for OTN equipment and IP router are shown
in Table 1 and Table 2, and the costs are expressed in

TABLE 1. Cost parameters for OTN equipment (NORMALIZED).

TABLE 2. Cost parameters for IP router (NORMALIZED).

TABLE 3. Typical latency parameters for OTN equipment and IP router.

normalized values. The composition of the OTN equipment
cost includes the common unit and the service unit. Corre-
spondingly, the IP router includes the basic system, the line
card and the optical module. The common unit of the OTN
equipment and basic system of the IP router are the basic plat-
form for the equipment which are service-independent con-
figuration items. On the contrary, the service unit of the OTN
equipment, the line card and optical module of the IP router
are service-aware configuration items. Onemother card occu-
pies one slot and two sub cards can be inserted in one mother
card. For example, for an IP router with two 100G ports,
we need one base system, one A-type network processor card,
two 100G cards and two 100G optical modules whose total
hardware cost is 10+21.14+2×58.57+2×53.97 = 256.22.
The detailed latency and latency jitters parameters for OTN
equipment and IP router are shown in Table 3.

III. PROBLEM FORMALIZATION
In this section, we introduce the proposed mathematical
model to calculate the hardware cost and the forwarding
delay of IP switching and OTN switching in distributed
inter-datacenter networks and then illustrate the adaptability
assessment process.

A. MATHEMATICAL MODEL
Due to the large switching granularity of optical switching,
how to ensure the connectivity is a key issue in network-
ing. To ensure the connectivity, the strictly non-blocking
CLOS switching network [25] is employed for networking
in this paper. CLOS switching network is a kind of widely
used multi-level non-blocking network. Under the strict
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non-blocking conditions, a connection can be established in
the switching network at any time if the source node and the
destination node of the connection are free, without affect-
ing the established connections in network. In this study,
we abstract the switching behavior of IP routers and OTN
equipment, and then establish a unified network-level con-
nection model based on CLOS switching network to ensure
the connectivity of the networks.

In the unified network-level model, a strict non-blocking
three-level symmetric CLOS switching network is con-
structed, and then split it into a multi-level CLOS switch-
ing network based on the service and network parameters.
Next, we determine how many routers or OTN equipment we
needed to transmit the datacenter services, and then calculate
the number of links which make up the edge of networks.
In the models, one switching matrix (SM) of the multi-level
CLOS switching network is mapped to an OTN equipment
or an IP router, and the connection between SMs represents
the fiber link in geo-distributed datacenter networks corre-
spondingly as shown in Figure 2. Service requests across
multipleDCs, from a server in oneDC to another in a different
DC are interconnected by the OTN transport networks.

FIGURE 2. Node and link mapping based on CLOS switching network.

The network topology is represented by a connected graph
G(V1,V2,E), where V1 represents the set of convergence
layer physical nodes, V2 represents the set of core layer
physical nodes, and E represents the set of physical links
between node pairs. OTN defines the Optical channel Data
Unit-k (ODUk) time division multiplexing sublayer, which
supports multiplexing several lower bit-rate signals into a
higher bit-rate signal. In the rest of the paper, Uk denotes
ODUk (k = 0, 1, 2, 3, 4). Then for the multiplexing pro-
cess, we can write: 2U0=U1, 4U1=U2, 4U2=U3, 2U2=U4.
To describe the mathematical model, a set of required
notations, costs and variables are defined and described
in Tables 4. We assume that one core equipment has eight
mother card, i.e. N j

ip_c = 8 and N j
o_c = 8.

Assuming that the bandwidth of the service request
3sd across multiple DCs follows the normal distribu-
tion N (µsd , σ 2

sd ), the average bandwidth value is µsd ,

TABLE 4. Notations, costs and variables.

the standard deviation value is σ 2
sd , and the probability den-

sity function is f (x). The peak bandwidth bαsd of the service
request is obtained from the value of the allowable block-
ing rate α=

∫
+∞

bαsd
f (x)dx. In this work, OTN equipment are

overprovisioned to account the uncertain traffic flows such
as the sudden traffic surges in networks. Peak rate requests
will be successfully attended by the available OTN equip-
ment in the module. The objective function captures the total
hardware cost of the network over convergence layer and core
layer based on the premise of ensured connectivity. The total
hardware cost is defined by Eq. (1) and Eq. (2).

Ct_ip = 2 · N r
e · Cip + N

r
c · Cip (1)

Ct_otn = 2 · N o
e · Cotn + N

o
c · Cotn (2)

Where Eq. (1) and Eq. (2) refers to the total hardware
cost of IP switching and OTN switching, respectively. Optical
switching has fixed switching granularity, so the number of
service requests on per port is fixed. In optical transport
networks, service requests should be adapted to a fixedODUk
granularity. OTN layer adaptation constraints are evaluated
as:

Bsd = Uk ,Uk−1 < bαsd ≤ Uk , ∀sd ∈ r,U−1 = 0 (3)

Strict Non-blocking constraints are shown below. These
constraints assure that a service request can be established in
networks at any time if the source server and the destination
server of the request are free.

N j
p_ip =

⌈
(2 · N j

ip_c + 1)/2
⌉
, ∀j ∈ P (4)

N j
p_o =

⌈
(2 · N j

o_c + 1)/2
⌉
, ∀j ∈ P (5)

We assume that the first three types of line card need
A-type network processor card and the fourth type needs
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B-type network processor card for IP router. Costs for single
IP router Cip and single OTN equipment Cotn are evaluated
as:

Cip =
3∑
j=1

N j
ip_c · (Cip_A + 2 · C j

ip_i + 2 · N j
ip_p · C

j
ip_m)

+N 4
ip_c · (Cip_B+2 · C

4
ip_i+2 · N

4
ip_p ·C

4
ip_m)+Cip_b

(6)

Cotn = 2 ·
∑
j∈P

N j
o_c · (Co_b+

⌊
Cj · N j

o_p/C4

⌋
·Co_m)+ Co_c

(7)

After splitting the three-level CLOS switching network,
the number of convergence layer equipment are evaluated as:

N r
e =

⌊
Nr/N

j
p_ip · (Cj · N

j
ip_p/µsd )

⌋
, ∀j ∈ P (8)

N o
e =

⌊
Nr/N j

p_o · (Cj · N
j
o_p/Bsd )

⌋
, ∀j ∈ P (9)

Core layer equipment number is evaluated as follows,
where rip(t)/ro(t) represents the number of SMs on per
first-layer, and nc_r (t)/nc_o(t) represents the number of SMs
for per middle-layer when splitting the CLOS switching
network for IP switching and OTN switching, respectively.
The formula for calculating the value of nc_o(t) is similar
with nc_r (t).

rip(1)=

 N r
e · (Cj · N

j
ip_p/µsd )

N i
p_ip · (Ci · N

i
ip_p/µsd )

, ∀i, j ∈ P (10)

rip(t)=
⌊
r(t−1)/N i

p_ip

⌋
, t=2, 3, . . . , niter_r , i∈P

(11)

nc_r (niter_r ) = 2 · N i
ip_c · nc_r (niter_r − 1)

+ 2 · rip(niter_r ), nc_r (0) = 1, i ∈ P (12)

The number of core layer IP routerN r
c for IP switching and

the number of core layer OTN device N o
c for OTN switching

are evaluated as:

N r
c = 2 · N j

ip_c · nc_r (niter_r ), ∀j ∈ P (13)

N o
c = 2 · N j

o_c · nc_o(niter_o), ∀j ∈ P (14)

For OTN switching, the total hardware cost is theminimum
cost value under the condition of guaranteeing the blocking
rate α. According to the total number of service requests
and the average bandwidth value, the hardware cost of IP
switching and OTN switching are calculated. At the same
time, the forwarding delay for IP switching Tr and OTN
switching To are calculated by Eq. (15) and Eq. (16).

Tr = (2 · niter_r + 1) · tr (15)

To = (2 · niter_o + 1) · to (16)

Where tr and to represent the forwarding delay on per node
for IP switching and OTN switching, respectively.

Algorithm 1 Network Adaptability Assessment Process
Given: µsd (Mbps), α, service request number set χr ;
Output: BDT based on hardware cost φbdt_hc;

1: For each t in χr do
2: µsd = 1;
3: While µsd ≥ 1 do
4: Calculate the bαsd according to µsd and α;
5: Establish a three-level symmetric clos switching network

under strict non-blocking principle;
6: Map the first and third layer SM to the convergence layer

equipment, and then calculate the N r
e and N o

e by Eq.(8)
and Eq.(9);

7: Split and map the middle layer SM based on the port rate
of core devices;

8: Calculate the Cip and Cotnby Eq.(6) and Eq.(7);
9: Calculate the N r

c and N o
c by Eq.(13) and Eq.(14);

10: Calculate the Ct_ip and Ct_otn by Eq.(1) and Eq.(2);
11: If Ct_ip ≥ Ct_otn
12: φbdt_hc = µsd and µsd = 0;
13: else
14: µsd = µsd + 1.
15: end If
16: end While
17: end For
18: Return φbdt_hc for different number of service requests.

B. ADAPTABILITY ASSESSMENT PROCESS
To describe the adaptability assessment process, we intro-
duce the concept of bandwidth threshold (BDT), which is
a demarcation point for differentiating the adaptation range
for IP switching and OTN switching on average bandwidth
under different number of service requests. When the aver-
age bandwidth of service requests accesses the bandwidth
threshold based on hardware cost (BDT-HC), the cost of
using OTN switching is lower than that of using IP switch-
ing, and inversely, when the average bandwidth of service
requests is lower than the BDT-HC, IP switching shows better
performance on hardware cost. The following adaptability
assessment process illustrates the steps involved in estimating
the bandwidth adaptation range of IP switching and OTN
switching.

In the adaptability assessment procedure, the total hard-
ware cost for OTN switching is theminimum cost value under
the condition of guaranteeing the blocking rate α, which
guarantees there is sufficient capacity to sustain the service
request over an extended period of time. For IP switching,
we assign port resources for service requests according to the
average bandwidth value. By applying the cost parameters
shown in Table 1 and Table 2 to the abstracting model,
the hardware cost for IP switching and OTN switching under
different number of service requests are calculated, and then
we found out the BDT-HC for the two switching modes by
comparing the cost value.

IV. SIMULATION RESULTS AND
PERFORMANCE ANALYSIS
The switching granularity of optical switching is larger than
IP switching. Therefore, to ensure the sufficient capacity for
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FIGURE 3. Total hardware cost under different port rate (ODU0): (a) 2.5Gbps/10Gbps; (b) 10Gbps/40Gbps;
(c) 40Gbps/100Gbps; (d) 100Gbps/100Gbps.

achieving the required number of service requests, the num-
ber of optical equipment must increase correspondingly
which results in the increase of the optical cables and network
hops. Taking OTN technology as an example, we firstly
estimate the bandwidth threshold for IP switching and OTN
switching with the simulation results of hardware costs, and
then the results of the bandwidth threshold are verified on
multi-rate scenario. Finally, to verify the number of increased
optical cables and network hops are in controllable range for
ensuring the network connectivity, the optical ports cost and
the forwarding delay are analyzed.

In simulations, IP router and OTN equipment supports four
port rates Pv = [2.5, 10, 40, 100] (in Gbps). And the port
rate for core layer equipment is greater than the convergence
layer equipment. Port rate of 40Gbps/100Gbps indicates that
port rate for convergence layer device is 40Gbps, and port rate
for core layer devices is 100Gbps. The switching granularity
of the transport channels for the simulation experiments are
1.25 Gb/s (ODU0) and 2.5 Gb/s (ODU1). We assume that
the bandwidth of the service requests follows the normal
distribution, and the standard deviation is 100Mbps. For OTN
switching, bandwidth is over-dimensioned for traffic peaks
under a certain blocking rate to prevent the burst of random
services. Moreover, we assume the allowable blocking rate
is 0.01, and the bandwidth of a single wavelength is 100G.
The average bandwidth of service requests across multiple
DCs is adjusted according to the switching granularity to find
out the BDT.

A. BDT BASED ON HARDWARE COST
The BDTs of the IP switching and OTN switching based on
hardware cost are investigated in this subsection. Assuming
that the number of service requests across geo-distributed
DCs is between 1 × 104 and 5 × 106, we compare the
BDT-HC when the switching granularity for OTN equipment
are changed under different port rates.

We firstly calculate the total hardware cost for the two
switching modes when the total number of service requests
is 3 × 106. The hardware cost includes convergence layer
cost and core layer cost. Figure 3 and Figure 4 show the
total hardware cost for OTN switching and IP switching under
different port rate when the available switching granularity of
OTN equipment are ODU0 and ODU1, respectively. We can
see in Figure 3 and Figure 4 that the major hardware cost
component for OTN switching is core layer equipment, and
the greater the port rate is, the lower the hardware cost is.
The lowest total hardware cost is obtained when port rate is
100Gbps/100Gbps, and this indicates that the hardware cost
for OTN switching in networks can be reduced when increas-
ing the port rate of OTN equipment. In Figure 3 and Figure 4,
the major hardware cost component for IP switching is the
convergence layer routers when port rate is 2.5Gbps/10Gbps.
And inversely, when port rate becomes high, the core layer
routers become the main contribution of the total hardware
cost. This is because guaranteeing there is sufficient capac-
ity to sustain the service requests, multiple core IP routers
should be deployed in networks. We can see significant cost
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FIGURE 4. Total hardware cost under different port rate (ODU1): (a) 2.5Gbps/10Gbps; (b) 10Gbps/40Gbps;
(c) 40Gbps/100Gbps; (d) 100Gbps/100Gbps.

FIGURE 5. BDT-HC under different number of service requests: (a) Switching granularity is 1.25 Gb/s; (b) Switching
granularity is 2.5 Gb/s.

reduction for IP switching when port rate for convergence
layer IP router is 10Gbps and core layer IP router is 40Gbps
in Figure 3(b) and Figure 4(b). It indicates that increasing the
port rate for IP routers cannot reduce the hardware cost in
networks for IP switching. In addition, we also can observe
that the total hardware cost for OTN switching is lower than
IP switching when bandwidth for service request excesses a
threshold value in Figure 3 and Figure 4.

Next, we further obtain the threshold value for OTN
switching and IP switching mentioned above. Figure 5(a)
shows the BDT-HC results when switching granularity
is 1.25 Gb/s. As can be seen, when port rate is 100Gbps/
100Gbps and 40Gbps/100Gbps, the threshold value is

about 60Mbps. And the BDT-HC are fluctuated greatly when
the number of service requests is small. The reason is that in
order to ensure the connectivity, the amount of convergence
layer devices varies greatly for OTN switching when the
service requests number is small. It can be seen in Figure 5(a)
that when the average bandwidth of service requests for
geo-distributed datacenters is relatively high, e.g. average
bandwidth excessing 280Mbps, the hardware cost of OTN
switching is lower in comparison with the hardware cost of
the IP switching when switching granularity is 1.25 Gb/s.
Furthermore, in Figure 5(b), we report the threshold value
when switching granularity is 2.5 Gb/s. The results con-
firm that when the average bandwidth exceeds 600Mbps,

VOLUME 6, 2018 56857



Y. Tan et al.: Adaptability Analysis for IP Switching and Optical Switching

FIGURE 6. Minimum hardware cost and the corresponding card configuration: (a) Number of service requests is 5 × 104; (b) Number
of service requests is 4 × 105.

FIGURE 7. BDT-OPC under different number of service requests: (a) Switching granularity is 1.25 Gb/s; (b) Switching
granularity is 2.5 Gb/s.

OTN equipment can replace the IP routers to serve the service
requests, and the larger the port rate is, the more obvious the
advantage of OTN switching is on hardware cost under strict
non-blocking condition.

From the above analysis, we can know that the great
port rate will effectively reduce the hardware cost for the
OTN switching. Nevertheless, the cost advantage of the IP
switching is not obvious when the port rate becomes high.
In this part, we conduct simulation experiments to verify
the bandwidth threshold results mentioned above. As the
number of service requests increases, the bandwidth thresh-
old value fluctuation shrinks. So we carry out the simu-
lation verification on multi-rate scenario when the number
of service requests is 5 × 104 and 4 × 105 (two interme-
diate values). In multi-rate scenario, the OTN equipment
and IP routers support mixed-line-rate (MLR) transmission
(2.5/10/40/100Gbps). Figure 6 shows theminimumhardware
cost and the corresponding port card configuration under
different average bandwidth. In figure 6(a), hardware cost for
IP switching is higher than OTN switching when bandwidth
for service request excess 560Mbps. We can see that when
all port cards are 100Gbps, OTN switching achieves the min-
imum hardware cost. And correspondingly, when port cards

are 10G or 40G, IP switching achieves the minimum hard-
ware cost, which is consistent with the above analysis results.
Likewise, the same conclusion is obtained when the number
of service requests is 4×105 as shown in figure 6(b), hardware
cost for IP switching is higher than OTN switching when
average bandwidth for service request exceeding 535Mbps.

B. BDT BASED ON OPTICAL PORT COST
In order to ensure there is sufficient capacity to achieve the
required number of service requests, the amount of OTN
hardware must be increased. As a result, either amount of
optical cables is also increased for OTN switching. We evalu-
ate and analyze the optical cables demand of OTN switching
and IP switching by the cost of the needed optical ports. In this
study, we mainly observe the bandwidth threshold based on
optical port cost (BDT-OPC) under different port rate.

In the simulations, we consider the cases that the optical
port for IP switching is twice times more expensive than
the OTN switching optical port, because of the resource
over-provisioning in IP network. The total number of service
requests is from 1 × 104 to 2 × 106. The BDT-OPC perfor-
mance of IP switching and OTN switching under different
number of service requests is shown in Figure 7. We observe
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FIGURE 8. BDT-OPC under different optical port cost ratio: (a) Switching granularity is 1.25 Gb/s; (b) Switching
granularity is 2.5 Gb/s.

FIGURE 9. Average forwarding delay under different number of service requests: (a) Switching granularity is 1.25 Gb/s;
(b) Switching granularity is 2.5 Gb/s.

that the BDT-OPC is relatively lower when port rate is
2.5Gbps/10Gbps, followed by the cases when the port rate is
40Gbps/100Gbps, 100Gbps/100Gbps, and 10Gbps/40Gbps
under different switching granularity. In Figure, when the
number of service requests is small, the BDT-OPC value
exists a slight fluctuation. And when the number of service
requests is greater than 0.3× 106, the BDT based on optical
port cost gradually remains stable. Therefore, we change the
horizontal axis to the cost ratio of IP optical port cost is
greater than the OTN optical port cost (i.e. the cost ratio of 5
indicates that the cost of 100 IP switching wavelengths is
the same with the cost of 105 OTN switching wavelengths)
when the number of service requests is 6 × 105. We can see
in Figure 8 that the BDT-OPC is 24%-47% of the switching
granularity when the port rate is 2.5Gbps/10Gbps, i.e. when
the bandwidth of the service request is higher than 602Mbps,
the OTN switching has more advantages than the IP switch-
ing on optical port cost, and the OTN equipment can
replace the IP router to satisfy the service requests. By con-
trast, the BDT-OPC for the 40Gbps/100Gbps, 100Gbps/
100Gbps and 10Gbps/40Gbps port rate are 37%-71%,
50%-95%, and 81%-97% respectively. It indicates that the
increased number of OTN equipment and optical cables for
ensuring network connectivity is in a controllable range.

C. FORWARDING DELAY
We investigate the forwarding delay in this subsection.
Figure 9(a) compares the average forwarding delay of ser-
vice request in networks when the switching granularity
is 1.25Gb/s, and the results verify that the latency is reduced
effectively with OTN switching. The same conclusion can
be obtained when the switching granularity is 2.5Gb/s. This
attributes to the fact that layer 1 and layer 2 data structures
need to be removed layer by layer when using IP switching.
Therefore, it is difficult to achieve a low forwarding delay
based on the layer 3 IP forwarding and switching. In contrast,
optical switching is based on physical layer or media layer
to switch and forward the service requests, a single-node
forwarding delay of 10µs or less can be achieved. Simulation
results in Figure 9 indicate that although the OTN switching
results in an increase in the number of forwarding hops due to
the fixed switching granularity, the forwarding delay is still
smaller than the IP switching.

V. CONCLUSION
In this paper, optimization on a specific network topology is
not the goal here. Instead we wish to obtain the bandwidth
adaptation range for the two switching modes when OTN
equipment are employed for traffic access and switching.
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We abstract the switching behavior of OTN equipment and
IP routers to establish a unified network-level connection
model, and then conduct an adaptability study onCAPEX and
forwarding delay for OTN switching and IP switching under
different traffic parameters and network parameters.

The simulation results reveal that the IP switching is too
expensive and a better way to reduce the hardware cost is
employing optical transmission equipment to complete ser-
vice switching in geographically distributed inter-datacenter
networks. We validate that when average bandwidth between
multiple datacenters is higher than 600Mbps, OTN equipment
has more advantages than IP routers on capital expenditure,
especially when port rate of equipment is high. In addition,
the simulation results also verify that the forwarding delay is
reduced obviously with OTN switching.
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