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ABSTRACT Virtual reality (VR) can provide users an immersive and realistic visual experience, which leads
to the widely use of VR in many fields. However, transmission of the ultrahigh resolution omnidirectional
video requires huge bandwidth, which brings great challenges for real-time VR application. In this paper,
we propose a scalable omnidirectional video coding method to improve the coding efficiency with the help
of the viewer’s point of view (POV) and provide three-layer scalability as well. Based on the equirectangular
projection (ERP), a down-sampling procedure of ERP video with corresponding super-resolution method
is proposed to save bandwidth and provide spatial resolution scalability. With the super-resolution version
of the reconstructed down-sampled video as the inter-view reference, the viewer’s POV within sphere is
mapped and encoded in high quality, while the non POV areas are compressed in low quality to further
improve the coding efficiency and provide quality scalability. The correlation of the ERP and cube map
projection is utilized in the POVmapping procedure. The proposed scalable codingmethod is achieved based
on the multiview extension of high efficiency video coding, where only a few modifications are operated in
the encoder side. Experiments results demonstrate that the proposed method can save approximately 75%
average bit rate with no significant decrease in quality of the viewer’s POV region compared with HEVC
standard.

INDEX TERMS Virtual reality (VR), omnidirectional video coding, scalable coding, point of view,
MV-HEVC.

I. INTRODUCTION
Omnidirectional video, also known as the panoramic video,
can provide users extraordinary viewing experience by sim-
ulating the 3D scene of the real world. By wearing the head-
mounted displays (HMDs), a corresponding portion of the
omnidirectional videos can be played back according to the
head movement of the users [1].There are many HMDs, such
as Oculus Rift, HTC Vive and Sony Play station VR. With
these products, the users can achieve an immersive experi-
ence, which leads to the widely use of virtual reality in many
fields [2], [3].

Various types of equipments can be used to derive the
omnidirectional video contents, such as fish-eye cameras,
multiple wide angle cameras or multiple high definition
cameras. The captured videos in different directions are

then stitched together into a sphere to form the omnidirec-
tional video. In order to provide an immersive and realistic
visual experience, adequate resolution is required, and, con-
sequently, effective coding methods become of paramount
importance for such particular type of contents.

Since the omnidirectional video is commonly represented
by a spherical surface, we cannot directly use the exist-
ing coding standards, such as H.265/HEVC, H.264/AVC
or MPEG et al, or the existing compression scheme for
2D/3D video [4]–[6] to compress the omnidirectional video.
A common method is to project the spherical shape into a 2D
plane and then use the existed video encoders to compress the
omnidirectional contents. In this context, several omnidirec-
tional video coding methods have been proposed, which can
be mainly categorized into three different groups all based
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on the existing image/video coding standards. The first kind
of coding method, referred to as projection based coding
method, considers to project the sphere videos into a 2D
space by using various projection methods, then utilizes the
generic video coding standards for the subsequent compres-
sion. However, different projections may introduce different
artifacts [7], such as redundant samples, shape distortion
and discontinuous boundary, which reduces the coding effi-
ciency. The second kind of compression method, called as
optimization based compression method, tries to improve the
coding efficiency of the omnidirectional video by exploring
the features of the projected video contents and optimizing
the coding standards according to these features. This kind of
method can mitigate the problem of low coding efficiency
caused by the projection deformation. However, since the
optimization based compression method has to encode the
entire omnidirectional video, it is still difficult to satisfy
a real-time VR application. The third kind of compression
method, referred to as the regions-of-interest (RoI) based
coding method, aims to improve the coding efficiency by
transmitting corresponding portion of the omnidirectional
video contents in high quality based on the current user’s
RoI, while the others in low quality [21]. The RoI based
method can save lots of bandwidth. Nevertheless, it is hard
to extract the RoI areas and such method may induce a bad
immersive experience when the users move quickly in the
real-time virtual reality applications.

Inspired by the RoI based coding method, in this paper,
we propose a scalable omnidirectional video coding method
with the help of the viewer’s POV for real-time VR applica-
tions. The proposed coding method is based on the equirect-
angular projection. The main idea of the proposed method
is to encode the viewer’s POV in high quality and the non
POV areas in low quality. Different from the RoI based coding
method [21], in the proposed method, a down-sampling ver-
sion of the ERP video (the obtained video after ERP) is firstly
encoded as a basic layer in low quality. The region of viewer’s
POV is then encoded in a high quality in the enhancement
layer by using the super-resolution version of the recon-
structed down-sampled video as the inter-view reference. The
sphere video is divided into six surfaces, and each surface is
referred to as one viewer’s POV in our method. The change
of viewer’s POV is detected by the VR device, and then fed
back to the encoder. The proposed scalable coding method
has a three-layer structure. The basic layer can be seen as the
first layer. The super-resolution version of the reconstructed
down-sampled video is referred to as the second layer, while
the enhancement layer is the third layer. Spatial resolution
scalability is provided from first to second layer, while the
quality scalability of the viewer’s POV is available from
the second to third layer. The main contributions of this paper
are summarized as follows: 1) a down-sampling procedure
is adopted based on the content property of the ERP video
to further reduce bandwidth of basic layer; 2) a simple and
fast super-resolution method is utilized to provide the spa-
tial resolution scalability; 3) the correlation of the ERP and

CMP is analyzed to map the viewer’s POV into a specific-
shape region within the ERP video, which will be encoded
in high quality to provide the quality scalability; 4) the pro-
posed scalable coding method is based on MV-HEVC, and
only a few modifications are operated in the encoder side,
which make the structure of the proposed coding method
simple.

The rest of the paper is organized as follows. Section II
presents a review of the related work. The ERP and CMP
are briefly introduced in Section III. The proposed scalable
omnidirectional video coding method for real-time virtual
reality applications is described in section IV. Section V
discusses the simulation results and the last section is devoted
to conclusions.

II. RELATED WORK FOR OMNIDIRECTIONAL
VIDEO CODING
As mentioned above, the omnidirectional video coding
method can be divided into three categories: projection based
coding method, optimization based coding method and the
RoI based coding method. The projection based coding
method aims to utilize the generic video coding standards,
such as theH.265/HEVC,H.264/AVCorMPEG et al, to com-
press the omnidirectional video by mapping the sphere video
into a 2D space with various projectionmethods. The ERP [8]
and CMP [9] are two common projection methods. The ERP
tries to map the sphere to a 2D rectangle by stretching the
pixels in the latitudinal direction to construct a rectangle.
For the north and south poles, the stretching is extremity
severe, which increases the bandwidth consumption. In con-
trast, CMP tires to construct a rectangle to represent the
sphere by mapping the sphere into six faces of a cube, then
rearrange these faces into a rectangular image. The CMP can
mitigate the scaling-caused geometry distortions. Therefore,
the CMP can achieve a higher coding efficiency than the ERP.
Other than such two projection methods, in [10], a rhombic
dodecahedron map projection scheme is proposed, where
the sphere is firstly divided into twelve rhombs, then the
divided rhombs is rearranged into a rectangle. In order to
alleviate the stretch related distortions, a content adaptive
representation of omnidirectional video is proposed in [11],
where the sphere videos are divided vertically into tiles. The
acquired tiles are then resized based on the latitudes or user
preferences. In [12], [13], an octahedron projection method
is put forward to map the sphere into octahedron faces to
maximally achieve content continuity between each face.
In [14], an icosahedron projection is put forward, which can
also achieve a compact format after rearranging. In order to
decrease the over-sampling areas, a novel octagonal mapping
scheme is proposed in [15], where the sphere is firstlymapped
into an octagon, then the octagon is reshaped and rearranged
into a rectangle before encoding. The main idea of the above
mentioned methods is to map the spherical information into a
2D plane with different projection methods before encoding.
Even though the acquired rectangular video can be encoded
by the generic video coding standards, the coding efficiency
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is rather low because of the artifacts introduced by the
projection.

In order to further improve the coding efficiency of the pro-
jection based coding method, the optimization based coding
method is proposed. Such kind of method tries to improve
the coding efficiency by exploring the features of the pro-
jected video and optimizing the coding standards according
to such features. In [16], a new motion model is proposed
based on the spherical coordinates transform to compensate
the deformation in panoramic videos. To solve the problem
that the ERP introduces redundancies in high latitude areas,
an omnidirectional video coding method using latitude adap-
tive down-sampling with pixel rearrangement is proposed
in [17]. Likewise, a tile-based segmentation and projection
scheme are also proposed in [18] to reduce the redundan-
cies in high latitude areas introduced by ERP. To save the
bitrate of the omnidirectional videos after compression, two
adaptive encoding techniques are put forward in [1], where
the first one is a content adaptive temporal resolution adap-
tation scheme based on the CMP, and the second one is
a quantization and rate-distortion optimization scheme for
ERP. In [19], two coding methods including intra-frame and
inter-frame codingmethods are proposed to improve the com-
pression performance of the pseudo-cylindrical panoramic
content. The optimization based coding method can achieve
a better coding efficiency. However, it is still infeasible to
encode a full panoramicin a limited time or real-time with the
optimization based coding method.

Since the users can only view a portion of a full panoramic
image at a givenmoment, RoI based codingmethod is put for-
ward to transmit a specific RoI area in high quality to further
improve the coding efficiency. In [20], two RoI based coding
methods, called as tiles based streaming andmonolithic based
streaming, are proposed. The tiles based streaming firstly
splits the video into multiple tiles and transmits a subset of
tiles of interest to the viewer subsequently. The monolithic
based streaming explores to only transmit the macroblocks
that falls within the RoI and their corresponding depended
macroblocks to further reduce the bandwidth consumption.
In [21], a scalable full-panorama video coding method is
proposed, where the RoI is mapped and encoded in high
quality and the others are encoded in low quality. A pyramid
format of equirectangular layout is proposed in [22], where
a pyramid layout is utilized for each of the 30 viewpoints.
Instead of encoding these viewpoints, such method stores
them on the server and only views in a specific angle are
transmitted to users when the client makes a request to the
server. The RoI based coding method tries to derive a high
coding efficiency combining the feature that users only view
a portion of a full panoramic image at a given moment.
Nevertheless, there are still some shortcomings. Firstly, it is
difficult to extract the RoI areas, since the explicit user input
varies from user to user. Secondly, most of the RoI based
coding methods are latency-sensitive because of some pre-
processing procedure or lots of transform work. Thirdly,
the quality scalability is considered in the RoI based coding

method. However, the spatial resolution scalability is always
ignored, which is also benefit to improve the coding effi-
ciency.

To this end, we propose a scalable omnidirectional video
coding method with the help of the viewer’s POV for real-
time VR applications. A down-sampling procedure and cor-
responding super-resolution method are adopted to provide
spatial resolution scalability. In order to avoid extracting the
RoI, we try to derive the viewer’s POV by analyzing the
correlation of the ERP and CMP. The derived viewer’s POV is
then encoded in high quality to provide the quality scalability.
In the proposed coding method, only a few modifications are
operated based on the MV-HEVC standard to make the struc-
ture sample. The details will be described in the following
sections.

III. EQUIRECTANGULAR PROJECTION AND CUBE
MAP PROJECTION
Since the proposed coding method is based on the ERP and
the mapping of the viewer’s POV to the projected video is
based on the correlation of the ERP and CMP, we will briefly
introduce the ERP and CMP in this section.

A. EQUIRECTANGULAR PROJECTION
The equirectangular projection is the most common projec-
tion method, which aims to project the parallels of spher-
ical shape into rows of a 2D shape. The mapping from
spherical surface to rectangular plane is shown in Fig.1. The
spherical coordinates (θ, ϕ) correspond to the horizontal and
vertical coordinates (x, y). As shown in Fig.1, the coordi-
nate θ varies from−π to π , and the coordinate ϕ varies from
−π/2 to π/2, which means that the ERP video presents a
2:1 ratio of width to eight. In order to fit in rectangle, the par-
allels at ϕ have to be stretched with a ration of 1/cos(ϕ),
which results in the over-sampling problem, especially in the
areas near the pole.

FIGURE 1. Mapping from spherical surface to rectangular plane.

B. CUBE MAP PROJECTION
Different from the ERP, the CMP explores to map the pixels
on the sphere into six surfaces of a cube firstly. The obtained
six surfaces are then unfolded and rearranged to a rectan-
gular plane. The mapping and unfolded process is shown
in Fig.2. Many layout formats are proposed to arrange the
unfolded surfaces, such as the 4× 3 layout and 3× 2 layout
shown in Fig.3. Different layout format may lead to different
coding efficiency [23]. Compared to the ERP, the CMP has no
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FIGURE 2. The mapping and unfolded process of cube map projection.

FIGURE 3. Layout format of the unfolded surfaces: (a) 4× 3 layout;
(b) 3× 2 layout.

geometry distortion within the surfaces, which brings a better
Motion Estimation (ME) and Motion Compensation (MC)
efficiency within the generic video coding standards.
However, the cube map projection still has the over-sampling
problem within the edge of each surface. The over-sampling
rate is up to 190% compared to the original sphere [18].

IV. PROPOSED SCALABLE CODING METHOD
The proposed scalable coding method aims to improve the
coding efficiency of the omnidirectional video, at the same
time, provide a three-layer scalability. Since the ERP is the
most common projection method of the sphere video, the
proposed method is based on the ERP. In our method,
the obtained ERP video is firstly down-sampled according to
the feature of ERP to form the basic layer (the first layer).
The basic layer is then encoded in low quality by using the
generic intra and inter prediction based on the MV-HEVC
standard. A full ERP video can be reconstructed at the second
layer with a simple super-resolution method. In order to pro-
vide a good VR experience in the real-time VR applications,
the user’s POV is mapped and cut to form the enhance-
ment layer (the third layer) based on the user’s movement
information. With the super-resolution version of the recon-
structed down-sampled videos as the inter-view reference,
the enhancement layer is encoded in high quality. The user’s
movement information, such as the visual center coordinate
of user’s POV, is recorded by the VR device, and fed back
to the encoder side subsequently. It is worth mentioning that
the coding process of the enhancement layer is delayed by at
least one frame than that of the basic layer, since the super-
resolution ERP video frame can only be constructed after at
least one basic layer video frame decoded. However, since
the high frame rate of the VR video, the delay is too short
and could be neglected.The detailed processes of the pro-
posed scalable omnidirectional video encoding and decoding
system are presented in Fig. 4. The details of each block in
the proposed scalable coding system will be explained in the
following subsections.

FIGURE 4. The proposed scalable omnidirectional video encoding and decoding system.
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A. ENCODER SIDE
1) EPR
The ERP is used to map the sphere video into a 2D plane
video. The details of ERP are presented in Section III.A.

2) DOWNSAMPLING
In the ERP, the row pixels in the obtained rectangular image
are mapped from the corresponding latitude circle in sphere.
The projection results in the high sampling density near the
pole, which reduces the coding efficiency of the basic layer.
Therefore, we propose a down-sampling method of the ERP
video before encoding according to the feature of ERP to
improve the coding performance of basic layer. Suppose
f (x, y) represents the original continuous EPR video frame
with resolution M × N , where (x, y) are the coordinates
of the pixels in ERP video frame. A down-sampling image
f (xs, ys) can be obtained with a sampling factor s. Instead of
using a same sampling factor for the entire ERP video frame,
we utilize two different sampling factors in the sampling
procedure, since the high sampling density exists near the
pole. Based on the ERP procedure shown in Fig.1, the down-
sampling can be rewritten as

f (xs, ys) =

{
f (x · s, y · s) if (|ϕ| < π/4)
f (x · 2s, y · 2s) Otherwisw

(1)

After down-sampling procedure, three low-resolution parts
of ERP video frame are acquired, shown in Fig.5(a). We then
rearrange the three parts and stitch them together to form a
low-resolution rectangular ERP image, shown in Fig.5 (b).
The derived low-resolution rectangular ERP video is then
encoded as the basic layer.

FIGURE 5. The rearrangement and stitching of the down-sampled ERP
video frame to form a rectangular image. (a) Three low-resolution parts.
(b) The rearranged version.

3) INTRA & INTER PREDICTION
The basic layer is encoded by using the hybrid intra and
inter prediction method, which is utilized in the conventional
HEVC standard. The obtained bitstream forms the basic layer
bitstream.

4) BASIC LAYER DECODE
The encoded basic layer video is decoded for a later
super-resolution reconstruction.

5) SUPER-RESOLUTION RECONSTRUCTION
A full ERP video frame is reconstructed by using a Gaussian
pyramid based up-sampling method. The low-resolution ERP

video frame is firstly upsized to twice resolution in horizon-
tal and vertical directions with the new rows and columns
filled with zeros. Subsequently, a convolution procedure is
performed with the Gaussian kernel GK , where

GK =
1
16


1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

 (2)

Regarding to the part 1 and part 3 of ERP video frame,
shown in Fig. 5, one more super-resolution procedure is
performed by using the same Gaussian pyramid based up-
sampling method to make the resolution of the reconstructed
ERP video frame be the same as the original ERP image.With
a reverse rearrangement used in DownSampling, a super-
resolution reconstructed ERP video frame is derived. The
reconstructed ERP video frame is then be utilized as the inter-
view reference to encode the enhancement layer.

6) MAP & CUT
In order to transmit the user’s POV in high quality, we have
to map the user’s POV in the sphere to ERP video frame.
In the real-time VR applications, most VR applications can
provide a 90◦ rectangle-view to users, which means that only
one six of the sphere is in the user’s vision [24]. Therefore,
in this paper, we assume that origin sphere video can offer six
POVs to the users. The mapping problem of user’s POV can
be described as how to project the six POVs to the ERP video
frame. In our method, we try to find the mapping relationship
by utilize the correlation of the ERP and CMP. The reason is
that the CMP also uses six cube faces to represent the sphere
video, where the six surfaces are consistent with the six
POVs.Mapping six POVs in sphere to ERP video frame based
on the correlation of the ERP and CMP is shown in Fig.6.

FIGURE 6. Mapping procedure based on the correlation of the ERP and
CMP. (a) Shpere. (b) CMP. (d) Projection in ERP. (c) Unfolded cube.

Suppose that the user is on the coordinate origin (the
center) of the sphere and faces forward. The conversion of
spherical coordinates and 3D Cartesian coordinates can be
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given by 
x = Rcosθsinϕ
y = Rsinθsinϕ
z = Rcosϕ

(3)

where θ is longitude and ϕ is latitude, R is the distance
between user and sphere. Therefore, the relation between
(θ, ϕ) and the 2D ERP plane coordinates (u, v) can be derived
by {

u = λ · θ
v = λ · ϕ

(4)

where λ is a constant.
As a result, if a point with coordinates (θ ′, ϕ′) is in the

user’s POV, then the corresponding point (u′, v′) in the ERP
video frame can be derived by Eq.(4). In order to decide
which points in the sphere are within the user’s POV, wemake
full use of the correspondence between CMP and ERP, shown
in Fig.6 (c) and Fig.6 (d). Suppose that the horizontal and
vertical visual angles of user’s POV are all set as 90◦,
the points in the sphere matching the following constraints
are concluded within the user’s POV, where the constraints
are defined by {

θ ′ ≤ π/4
ϕ′ ≤ cos(θ ′)

(5)

Based on the Eq.(4) and Eq.(5), the user’s POV in
sphere can be mapped into the ERP video frame. Once the
user changes the view direction, the spherical coordinate is
changed according to the movement information provided by
the VR devices before mapping. After mapping the user’s
POV in sphere to the ERP video frame, the obtained cor-
responding areas in ERP video frame are then cut for the
subsequent enhancement layer construction.

7) ENHANCEMENT LAYER COMPOSITION
The projected user’s POV in the ERP video frame substitutes
the corresponding area in the super-resolution reconstructed
ERP video frame to form the enhancement layer video frame.
The derived enhancement layer video frame is composed
of mapped user’s POV areas from original sphere and the
non POV areas from the super-resolution reconstructed ERP
video frame.

8) INTRA & INTER & INTER-VIEW PREDICTION
Other than the intra and inter prediction, the constructed
enhancement layer video is encoded by using the inter-view
prediction with the super-resolution reconstructed ERP video
as the reference. With the inter-view reference, the encoder
can avoid some mismatch caused by the stretch deformation
using inter-view prediction. Since the non POV areas in basic
layer and the enhancement layer are the same, therefore, few
bits are needed for such areas. Moreover, by transmitting the
non POV areas to the encoder, blank areas will not appear on

the user’s perspective, which can avoid details missing phe-
nomenon when users move too fast. The acquired bitstream
forms the enhancement layer bitstream.

B. DECODER SIDE
1) BASIC LAYER DECODE
The encoded basic layer video is decoded for a later super-
resolution reconstruction.

2) SUPER-RESOLUTION RECONSTRUCTION
The process is the same as that in the encoder side. A full ERP
video is reconstructed by using a Gaussian pyramid based
up-sampling method.

3) ENHANCEMENT LAYER DECODE
The enhancement layer is decoded by using the reconstructed
super-resolution ERP video as inter reference.

4) POV DISPLAY
The decoded enhancement layer is then remapped to the
sphere for VR display.

C. SCALABILITY
The proposed method can provide a three-layer scalability.
The first layer is the down-sampled ERP video according
to the feature of ERP. Note that, variable low-resolution
rectangular ERP video can be derived by changing the sam-
pling factor to fit different VR devices. The second layer
is the super-resolution reconstructed ERP video by using a
Gaussian pyramid based up-sampling method. The second
layer is then used to construct the enhancement layer. The
third layer is the mapped user’s POV.With the second layer as
the reference, the encoder can avoid some mismatch caused
by the stretch deformation and provide a high quality POV
to users. The scalability from the first layer to the second
layer is a resolution/spatial scalability and the scalability
from the second layer to the third layer can be seen as the
quality/PSNR scalability of user’s POV.

V. EXPERIMENTAL RESULTS
A. SIMULATION SETUP
In order to validate the efficiency of the proposed coding
method, six sequences (Dianying, Fengjing_1, Hangpai_1,
Tiyu_1, Xinwen_1 and Yanchanghui_1) provided by the
IEEE 1857 [25] are used in the test set. The resolution of all
the test sequences is 4096×2048, and the frame rate all equals
to 30 fps.

The HEVC based multiview extension coding standard,
MV-HEVC reference software 14.0 [26], is modified for
the proposed scalable coding method. The coding config-
urations are set as basic encoder configuration, which is
defined in [27]. The quantization parameters (QPs) are set as
40 and 22 for basic layer and enhancement layer, respectively.
Two views are used, where one is utilized to encode the basic
layer and the other is utilized to encode the enhancement
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TABLE 1. Results of scalable method compared to HM-13.0 (QP = 22, random access).

layer. Six kinds of vision mapping directions (called front,
back, left, right, bottom and top) corresponding to the six
surfaces of the cube are considered to simulate different
situations. The proposed scalable coding method (referred to
as Scalable method) is compared with the original HEVC ref-
erence software ver. 13.0 (referred to as HEVC). The QP used
in HEVC is set as 22 and the coding configurations were set

as the ‘‘random access’’. 30 frames of each test sequence are
encoded by HEVC and the proposed method. In this paper,
we use the well-known Bjontegaard delta bitrate (BDBR)
metric [28] to evaluate the performances of the proposed
method in terms of bitrate reduction and the decoded picture
quality. Since the proposed scalable method is focused on the
user’s POV, we only consider the Y-PSNR of the decoded

VOLUME 6, 2018 56329



D. Liu et al.: Scalable Omnidirectional Video Coding for Real-Time VR Applications

POV areas. The sampling factor in the DownSampling
procedure is set to 2.

B. EXPERIMENTAL RESULTS
The main goal of the proposed scalable coding method is to
improve the coding efficiency of the omnidirectional video
with the help of the viewer’s POV. This subsection, we will
verify the effectiveness of the proposed method from three
aspects.

1) RD PERFORMANCE
The RD performance comparison of the proposed coding
method with HEVC in terms of the bit stream size and the
Y-PSNR of user’s POV is shown in Table 1. From Table 1,
we can see that the proposed scalable coding method is
superior to the HEVC. Table 1 gives the bit stream size
of basic layer and enhancement layer with six kinds of
vision mapping. About 45%-97% bit stream is saved by the
proposed method with a little average Y-PSNR gain within
POV. According to Table 1, we find that the top and bottom
areas always need less bit stream size and have a better
Y-PSNR than the other mapping directions. This means that
the regions near the polar within the sphere require less bit
stream size to be encoded. The main reason is that the pixels
near the polar are stretched in the ERP and over-sampling
exists in such areas. Moreover, the bit stream size is related
to the texture information of the mapped surfaces. Richer
texture information always requires more bit stream size
to be transmitted. For example, the texture information in
the front and back surfaces is rich in sequences Dianying,
Fengjing_1 and Xinwen_1, where more bit stream sizes are
needed in the transmitting procedure than the other directions.

This is mainly because achieving an accurate prediction in
such areas by using the intra, inter or the inter-view prediction
method is difficult. This is also consistent with the Y-PSNR
value of such areas, where the Y-PSNR values in front and
back surfaces are lower than that in other surfaces. Compared
to the enhancement layer, the basic layer always adds least
overhead to the final bit stream, as seen from Table 1. The
reason mainly lies in two aspects. One is that the basic layer
is a down-sampled version of the ERP video, which can save
a lot of bits to be encoded. The other is that the basic layer is
encoded in low quality.

2) COMPUTATIONAL COMPLEXITY
A low complexity coding method can give users a better
interactive experience in the real-time VR applications. In the
proposed method, the computational complexity mainly con-
tains three parts. The first part is the coding of basic layer.
The most time-consuming part to encode the basic layer is
the intra and inter prediction. Since the basic layer is a down-
sampled version of the original ERP video with a low coding
quality, the computational complexity is much lower than the
HEVC. The second part is the super-resolution reconstruc-
tion. Since only a simple convolution procedure is performed
with a Gaussian kernel, the computational complexity of the
super-resolution reconstruction adds little overhead to the
total computational complexity. The third part is the coding of
enhancement layer. With the super-resolution reconstructed
ERP video as the inter reference, the prediction process
comprises the intra prediction, inter prediction and the inter-
view prediction. Since most areas of the enhancement layer
and the super-resolution reconstructed ERP are the same
except the substituted POV regions. The encoder tends to

FIGURE 7. Subjective comparison between the decoded output of the HEVC and that of the scalable coding method. (a) Non POV A
by HEVC. (b) POV B by HEVC. (c) Non POV A by scalable method. (d) POV B by scalable method.
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choose the skip mode for such same areas, since the residual
errors are small enough. This can dramatically reduce the
computational complexity of coding the enhancement layer.

3) VISUAL QUALITY OF RECONSTRUCTED POVs
In the proposed scalable coding method, we aim to encode
the omnidirectional video by transmitting the viewer’s POV
in high quality and the other areas in low quality with the
help of the viewer’s movement information. In order to verify
the effectiveness of the proposed method, we compare the
visual quality of the decoded ERP video frame by using
the two methods. We randomly select one part within the
reconstructed viewer’s POVs and non POVs and compare
their visual quality. The visual quality comparison is shown
in Fig.7. From Fig.7, we observe that the quality of both parts
within the POVs is high, no matter the coding method is the
proposed scalablemethod orHEVC. The reason is that a same
QP is used in the enhancement layer of proposed method and
HEVC. The same QP ensures a same visual quality for the
viewer’s POVs. For the non POVs encoded with our method,
the visual quality is lower than that encoded with HEVC.
This is mainly because the non POVs in our method are
reconstructed by using a super-resolution procedure of the
decoded basic layer, where the basic layer is compressed
with a larger QP. Since the non POVs are not in the viewer’s
perspective, the low quality non POVs can not affect the
immersive experience.

VI. CONCLUSION
In this paper, we propose a scalable omnidirectional video
coding to improve the coding efficiency for real-time
virtual reality applications. The proposed method encodes
the viewer’s POV in high quality and the non POV areas in
low quality based on the ERP. In order to further reduce the
bit-rates, the ERP video is down-sampled and encoded as the
basic layer. The region of viewer’s POV is mapped to con-
struct the enhancement layer, which is encoded in a high qual-
ity by using the super-resolution version of the reconstructed
down-sampled video as the inter-view reference. The sphere
video is divided into six surfaces, and each surface is referred
to one viewer’s POV. The change of viewer’s POV is detected
by the VR device, and then fed back to the encoder. The
proposed scalable coding method has a three-layer structure.
Spatial resolution scalability is provided from first to second
layer, while the quality scalability of the viewer’s POV
is available from the second to third layer. Experimental
results demonstrate that the proposed method can save about
45%-97% bit stream with a little average Y-PSNR gain in
POV compared with HEVC. Moreover, the proposed method
can achieve a similar visual quality of viewer’s POV with
HEVC standard in a rather low computational complexity.
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