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ABSTRACT Distributed storage has been widely used by enterprises in big data and cloud computing.
However, the open nature of distributed storage and the geographical restrictions have constrained distributed
storage development. People have put forward higher requirements on the security of node data, especially
focusing on confidentiality, recoverability, and integrity. In this paper, we find that there are four security
vulnerabilities in AONT-RS and RAONT-RS. In addition, we propose an improved AONT called SAONT
in which a canary is not used. After that, we present a secure and efficient distributed storage scheme called
SAONT-RS based on SAONT and erasure coding. Finally, the security analysis is given from the four
aspects of confidentiality, recoverability, integrity, and anti-short plaintext attack. The experiments show
that SAONT-RS has high security and efficiency of node data in distributed storage.

INDEX TERMS Distributed storage, erasure coding, efficiency, information dispersal algorithm.

I. INTRODUCTION
To deal with geographical restrictions and to overcome single
point of failure, distributed storage has been introduced [1].
Distributed storage uses the space on each computer in a
network and integrates the decentralized space into one to
provide virtual storage services. Distributed storage has been
widely used by enterprises in big data and cloud comput-
ing [2]–[5]. The abilities and skills of attackers are becoming
more powerful [6]–[8], for example, foreign giant Dun &
Bradstreet’s 52GB database was leaked, and Indian McDon-
ald’s 2.2 million user data was leaked in 2017 [9], [10].
People have put higher requirements on data security in
distributed storage, especially on node data confidentiality,
recoverability and integrity [11], [12]. For confidentiality,
Mar et al. [13] combined secret sharing [14] and an infor-
mation dispersal algorithm (IDA) [15] to provide storage
security for enterprise data. However, it has the disadvan-
tage of being unable to prevent an attack from an adver-
sary that damages node data. Tan et al. [16] proposed a
threshold-based secret sharing scheme based on the multi-
dimensional spherical principle. However, the scheme has
limitations on the application because it is only suitable for

small data. Xu et al. [17] designed a storage model based
on threshold public key encryption and exponential erasure
coding. The performance was lower because it applies the
public cryptosystem to encrypt data and manage the keys.
To provide integrity, Hrishikesh and Manjunath [18] pre-
sented the AONT-CRS scheme in which a fixed value called
a canary is utilized to implement integrity. However, it fails
to recover node data correctly when an attack damages node
data and may exhaust computing resources in the event of a
DoS attack [19] in the reconstruction phase. To address recov-
erability, Chen et al. [20] presented RAONT-RS based on the
AONT-RS scheme [21], in which a commitment scheme [22]
is applied to correctly recover the stored data. However,
the computational efficiency of RAONT-RS is too low to be
practical for some special applications.

Therefore, for the purposes of supporting node data
security and efficiently encrypting big data, a secure and
efficient distributed storage scheme SAONT-RS based on
an improved AONT called SAONT and erasure coding is
proposed.

The main contributions of this paper are summarized as
follows:

55126
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

https://orcid.org/0000-0002-4377-0051


L. Yao et al.: A Secure and Efficient Distributed Storage Scheme SAONT-RS Based on an Improved AONT and Erasure Coding

¬. It studies the important information dispersal algo-
rithms and finds that AONT-RS and RAONT-RS schemes
have four existing security vulnerabilities.

­. It proposes an improved AONT called SAONT in which
the canary is replaced by an SHA-3 function and the random
key is expanded to a 512-bit hash value to strengthen node
data security.

®. It presents a secure and efficient distributed storage
scheme SAONT-RS that uses an RS erasure code to encode
the SAONT package and then to disperse it in the distribution
phase to provide recoverability, and it uses an SHA-3 hash
function to verify the integrity of node data at the beginning
of the reconstruction phase to improve the efficiency of dis-
tributed storage.

¯. It analyzes the SAONT-RS security from the four
aspects of confidentiality, anti-short plaintext attack, recov-
erability and integrity. Compared to AONT-RS and RAONT-
RS, SAONT-RS has the ability to largely prevent short plain-
text attacks, correctly and efficiently recover node data at
the beginning of the reconstruction phase, and prevents DoS
attacks, such as an attack that continually damages the node
data in the reconstruction phase.

°. It develops an SAONT-RS system to carry out practical
experiments. The results show that SAONT-RS achieves high
security and efficiency of node data in distributed storage.

The rest of the paper is organized as follows. The
related work is introduced in Section II. The AONT-RS
and RAONT-RS schemes are reviewed in Section III.
An improved AONT called SAONT is presented in
Section IV. The SAONT-RS architecture and security analysis
are proposed in Section V. Experiments are presented in
Section VI, and the conclusion is drawn in Section VII.

II. RELATED WORK
In this section, we describe the state-of-art of distributed
storage in detail. Tan et al. [16] explained that there
are four primary technologies used in data distributed
storage methods: multicopy technique, erasure coding,
secret sharing scheme, and information dispersal algo-
rithm. Here, we briefly categorize these four technologies
into two broad schemes: redundancy-based schemes and
confidentiality-based schemes.

A. REDUNDANCY-BASED SCHEME
The redundancy-based scheme provides the reliability of dis-
tributed storage systems by adding redundant data.

The redundancy-based scheme includes the multicopy
technique and erasure coding [23], [24]. The multicopy tech-
nique copies the original data in multicopies and then stores
the data in data nodes, which can avoid the failure of a single
point to a degree. However, it requires more storage space.
Erasure coding splits the original data into k blocks and then
uses a complicated encoding algorithm to generate n (n > k)
coded blocks. Using at least any k coded blocks of n (n > k)
coded blocks can restore the original data. In erasure coding
n− k coded blocks are added. In this sense, the n− k coded

blocks are redundant data. We think in a degree that erasure
coding is a redundancy-based scheme. Erasure coding not
only improves storage efficiency but also tolerates the failure
of any n− k coded blocks, which greatly improves the relia-
bility of distributed storage system. Hence, most enterprises
prefer to use erasure coding to address the failure of a single
point in distributed storage system.

B. CONFIDENTIALITY-BASED SCHEME
The confidentiality-based scheme improves data security and
reliability through encryption or other complex calculations.

The confidentiality-based scheme includes the secret shar-
ing scheme and information dispersal algorithm. The secret
sharing scheme is an important part of cryptography and
information security. It is widely used in key management,
digital signature, and image processing [25], [26]. The secret
sharing scheme [14] is suitable for dispersing confidential
data. The idea is the (t, n) threshold mechanism. The secret S
is split into n subsecrets, where the length of each secret is the
same as S. Any t subsecrets or more can reconstruct the secret
S, but any fewer than t subsecrets are unable to obtain any
information of the secret S. Nevertheless, the secret sharing
scheme has a high storage cost and high computational cost.
It is suitable for processing small data or managing the key.
The information dispersal algorithm is derived from the IDA
algorithm proposed by Rabin [15]; it is also a (t, n) threshold
scheme. IDA splits the file into n subfiles and stores them
in n different nodes. Any t (t < n) subfiles can reconstruct
the original file. IDA is suitable for dispersing big data. At the
present, the generalized information dispersal algorithm no
longer refers to Rabin’s IDA, but a distributed algorithm
with the IDA principle. Information dispersal algorithms can
be used to implement data security, reliability, fault toler-
ance, and efficient transmission of information in distributed
storage systems. Currently, information dispersal algorithms
are widely used in enterprises, for example, Cleversafe and
Data Domain, and they are actively researched by IBM and
Microsoft [27]–[30].

The information dispersal algorithm is a widely used
scheme in distributed storage [31]–[33] and is divided into
two categories, unencrypted schemes and encrypted schemes.

1) UNENCRYPTED SCHEME
The idea of the unencrypted scheme as introduced by Rabin
does not encrypt the original data, which makes it no need
for large storage space and can be used to disperse big data.
Compared to secret sharing, each share in Rabin’s IDA con-
tains the original information that can be easily attacked by
an adversary. Rabin’s IDA does not consider privacy security
requirements.

2) ENCRYPTED SCHEME
The idea of the encrypted scheme is converting the original
data into ciphertext through some kind of encryption mecha-
nism that erases the characteristics of the plaintext and then
storing the ciphertext or key. Essentially, it is a (t, n) threshold
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secret sharing scheme introduced by Shamir’s secret sharing
scheme [14], which can achieve information theory secu-
rity, but requires large storage space and high computational
demands so that it is only suitable for dispersing small data
or providing key security.

The encrypted scheme includes two types, one is
Krawczyk’s SSMS algorithm [34], which encrypts files with
a key-based encryption algorithm first, and then disperses
the ciphertext with an IDA and distributes the keys using
Shamir’s secret sharing scheme to achieve data confiden-
tiality. The SSMS algorithm can achieve theoretical secu-
rity and solve the problem of large storage space overhead
caused by Shamir’s secret sharing. However, the computa-
tional demand is still not small. To encrypt a file with a
cryptosystem not only leads to high computational demands
but also requires key management. In 2016, Tan et al. [16]
proposed a threshold-based secret sharing scheme based on
the multidimensional spherical principle, which transforms
the original secret into an m-sphere central coordinates and
then into n shadow secret coordinates distributed to n par-
ticipants and then takes k linear uncorrelated coordinates to
determine the unique sphere center and recover the secret to
realize the security of confidential information in cloud stor-
age. Xu et al. [17] designed a storage model based on thresh-
old public key encryption and exponential erasure coding to
satisfy the requirements of confidentiality and fault tolerance
in cloud storage. This storage model includes clients, storage
servers, and key servers. The client generates a session key for
the stored data and encrypts the stored data using the session
key, and then the storage servers encode the encryption data
with an exponential erasure code. Finally, it deals with key
management using secret sharing scheme.

The other is the AONT algorithm, presented by Rivest [35]
in 1997, which is used to preprocess the original data. It can
encrypt big data with no need to manage the key. In 2011,
Resch and Plank [21] proposed AONT-RS to deal with
two vulnerabilities, which include Shamir’s secret sharing
scheme failure in dispersing large files and that Rabin’s
IDA [15] does not provide data security. AONT-RS can
not only disperse large files but also satisfies computational
security in distributed storage systems. In 2013, Abreha and
Shetty [36] analyzed the AONT algorithm and determined
it could solve security, and the erasure code addresses fault
tolerance. In 2014, Hrishikesh and Manjunath [18] presented
AONT-CRS which combined Resch’s AONT algorithm and
the CRS erasure code to provide security and performance.
In 2016, Mar et al. [13] combined secret sharing and IDA
with more flexible authentication and access control-based
security to provide storage security for enterprise cloud data.
The scheme used a lightweight AONT algorithm to encode
the files and disperse them into different nodes using IDA.
The metadata server stores the metadata which includes cru-
cial information, and then clients utilize crucial information
to store, retrieve, and reconstruct files. To prevent metadata
leakage, it uses a secret sharing algorithm to ensure the secu-
rity of crucial information. In 2017, Chen et al. [20] discussed

AONT-RS and presented RAONT-RS. They explained that
information leakage may occur if the plaintext is too short.
In addition, RAONT-RS used a commitment scheme [22] to
make the AONT-RS scheme more robust. They claimed that
it is more robust and secure than AONT-RS.

The studies [37]–[40] showed that Rabin’s IDA can dis-
perse big data, but the attacker can easily extract the infor-
mation from these files. Shamir’s secret sharing scheme can
provide perfect security, but it is suitable only for small data.

III. THE REVIEW OF AONT-RS AND RAONT-RS
In this section, we analyze the classical AONT-RS
scheme [21] and RAONT-RS scheme [20], find that there are
four security vulnerabilities:

1) Correct recovery is not efficient, so it could be limited
in adoption due to its computational demands.

2) It is largely unable to prevent short plaintext attacks.
3) It fails to prevent DoS attacks, such as an attack that

continually damages the node data in the reconstruction
phase.

4) It cannot correctly and efficiently recover the node data
that was damaged by the attacker.

A. AONT-RS
AONT-RS was the first scheme to combine a variant of
Rivest’s AONT algorithm and the Reed-Solomon (RS) era-
sure code [41] and achieve security and good performance for
big data in distributed storage systems. AONT-RS assumes
that there is a symmetric cipher E with a cipher block chain-
ing (CBC) mode, a hash function SHA-256, a random key
k and a systematic erasure code RS. The process of AONT-
RS is shown in Fig. 1. The stored data are encrypted by
E and output ciphertext C; ciphertext C is accepted as an
input to hash function SHA-256 to generate a hash value
that has the same length as the random key k so that key k
can enable the bitwise exclusive-or (XOR), the hash value to
produce a value b. Additionally, the scheme uses a canary,
a known, fixed value to verify integrity. After decoding the
AONT package, the canary can verify whether the node data
have been damaged. Finally, the ciphertext C (includes the
encrypted canary) and value b make up the AONT package.

However, AONT-RS has some security vulnerabilities. The
first vulnerability is information leakage. The hash function
SHA-256 is a version of SHA-2, which means the length
of the hash value is 256 bits. When the stored data length
is too short, each share is shorter. Even though the attacker
does not obtain any k shares, he may obtain the stored data
by attacking the hash value to cause information leakage.
The second vulnerability is the inability to correctly recover
the node data, and it cannot prevent a DoS attack, such as
an attack that continually damages the node data. AONT-RS
uses a fixed value canary to verify the integrity of the node
data in decoding the AONT package. Although this method
can ensure data integrity, it is unable to correctly recover the
node data because the process of reconstruction ends after
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FIGURE 1. The process of AONT-RS.

finding the damaged data. In particular, if the attacker uses
this vulnerability to continually damage the node data in the
reconstruction phase to launch a DoS attack, this will cause
the user’s machine to crash.

B. RAONT-RS
In 2017, Chen et al. [20] proposed RAONT-RS which is an
improvement of the AONT-RS scheme.

First, it analyzed two cases that may cause information
leakage. A simple example of AONT-RS with the (4, 5)
threshold is shown in Fig. 2. In AONT-RS, the stored data
is processed with the AONT algorithm and then receives an
AONT package that includes two parts: C and Cd. C refers to
the entire ciphertext of the stored data, and Cd refers to the
value b calculated by the key k and the hash value. It assumes
that C is 128 bits as long as key k; V1 and V2 represents the
whole C; and V3 and V4 represents the whole Cd. After using
RS erasure coding, the stored data is coded into five shares,
the first four shares store V1, V2, V3 and V4. The fifth share
is a redundant block. One case of information leakage is that
if an attacker knows all of C and a part of Cd; in this case,
if an attacker obtains three shares at random, the attacker will
obtain the whole C and half of Cd, so he can determine exactly
half of the k, which is information leakage. The other case is
if the attacker knows all of Cd and all but any single bit of C
since the missing bit is either 0 or 1, there are two possibilities
for guessing C. After obtaining C, the attacker uses SHA-2 to

FIGURE 2. An example of AONT-RS with (4, 5) threshold.

calculate the hash value either h0 or h1. In addition, according
to h ⊕ b = k , the attacker knows two kinds of keys. Lastly,
the attacker uses the two keys to decrypt the stored data,
either D1 or D2 that causes information leakage. RAONT-RS
uses the method of specifying the length of ciphertext C
with some conditions to address information leakage in these
two cases.

Second, it uses a commitment scheme to recover the node
data correctly. The commitment scheme compares each bit
to verify the integrity of the ciphertext C and to recover the
correct data. RAONT-RS uses IDA to split C into multiple
shares and employs commitment scheme to calculate each bit
of a share. When decoding the AONT package, RAONT-RS
uses the calculated values to verify whether each bit of a share
is true. If one bit is wrong, the share can be recovered; this
loop ends at the end of C.

Chen et al. [20] proposed RAONT-RS and discussed
AONT-RS and found that there are two vulnerabilities. First,
there is information leakage in two cases. One case is when
the attacker knows all of C and a part of Cd and the attacker
may know half of the key k. The other case is if the attacker
knows all of Cd and all of C except for any single bit of C,
then the attacker knows the stored data. Second, RAONT-RS
removes the canary and employs the commitment scheme to
recover the node data.

However, RAONT-RS does not completely address the
vulnerabilities of AONT-RS and also produces new problems.
First, RAONT-RS specifies the length range of the ciphertext
C, which makes it unable to prevent short plaintext attacks
and fails to resist hash function attacks because RAONT-RS
uses the SHA-256 hash function in which the length of key
k is a maximum of 256 bits. Next, RAONT-RS employs
the commitment scheme to recover the node data, but the
computational efficiency of the solution is too low to be prac-
tical for some applications. In addition, when experiencing a
DoS attack in AONT-RS, such as an attack that continually
damages the node data in the reconstruction phase, RAONT-
RS cannot prevent it. Based on the analysis of AONT-RS
and RAONT-RS, we conclude that there are still four security
vulnerabilities:
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FIGURE 3. Comparison between SAONT and AONT in verifying integrity and recovering node data.

1) Correct recovery is not efficient, so it could be limited
in adoption due to its computational demands

2) It cannot correctly and efficiently recover the node data
which damaged by the attacker.

3) It fails to prevent Dos attacks, such as an attack that
continually damages the node data in the reconstruction
phase.

4) It is largely unable to prevent short plaintext attacks.

IV. AN IMPROVED AONT ALGORITHM CALLED SAONT
In the review of the AONT-RS and RAONT-RS schemes in
section III, we found that AONT-RS and RAONT-RS have
four security vulnerabilities. In this section, to address the
four security vulnerabilities, we propose an improved AONT
called SAONT in which the canary is replaced with an SHA-
3 hash function and the random key is expanded to a 512-bit
hash value to enhance the security of the node data.

SAONT processes the stored data M to produce the
SAONT package composed of a ciphertext S and a cipher
block Sr+1. The ciphertext S is generated by a symmetric
cipher, and the cipher block Sr+1 is calculated by the hash
value of S and a random key KA, and then the SAONT
package is dispersed using an RS erasure code. The SAONT
algorithm is different fromAONT-RS and RAONT-RS in ver-
ifying integrity and recovering node data, as shown in Fig. 3.
AONT-RS and RAONT-RS verify the integrity of node data
after the AONT package is decoded. However, SAONT-RS
verifies the integrity at the beginning of the reconstruction
phase, so not only the damaged data has a chance to be
correctly recovered, but it also prevents attacks that continu-
ally damage the stored data M. In addition, SAONT uses the
hash function SHA-3 to produce a 512-bit hash value of the

ciphertext and to expand the random key to 512 bits so that it
largely prevents the short plaintext attack. In addition, using
SHA-3 to verify the integrity of node data at the beginning
of the reconstruction phase can not only detect the damaged
data but also prevent an attack that continually damages the
node data in the reconstruction phase. Finally, the hash values
and the RS erasure code are compared to correctly recover
the damaged data that resulted from an attack launched by an
adversary.

The differences among SAONT-RS, AONT-RS and
RAONT-RS is that SAONT-RS uses SHA-3 and an extended
random key.

A. SHA-3
The secure hash algorithm (SHA-1) is designed to have a sim-
ilar structure and basic mathematical operations as MD5 and
SHA-0, both of which have been broken. In 2017, Google
announced on the Shattered.it website that it had broken
SHA-1 [42]; accordingly SHA-1 was considered insecure
and was gradually replaced by SHA-2. However, SHA-2
is similar to its predecessor in design and basic mathe-
matical operations. Shortly thereafter, the SHA-2 defects
were discovered and replaced. Subsequently, in 2007, NIST
announced a competition to produce the next generation
NIST hash function standard, and then NIST announced the
winner of the SHA-3 design in 2012 [43]. Afterwards, SHA-3
became a national standard as the latest standard of the hash
function in 2015 [44]. The SAONT algorithm uses SHA-3 in
two ways. First, SHA-3 calculates a 512-bit hash value of
the ciphertext so that it extends the length of the hash value
to increase the computation to enhance data security and
largely prevent short plaintext attacks. Second, it calculates
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FIGURE 4. Secure and efficient distributed storage scheme SAONT-RS architecture.

the 512-bit hash values of shares in nodes and compares the
hash values of the shares at the beginning of the reconstruc-
tion phase to verify the integrity of the node data.

B. THE EXPANDED RANDOM KEY
The SAONT algorithm applies the symmetric cipher AES
and a random key KA to encrypt the stored data. Due to
the maximum 256 bits length of the random key, the XOR
operation between the hash value of S and KA cannot be
calculated directly. To solve this problem, KA is expanded
to 512 bits by padding a one followed by a number of zeros
to satisfy different security strength requirements. Before
encrypting the random key KA using a stream cipher, KA is
expanded to the same length as the hash value of S. SAONT
expands the random key to enhance the security of the node
data and provides confidentiality so that an attacker cannot
obtain any information, even if he obtains single or multiple
nodes’ data less than the threshold k.

V. THE ARCHITECTURE OF SECURE AND EFFICIENT
DISTRIBUTED STORAGE SCHEME SAONT-RS
In this section, we introduce the secure efficient distributed
storage scheme SAONT-RS architecture in detail. In addition,
we analyze the security from four aspects. SAONT-RS is
composed of a distribution phase and a reconstruction phase.
SAONT-RS applies the SAONT algorithm and RS erasure
code to implement the security, recoverability and efficiency
of node data. It uses the SAONT algorithm to process the
stored data to achieve node data confidentiality and then
combines hash function SHA-3 with the RS erasure code

to ensure recoverability and efficiency in distributed storage.
Fig. 4 depicts the SAONT-RS architecture.

In the distribution phase, SAONT-RS generates a SAONT
package. In addition, a SAONT package is distributed to
different nodes in a distributed network. In the reconstruc-
tion phase, SAONT-RS reconstructs the SAONT package to
recover the correct stored data M.

A. DISTRIBUTION PHASE
The distribution phase includes two processes for coding the
SAONT package and splitting the SAONT package.

1) CODING THE SAONT PACKAGE
Coding the SAONT package to encode the stored data using
the SAONT algorithm. The details are shown in Fig. 5. The
stored dataM is divided into r words (M1...Mi...Mr ) using the
CBC mode, whereMi is a b bits word.Mi is used to generate
coded block Si by the formula (1).

Si = Mi ⊕ E (KA, i) ; (1)

where KA is a randomly generated key, E is a key-based
encryption algorithm, e.g., AES-256, i is a variable starting
from 1, Mi is a plaintext block, and Si is a coded block.
The procedure for coding the SAONT package is as fol-

lows:
(1) The stored data M is divided into r words

(M1...Mi...Mr ). Each word has a length of b bits, and AES
is selected as an encryption algorithm. The random key KA
is used as a key for AES encryption. Variable i is a random
plaintext of AES. Then Mi plaintext blocks are calculated
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FIGURE 5. Coding the SAONT package.

by formula (1) to obtain r coded blocks(S1, . . . , Sr ), i.e.,
ciphertext S.

(2) SHA-3 is used to calculate the hash value h of the
ciphertext S to generate a 512-bit h. Then h is taken as the key
of the stream cipher, KA is input to the stream cipher, and then
KA is XORedwith hash value h. However, the randomkeyKA
in AES encryption is a maximum of 256 bits. To perform the
XOR operation successfully, KA is expanded to 512 bits with
a one followed by a number of zeros. Finally, it produces a
cipher block Sr+1, as shown in Fig. 6.

FIGURE 6. Expanding the key KA to 512 bits.

(3) (S1...Sr+1) is a SAONT package.

2) SPLITTING THE SAONT PACKAGE
Splitting the SAONT package encodes the SAONT package
and then disperses it with an RS erasure code. The SAONT
package is encoded and dispersed into n shares with the RS
erasure code. At the same time, the hash values of the shares
are calculated with the SHA-3 function. Finally, the shares
are stored in different nodes and the hash values of the shares
are stored in the central node.

The procedure for splitting the SAONT package is as
follows:

(1) The coding algorithm of the RS erasure code encodes
and then disperses the SAONT package. The process is as
follows. First, it takes the SAONT package as the input, and
splits it into k data blocks to obtain get a k rows of a column in
matrix A. Second, there is a generationmatrix G of n rows and
k columns, the first k rows of which consist of a unit matrix,
and the last n − k rows of which are composed of a Vander-
monde matrix or Cauchy matrix. Next, the generator matrix
G multiplies the matrix A and obtains n shares (y1, ..., yn).
Finally, since the generation matrix G contains a unit matrix,
the y1, ..., yk shares are equal to the data blocks A1, ...,Ak ,
thus the n shares contain n − k redundant shares and k data
shares.

(2) Calculates the hash value of each share yi using hash
function SHA-3 to obtain the hash values h1...hn.
(3) Store the hash values of the shares in the central

node for safekeeping, and stores the shares in different
nodes. Finally, complete the entire process of split-
ting the SAONT package. The entire process is shown
in Fig. 7.

FIGURE 7. Splitting the SAONT package.

B. RECONSTRUCTION PHASE
The reconstruction phase includes processes of recon-
structing the SAONT package and decoding the SAONT
package.
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1) RECONSTRUCTING THE SAONT PACKAGE
Reconstructing the SAONTpackage is integrates the shares in
the storage nodes. Fig. 8 presents the process of reconstruct-
ing the SAONT package.

FIGURE 8. Reconstructing the SAONT package.

The procedure of reconstructing the SAONT package is as
follows:

(1) Determine whether the number of obtained shares m
equals the number of shares n. If yes, ends the process of
reconstructing the SAONT package; if not, obtain the share
from the storage nodes and calculate the hash value Hi of the
share, then the number of m adds one and goes on to the next
step.

(2) Compare Hi with hi to verify the integrity of each
share. If Hi equals hi, the number of reconstructed shares t
adds one, and we continue judging whether number t satis-
fies the threshold k . If Hi is not the same as hi, this indi-
cates that the share may be damaged, so we discard the
damaged share and judge whether number t satisfies the
threshold k .

(3) If number t satisfies threshold k , we can reconstruct the
SAONT package using the RS erasure code; if not, we con-
tinue verifying the integrity of the next share from the first
step.

(4) Employ the RS erasure code to recover the correct
SAONT package at the beginning of the reconstruction phase,
and then end the process of reconstructing the SAONT
package.

2) DECODING THE SAONT PACKAGE
Decoding the SAONT package is the reverse process of
encoding the AONT package process. After the data are
reconstructed, the correct SAONT package is obtained, which
contains the ciphertext S and the cipher block Sr+1.

The process of decoding the SAONT package is shown
in Fig. 9.

FIGURE 9. Decoding the SAONT package.

(1) The hash value h of the ciphertext S is calculated using
hash function SHA-3.

(2) The hash value h is XORed with the cipher block Sr+1
based on the decryption of the stream cipher to obtain the
expanded key; at the same time, the 256 padded bits are
removed from the expanded key to obtain the random keyKA.
(3) The stored data M is obtained with the random key KA.

C. SECURITY ANLYSIS
SAONT-RS uses the SAONT algorithm and RS erasure code
to deal with the four security vulnerabilities in AONT-RS
and RAONT-RS and to achieve confidentiality, anti-short
plaintext attack, recoverability and integrity of node data.
We analyze the four security aspects of SAONT-RS.

1) CONFIDENTIALITY
SAONT-RS has the confidentiality so that the adversary can-
not decrypt any information when the number of compro-
mised nodes is less than the threshold k .
In the encoding process of the distribution phase, the stored

data is encrypted applying a symmetric cipher to generate
the ciphertext S, and then the SHA-3 is used to calculate
a 512-bit hash value h of the ciphertext S to enhance the
confidentiality of the node data. At the same time, to improve
the confidentiality of the node data, the random key KA is
expanded with the same length as hash value h to satisfy
different security strength requirements. Lastly, h is XORed
with the extended key KA to generate a cipher block Sr+1
which is the ciphertext of KA, so that we do not need to safely
keep key KA, and it is not easy for the attacker to obtain the
key. Fig. 10 presents the reason for this. When an attacker
wants to learn the key KA, he must obtain the ciphertext S
and Sr+1 first, but this is also very difficult for the attacker.
After the SAONT package is generated, it is encoded and
dispersed to n different nodes with an RS erasure code. If an
adversary wants to obtain some information about the node
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FIGURE 10. Obtaining key KA.

data, he must obtain more than k available shares at the begin-
ning of the reconstruction phase. Otherwise, the adversary
cannot decrypt any information. Thus, KA and the k shares
are the critical information in SAONT-RS to ensure data
confidentiality. Compared to the AONT-RS and RAONT-RS
schemes, SAONT-RS uses SHA-3 to calculate a 512-bit hash
value h and expand the random key KA to 512 bits to enhance
the security of the node data.

2) ANTI-SHORT PLAINTEXT ATTACK
SAONT-RS applies the latest hash function SHA-3 to largely
prevent short plaintext attacks.

When the stored data is shorter, the shares are shorter. If the
share is too short, the computational cost of a brute-force
search will be greatly reduced, and the calculation time will
decrease. For short plaintext attacks, if the hash value is not
long enough, the adversary can attack the plaintext directly
without knowing k or more pieces of the shares.We know that
AONT-RS and RAONT-RS largely cannot prevent the short
plaintext attack. By contrast, with AONT-RS and RAONT-
RS, SAONT-RS applies the latest hash function SHA-3 and
expands the key KA and uses the 512-bit hash value h and the
512-bit expanded key KA; thus, the security problem caused
by short plaintext is addressed to a great extent.

3) RECOVERABILITY
SAONT-RS can correctly and efficiently recover node data
using an RS erasure code and hash function SHA-3 at the
beginning of the reconstruction phase.

AONT-RS can provide the availability of distributed stor-
age with node failure due to physical damage. AONT-RS uses
a fixed value canary that can verify whether the stored data
is damaged. However, it is unable to recover the damaged
data in nodes. Compared to AONT-RS, SAONT-RS applies
the RS erasure code and the hash value of the shares to
correctly recover the node data. First, it compares the hash
values of the shares so that the damaged data can be found
in the reconstruction phase, and then we will abandon the
damaged node data (less than n − k) so that the remaining
shares are not damaged. At the same time, it uses the RS
erasure code principle to correctly recover the node data to
obtain the correct SAONT package. Finally, it uses SAONT
to decode the correct plaintext.

RAONT-RS employs a commitment scheme and can cor-
rectly recover the stored data. However, the computational
efficiency is too low to be practical for some applications.
As an example, there is a stored data M, a (5, 9) threshold RS
erasure code. The stored dataM is dispersed into 9 shares V[i]
by RS. The computational demand of RAONT-RS during
recovery operations requires computing 9 decommittal data
R[i] and 9 committal data H[i] via a commitment algorithm,
and each committal data is dispersed into 9 fragments S[i]
via a (5, 9) threshold RS erasure code [20]. However, the
computational demand of SAONT-RS during recovery oper-
ations requires computing only 9 hash values h[i]. Compared
to RAONT-RS, the computational demand of SAONT-RS is
obviously lower than RAONT-RS.

4) INTEGRITY
Hash function SHA-3 is used to verify the integrity of the
node data at the beginning of the reconstruction phase and to
prevent DoS attacks, such as an attack that continually dam-
ages the node data in the reconstruction phase, and improve
the efficiency of distributed storage.

AONT-RS uses the CBCmode to add a fixed value called a
canary to check the integrity of the stored data after decoding
the AONT package. However, we found that the efficiency
is low and it fails to prevent DoS attacks due to the verify
integrity step at the last step in decoding the AONT package
process. The attacker can use this vulnerability to launch a
DoS attack that constantly damages the shares in the data
nodes while reconstructing the AONT package process in the
reconstruction phase, which can exhaust the user’s computer
resources. RAONT-RS employs commitment scheme to ver-
ify the integrity of the node data by calculating each bit of
a share, which is not only unable to prevent Dos attacks but
also has low efficiency.

To address this vulnerability, SAONT-RS uses the hash
function SHA-3 to verify the integrity of the shares in
the nodes at the beginning of the reconstruction phase and
prevents the DoS attack and improves the efficiency of
SAONT-RS in the beginning. This is because, if we find that
the damaged shares are less than the threshold k , SAONT-RS
will end the useless steps so that the attacker has no chance to
launch a DoS attack to make the user’s computer crash; thus,
improving the efficiency of distributed storage.

VI. EXPERIMENTS
In this section, we use the C ++ language to develop the
SAONT-RS system running on the Windows 10 Professional
64-bit operating system. In our tests, text data and picture
data with different sizes are accepted as the input to the
SAONT-RS system to test the efficiency and storage of
the ciphertext S and the cipher block Sr+.1 in the SAONT
package.

A. EFFICIENCY
Here, we consider two scenarios for efficiency. One is that
there is no attack damaging the node data. The other is
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that there exists an attack damaging the node data. For the
scenario with no attack, we consider two factors on efficiency.
One factor is the data type, for example, text or picture. The
other is the data size. The test results include the coding time
of random key generation and expansion, the AES algorithm
and SHA-3. Fig. 11 and Fig. 12 present the test results of
the encrypted text data and the encrypted picture data with
different sizes from 4KB to100KB.

FIGURE 11. The encoding time of the ciphertext S of text and picture.

FIGURE 12. The encoding time of the cipher block Sr+1 of text and
picture.

First, we test the relationship between the data types and
efficiency. Compared to the encoding time of ciphertext S
with text data, the encoding time of ciphertext S with picture
data is approximately equal. Compared to the encoding time
of the cipher block Sr+1 with text data, the encoding time
of the ciphertext Sr+1 with picture data is approximately
the same. The results indicate that the encoding time is not
closely related to the data types, specifically, text data and
picture data.

Then, we consider the relationship between data size and
efficiency. The results show that the encoding time is propor-
tional to the data size with different data types, specifically,
text or picture. Fig. 11 and Fig. 12 show that as the size
of the data increases, the time required for encoding also
increases. After that, to express the results in detail, a test was
implemented using OpenSSL 0.9.8k with a block size of 8
KB in [21], the results in Table 1 show that the coding rate
of AES-256 and SHA-2(256) is lower than the coding rate of
RC4-128 and MD5. To encode w bytes of data using AONT,
both the cryptographic and hash function must process w
bytes. Accordingly, the efficiency of SAONT-RS is lower
than AONT-RS because SAONT-RS uses SHA-3 twice in the
distribution phase and the reconstruction phase, while AONT-
RS uses SHA-2 once. In addition, the threshold choice of
the RS erasure code also affects the efficiency of SAONT-
RS, the larger the threshold value, the more shares, the more
calculations of the hash values of the shares.

TABLE 1. The coding rates of cryptographic and hash function.

For the attack scenario, the efficiency of SAONT-RS is
higher than AONT-RS and RAONT-RS. If the stored data
is damaged, it means that the AONT package reconstructed
by RS has the wrong information. In AONT-RS scheme,
only the canary is used after decoding the AONT package to
verify whether the stored data is correct. Once the attacker
uses this vulnerability to launch an attack that continually
damages the shares in the data nodes in the reconstruction
phase, the reconstructed package cannot be found incorrect
until the end of each decoding AONT package. Then, AONT-
RS reconstructs the stored data uses another shares till the
stored data are completely reconstructed. However, it not
only causes the AONT-RS system crash but also wastes huge
computing resources. In RAONT-RS scheme, it is need more
computational demands to correctly recover the node data
and to address a DoS attack. SAONT-RS verifies integrity of
shares before reconstructing the node data with RS, it has the
ability to address the vulnerability using hash function SHA-3
at the beginning of reconstruction phase.

B. STORAGE
Taking a 4 KB data block as input data to SAONT with
the threshold (10, 16) RS erasure code to test the storage of
SAONT-RS system.

Using CBC mode divides the 4 KB data block into
256 slices. A slice is composed of 16 bytes. First, the data
block is processed based on formula (1) of the SAONT algo-
rithm to generate the 4096-byte ciphertext S. Then, we cal-
culate the 64-byte hash value of ciphertext S using the hash
function SHA-3. After that, we expand a 32-byte random key
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TABLE 2. Storage space of SAONT-RS, RAONT-RS and AONT-RS.

KA to 64 bytes. The 64-byte hash value is XORed with a
64-byte expanded key to produce a 64-byte cipher block Sr+1.
The ciphertext S and a cipher block Sr+1 are combined into
4160-byte SAONT package.

To disperse the SAONT package with the threshold (10,
16) RS erasure code, the 4160 bytes SAONT package is
split into 10 shares stored in 10 nodes. There are 6 addi-
tional shares calculated using the RS code algorithm. Hence,
the total storage is 416∗16 = 6.5KB. The storage of
AONT-RS is 6.45KB based on a 4 KB data block and the
threshold (10, 16) RS erasure code, described in [21]. The
storage space of RAONT-RS is 6.45KB and is the same as
AONT-RS because RAONT-RS removes the canary and uses
a 32-byte random key and hash value. Table 2 presents the
comparison between AONT-RS and RAONT-RS; the storage
space of SAONT-RS is slightly bigger than AONT-RS and
RAONT-RS. The reason is that the 512-bit hash value is used
in SAONT-RS, which makes the length of cipher block Sr+1
longer than value b in AONT-RS and RAONT-RS.

C. DICUSSION
We carry out the experiments for two scenarios on efficiency
and test storage on an SAONT-RS system. By contrast, with
the efficiency of SAONT-RS with AONT-RS and RAONT-
RS, the test results show that in the case of an existing
DoS attack, such as an attack that continually damages the
node data in the reconstruction phase, the efficiency of the
SAONT-RS system is better than the AONT-RS scheme
because it can prevent the DoS attack. By comparing the stor-
age of SAONT-RS with AONT-RS and RAONT-RS, the test
results show that the SAONT-RS scheme requires slightly
more storage than AONT-RS, which is not an issue, in gen-
eral. SAONT-RS is an efficient distributed storage scheme.

VII. CONCLUSION
Distributed storage provides storage services to the outside
world by computing data blocks in different nodes through-
out a network. With the rapid development and application

of distributed storage, people have focused on its security.
AONT-RS and RAONT-RS are the typical algorithms in
distributed storage. In the study, we found it has four secu-
rity vulnerabilities. First, correct recovery is not efficient,
so it could be limited in adoption due to its computational
demands. Second, it is largely unable to prevent short plain-
text attacks. Moreover, it fails to prevent DoS attacks, such as
an attack that continually damages the node data in the recon-
struction phase. Finally, it cannot correctly recover the node
data damaged by the attacker. Hence, to address the vulnera-
bilities, we propose a secure and efficient distributed storage
scheme SAONT-RS based on an SAONT proposed by us and
an RS erasure code. SAONT-RS calculates a 512-bit hash
value using the SHA-3 function and expands the random key
to the length of the hash value to largely prevent the short
plaintext attack. It uses SHA-3 to verify the integrity of the
node data at the beginning of the reconstruction phase and
combines RS erasure code to correctly and efficiently recover
the damaged data and to prevent the DoS attack.

We analyze the secure efficient distributed storage scheme
from confidentiality, anti-short plaintext attack, recoverabil-
ity and integrity aspects, and evaluate the efficiency and
storage. The results show that SAONT-RS achieves node data
confidentiality, recoverability, integrity, anti-short plaintext
attack, and good efficiency in distributed storage. SAONT-RS
has great significance for cloud storage and big data with high
security requirements. In the near future, we will improve
system performance aiming at erasure coding under the con-
dition of satisfying high security on distributed storage.
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