
Received August 4, 2018, accepted September 24, 2018, date of publication October 1, 2018, date of current version October 19, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2872529

Formation Control of Multiple Unmanned Aerial
Vehicles by Event-Triggered Distributed
Model Predictive Control
ZHIHAO CAI1, HUI ZHOU1, JIANG ZHAO 1, KUN WU2, AND YINGXUN WANG1
1School of Automation Science and Electrical Engineering, Beihang University, Beijing 100191, China
2Flying College, Beihang University, Beijing 100191, China

Corresponding author: Jiang Zhao (jzhao@buaa.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 61803009, in part by the Fundamental
Research Funds for the Central Universities under Grant YWF-18-BJ-Y-190, and in part by the Aeronautical Science Foundation of China
under Grant 20175851032.

ABSTRACT This paper proposes an event-triggered model predictive control (MPC) scheme for the
formation control of multiple unmanned aerial vehicles (UAVs). A distributedMPC framework is designed in
which each UAV only shares the information with its neighbors, and the obtained local finite-horizon optimal
control problem (FHOCP) can be solved by a swarm intelligent optimization algorithm. An event-triggered
mechanism is proposed to reduce the computational burden for the distributed MPC scheme, which takes
into consideration the predictive state errors as well as the convergence of cost function. Furthermore, a safe-
distance-based strategy for no-fly zone avoidance is developed and integrated into the local cost function
for each FHOCP. Numerical simulations show that the proposed event-triggered distributed MPC is more
computationally efficient to achieve formation control of multiple UAVs in comparison with the traditional
distributed MPC method.

INDEX TERMS Unmanned aerial vehicles (UAVs), formation control, distributed algorithms, predictive
control, event-triggered, no-fly zone avoidance.

I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have gained an increas-
ing interest in several important areas, such as complex
tasks including surveillance, agriculture irrigation, forestry
fire prevention, cargo transportation, and coordinated rescue
missions in the presence of disturbances, failures, and uncer-
tainties [1]–[4]. A swarm of UAVs could be a more effective
system than a single vehicle, and the formation control is a
critical step of attempting to the cooperation among UAVs.
Extensive research has been conducted on the formation con-
trol of UAV swarm to fulfill cooperative missions.

The common approaches of formation control for multi-
ple UAVs include consensus theory, leader-follower strategy,
behavior-based method, virtual structure approach, differ-
ential game, finite-time control theory, etc. In [5], a novel
formation control algorithm suitable for both leaders and
followers is designed, in which leaders are implicitly inte-
grated into the swarm and can be influenced by navigational
feedback from their flock mates. A method which based

on the common Lyapunov functional method and algebraic
Riccati equation technique to design the protocol for for-
mation control is presented in [6]. Based on homing pigeon
hierarchical strategies, a distributed formation control frame-
work is proposed in [7], which combines the advantages
of velocity correlation, leader-follower interaction and hier-
archical leadership network observed in pigeon flock with
altitude consensus control algorithm used in UAV formation
control. An approach of hybrid supervisory control for a two-
dimensional leader-follower formation scenario is presented
in [8], which is able to capture internal relations between the
path planner and the decision-making unit of multiple UAVs.
In [9], a novel switching approach based on the binary-tree
network is developed to realize the transformations between
the V-shape and the complete binary tree shape (CBT-shape)
topologies. The formation control problem is formulated and
solved as a differential game problem. In [10], a novel strat-
egy design method of open-loop Nash is proposed for each
UAV to implement in a fully distributed manner through
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estimating its terminal state. Based on the finite-time control
theory, a distributed formation control protocol is proposed
in [11]. Through the design of the control law, the multi-
UAV systems is able to achieve the desired formation in a
limited time. And according to the requirements of forma-
tion control, the formation configurations can be specified in
advance.

The model predictive control (MPC) approach also shows
good performance in UAV formation control. In [12], a con-
troller of collision-free UAV formation flight is designed for
the framework of MPC. Based on MPC scheme, an online
three-dimension path-planning method is proposed for mul-
tiple UAVs in the partially known task environment [13].
In addition, the linear and nonlinear control policies are
applied as a high-level controller for multiple UAVs to
surround the expected target in simulations and real-time
quadrotor experiments [14]. However, most MPC schemes
for cooperative flight control, such as those in [15] and [16],
are designed on the basis of time-triggered mechanism. The
control actions are periodically executed even if the systems
have achieved desired control performance. Therefore, event-
triggered mechanism is integrated into the MPC scheme
to reduce computational load or communication consump-
tion [17]–[20]. Based on the above prototype work, this paper
proposes a distributed MPC scheme for UAV formation con-
trol with event-triggered mechanism [21], which can enable
the FHOPC to be solved asynchronously and reduce the
computational burden.

The contribution of the paper is described as follows:
1) the distributed MPC scheme is developed for UAV for-
mation control, each of which only shares information with
its neighbors and solves its own local optimization problem;
2) an event-triggered mechanism is proposed for the dis-
tributed MPC scheme considering the predictive state errors
and the convergence of cost function which can reduce the
computational burden; 3) the safe-distance-based strategy for
no-fly zone avoidance is developed and integrated into the
local cost function for formation control.

The paper is organized as follows. Section 2 presents
the formation model, constrained PSO solver, and nonlin-
ear MPC. In Section 3, the design of the distributed MPC
scheme based on event-triggered mechanism is proposed in
detail. The numerical simulations in Section 4 demonstrate
the effectiveness of the proposed distributed MPC scheme.
Finally, concluding remarks are presented in Section 5.

II. PRELIMINARIES
A. FORMATION MODEL
Suppose that N UAVs are expected to achieve formation
keeping and track a reference trajectory according to various
tasks. Assuming that each UAV is considered as the mass
point in the two-dimensional plane, the motion of UAV for-
mation can be depicted in Fig. 1.

Herein, each member in the UAV formation is assumed
identical. The motion states of the UAV i defined by

FIGURE 1. The motion of UAV formation.

zi = [pix , piy, θi, vi]T can be described by
ṗix = vi cos θi
ṗiy = vi sin θi
θ̇i = ωi

v̇i = ai,

i = 1, 2, . . . ,N (1)

where vi and θi are the linear velocity and yaw angle of
each UAV. ai and ωi are the accelerated velocity and angular
velocity, respectively. pi = [pix , piy]T consists of the abscissa
value pix and ordinate value piy.

B. NONLINEAR MPC
Considering the nonlinear MPC problem, the UAV dynamics
(1) can be written as the following equivalent form

ż (t) = f (z (t) , u (t)) , t ≥ t0, z(0) = z0 (2)

where z(t) ∈ Rn is the system state trajectory, and u(t) ∈ Rm

is the system control trajectory. Then, define the constant
prediction horizon and the constant control update period as
Tp ∈ (0,∞) and δ ∈ (0,Tp], respectively. The common
receding horizon update times are described as tc = t0 + δc,
c ∈ {0, 1, 2, . . .}. At each time instant tc, the problem ofMPC
can be determined by the following finite horizon optimal
control problem (FHOCP).
Problem 1: For each member i ∈ {1, 2, . . . ,Nm} and at the

update time instant tc = t0 + δc, c ∈ {0, 1, 2, . . .} : Given
z(tc), and then, find

u∗ (s; tc)

= arg min
u(s;tc)

J (z (s; tc) , u (s; tc)) (3)

J (z (s; tc) , u (s; tc))

=

∫ tc+Tp

tc
F (z (s; tc) , u (s; tc)) ds+8

(
z
(
tc + Tp; tc

))
(4)

subject to ż (t) = f (z (t) , u (t)), t ≥ t0, z(0) = z0
(5)
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z (s; tc) ∈ Z (6)

u (s; tc) ∈ Y (7)

where s ∈ [tc, tc + Tp] is the prediction horizon. z(s; tc)
and u(s; tc) are the predicted state trajectory and predicted
control trajectory, respectively. u∗(s; tc) is the optimal control
trajectory. Z and Y are constraints of state and control input.
J is the integrated cost function which includes a running
function F and a terminal state penalty function 8.

C. CONSTRAINED PSO SOLVER
In this paper, the basic version of the global particle swarm
algorithm is used because it is well suitable for solving the
optimal solution of trajectory optimization problems. It is
assumed that {x1, x2, . . . , xn} are the n unknown parameters
that have their own limitations as follow

xi ∈ [lai, lbi] (i = 1, 2, . . . , n) (8)

where lai and lbi are the lower and upper limitations of the i-
th unknown parameter, respectively. A swarm of M particles
represents the population in the PSO. Then, each particlem is
associated with a position vector x (m) and a velocity vector
v (m) as

x(m) = [x1(m), x2(m), . . . , xn(m)]T (m = 1, 2, . . . ,M )

(9)

v(m) = [v1(m), v2(m), . . . , vn(m)]T (m = 1, 2, . . . ,M )

(10)

where the terms x (m) and v (m) are referred to the search
space of the n unknown parameters. The elements of the two
vectors are represented by xi (m) and vi (m) (i = 1, 2, . . . , n).
Based on the limitations of the n unknown parameters,
the related position and velocity components are limited to{
lai ≤ xi(m) ≤ lbi
|vi(m)| ≤ |lai − lbi|

(i = 1, 2, . . . , n;m = 1, 2, . . . ,M )

(11)

The particle which is described by the terms x (m) and
v (m) represents a possible solution to the optimization prob-
lem and leads to a specific value of the objective function.
Assume that the PSO algorithm terminates at the maxi-
mum number of the iterations NIT. In a generic iteration j
(j = 1, 2, . . . ,NIT ), the fitness function is evaluated with
the particle m. The best position pbest(j)(m) ever visited by
the particle m is determined. Then, the global best position
gbest(j)(m) ever visited is determined by the swarm, so that
the update of the velocity vector for each particle m can be
expressed as

v(j+1)(m) = wv(j)(m)+ c1r1(0, 1)
(
p(j)best(m)− x

(j)(m)
)

+ c2r2(0, 1)
(
g(j)best(m)− x

(j)(m)
)

(m = 1, 2, . . . ,M) (12)

where x(j)(m) and v(j)(m) are the position vector and veloc-
ity vector in each iteration, respectively; the inertial weight

is expressed by w; the influences of the cognitive and
social components are expressed by c1 and c2, respec-
tively; r1 (0, 1) and r2 (0, 1) are independent randomnumbers
between 0 and 1. At this rate, the update of the position vector
for each particle m is described as

x(j+1)(m) = x(j)(m)+ v(j)(m) (m = 1, 2, . . . ,M ) (13)

For the equality constraints, the most typical solution is
to add a penalty term to the fitness function, which reflects
the sum of the absolute values defined from the equality
constraints:

J ′ = J +
m∑
p=1

ζp
∣∣dp(x)∣∣ (14)

where ζp ≥ 0 (p = 1, 2, . . . ,m) is the weight factor;
dp (x) (p = 1, 2, . . . ,m) represents the m quality constraints
associated with the n unknown parameters. For inequality
constraints, a simple solution is to set the fitness function to
an infinite value

(
J (j) (m) = ∞

)
if the particle m violates one

of the inequality constraints. In general, the related velocity
is also set to zero

(
v(j) (m) = 0

)
so that the velocity update is

only affected by the social and cognitive components.

III. EVENT-TRIGGERED DISTRIBUTED MPC FOR
FORMATION CONTROL
A safe-distance-based strategy for no-fly zone avoidance is
developed and integrated into the distributed MPC scheme.
An event-triggered mechanism is proposed to reduce the
computational burden of the distributed MPC scheme.

A. DISTRIBUTED MPC SCHEME
The decoupled time-invariant nonlinear dynamics for UAV i
can be written in the equivalent form as

żi (t) = fi (zi (t) , ui (t)) , t ≥ t0 (15)

and then, z = (z1, z2, . . . , zN ), u = (u1, u2, . . . , uN ) and
f (z, u) = (f1 (z1, u1) , f2 (z2, u2) , . . . , fN (zN , uN )) represent
the concatenated vectors in the system (2).

For the traditional MPC framework in Problem 1, the state
of each UAV is typically coupled in the integrated cost func-
tion to achieve the UAV formation control. The common
components in (4) can be expressed as

F (z (t) , u (t)) = α
∑
(i,j)∈A

∥∥∥pi (t)− pj (t)− pdij (t)∥∥∥2

+β

∥∥∥∥∥∥ 1N
∑
i∈ς

pi (t)− pdO (t)

∥∥∥∥∥∥
2

(16)

where pdij (t) represents the desired relative position between
each UAV. pdO (t) represents the reference trajectory.
ς = {1, 2, . . . ,N } represents the set of UAVs. The set of the
pair-wise neighbors in the multi-UAV network is expressed
by A. Assume that if (i, j) ∈ A, then define (j, i) /∈ A and
(i, i) /∈ A for UAV i ∈ ς . Both the term α and term β are

55616 VOLUME 6, 2018



Z. Cai et al.: Formation Control of Multiple UAVs by Event-Triggered Distributed MPC

FIGURE 2. Example of the communication limitation in the multi-UAV
network.

the weighting constants. The symbol ‖ · ‖ denotes any vector
norm inRn.
The main advantage of the traditional MPC framework is

that the cost function with (16) is designed, and the state
trajectories and control trajectories of all UAVs are con-
sidered. It can fully reflect the motion of the multi-UAV
network. However, the requirement of computation load is
typically high and the approach would be out of work if some
UAV is only able to obtain the effective information from its
neighbors. Fig. 2 illustrates an example of communication
limitation in the multi-UAV network that UAV i can only
communicate with its neighbors in the setNi. UAV i can also
obtain the estimated information of non-neighbors indirectly
from its neighbors. The total number of UAVs in the set Ni
is Ni.

As shown in Fig. 3, the distributed MPC framework is
proposed for the multi-UAV network. At each update instant,
the control inputs of the group of UAVs are first initialized
by using the previous predicted optimal control trajectories.
Then, each UAV receives the estimated control trajectories
from its neighbors. The estimated state trajectories are com-
puted based on the control trajectories of the neighbors in the
last period and the control trajectories of the non-neighbors
in the last two periods, in which the information from non-
neighbors is indirectly transmitted from neighbors. Based on
the estimated state trajectories and estimated control trajec-
tories from neighbors, each UAV evaluates the distributed
cost function of its own and finds the optimal predicted
control trajectory over the current prediction horizon. Finally,
the optimal control trajectories over the first control update
period is implemented to update the states of each UAV.

In order to describe the distributed MPC scheme, we first
define that the neighbors of each UAV i ∈ ς with the control
vectors state vectors z−i(t) = {zj(t)}, j ∈ Ni and u−i(t) =
{uj(t)}, j ∈ Ni, respectively. The decoupled nonlinear dynam-
ics of the neighbors of UAV i can be expressed as

ż−i (t) = f−i (z−i (t) , u−i (t)) , t ≥ t0 (17)

hen, the following symbols are defined to distinguish the
different types of the state trajectory and control trajectory for
each UAV i at current instant tc

1. upi (s; tc), z
p
i (s; tc): the predicted control trajectory and

predicted state trajectory;
2. u∗i (s; tc), z

∗
i (s; tc): the optimal predicted control trajec-

tory and optimal predicted state trajectory;

FIGURE 3. Framework of the distributed MPC scheme.

3. ûi (s; tc), ẑi (s; tc): the estimated control trajectory and
estimated state trajectory.

where s ∈ [tc, tc+Tp] is the given prediction horizon. Con-
sistent with u−i(t) and z−i(t), the estimated control trajectory
and estimated state trajectory for the neighbors of each UAVi
are denoted as û−i(s; tc) and ẑ−i(s; tc), respectively.
The estimated control trajectory û−i(s; tc) and the esti-

mated state trajectory ẑ−i(s; tc) over the prediction horizon
s ∈ [tc, tc + Tp] will be determined at each update instant tc.
As shown in Fig. 3, it is typically an iterative process in the
proposed distributed MPC scheme by continuously updating
the time constant tc = t0 + δc, c ∈ {0, 1, 2, . . .}.
In each iterative process, the estimated control trajectory

of its neighbor over the prediction horizon s ∈ [tc, tc +
Tp] is described according to the above definition u−i(t) =
{uj(t)}, j ∈ Ni. Specifically, the estimated control trajectory
û−i(s; tc) can be expressed as

û−i (s; tc) =
{
ûj (s; tc)

}
, j ∈ Ni (18)

where the estimated control trajectory ûj(s; tc) consists of two
separate parts over the prediction horizon s ∈ [tc, tc + Tp].
As shown in Fig. 4, the first part of the estimated control
trajectory ûj(s; tc) inherits the previous optimal control trajec-
tory u∗j (s; tc−1) over the prediction horizon s ∈ [tc, tc−1+Tp).
The second part of the estimated trajectory ûj(s; tc) over the
prediction horizon s ∈ [tc−1 + T , tc + Tp] is derived from
the previous optimal control trajectory u∗j (s; tc−1) at the time
instant s = tc−1 + Tp. Specifically, the estimated control
trajectory ûj(s; tc) can be formulated as

ûj (s; tc) =

{
u∗j (s; tc−1), s ∈

[
tc, tc−1 + Tp

)
u∗j
(
tc−1 + Tp; tc−1

)
, s ∈

[
tc−1 + Tp, tc + Tp

]
(19)

By using (18) and (19), the estimated control trajectory
of the neighboring UAV, û−i(s; tc), is obtained. Then, the
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FIGURE 4. Generation of the estimated control and state trajectories.

relevant estimated state trajectories ẑ−i (s; tc) can be also
obtained according to the dynamics (17).

Define g /∈ Ni, and the estimated control trajectories of
the non-neighbors in the last two period is transmitted by its
neighbor. The estimated control trajectory ûg(s; tc) consists
of two parts over the prediction horizon s ∈ [tc, tc+ Tp]. The
first part of the estimated control trajectory ûg(s; tc) inherits
the previous optimal control trajectory u∗g(s; tc−1) over the
prediction horizon s ∈ [tc, tc−2 + Tp). The second part of
the estimated trajectory ûg(s; tc) over the prediction horizon
s ∈ [tc−2 + T , tc + Tp] is derived from the previous optimal
control trajectory u∗g(s; tc−2) at the time instant s = tc−2+Tp.
The estimated control trajectory ûg(s; tc) can be formulated in
the form of

ûg (s; tc) =

{
u∗g (s; tc−2) , s ∈

[
tc, tc−2 + Tp

)
u∗g
(
tc−2 + Tp; tc−2

)
, s ∈

[
tc−2 + Tp, tc + Tp

]
(20)

The estimated state trajectory is used to predict the state
of each UAV in the next control period by imposing the
same control command in the last control horizon. Since
the computation frequency of FHOCP can be reduced to a
certain extent by including the event-triggered mechanism,
the control command imputed to each agent will not change
frequently. Thus, by imposing the control command in the
last control period, the predictive state error resulted by the
assumed state trajectory may have little impact on the con-
vergence of the FHOCP.

According to the formulation of the estimated control and
state trajectories, the distributed cost function of each UAV
i ∈ ς is expressed as

Fi
(
zpi (s; tc) , ẑ−i (s; tc) , u

p
i (s; tc)

)
= α

∑
j∈Ni

∥∥∥∥ppi (s; tc)− ∧p j (s; tc)− pdij (s; tc)∥∥∥∥2

+β

∥∥∥∥∥∥ 1N
pp

i
(s; tc)+

∑
j∈Ni

∧
p j (s; tc)+

∑
g/∈Ni

∧
p g (s; tc)


−pdO (s; tc)

∥∥∥∥∥∥
2

(21)

where the nonlinear MPC problem at each time instant tc can
be described by the following distributed FHOCP.
Problem 2: For each member i ∈ {1, 2, . . . ,N } and at

the update time tc = t0 + δc, c ∈ {0, 1, 2, . . .}: Given
zi (tc) , z−i (tc) , ûi (s; tc) , û−i (s; tc) , s ∈

[
tc, tc + Tp

]
, and

then, find

u∗i (s; tc)

= arg min
ui(s;tc)

Ji (zi (s; tc) , z−i (s; tc) , ui (s; tc)) (22)

Ji
(
zpi (s; tc) , ẑ−i (s; tc) , u

p
i (s; tc)

)
=

∫ tc+Tp

tc
Fi
(
zpi (s; tc) , ẑ−i (s; tc) , u

p
i (s; tc)

)
ds (23)

subject to żpi (s; tc) = fi
(
zpi (s; tc) , u

p
i (s; tc)

)
(24)

˙̂z−i (s; tc) = f−i
(
ẑ−i (s; tc) , û−i (s; tc)

)
(25)

zpi (s; tc) , ẑ−i (s; tc) ∈ Z (26)

upi (s; tc) , û−i (s; tc) ∈ Y (27)

where s ∈ [tc, tc + Tp] is the prediction horizon. Ji is the
distributed cost function of each UAV i including a running
function Fi. The optimal control trajectory of each UAV i ∈ ς
is expressed as u∗i (s; tc).The pseudo-code of the distributed
MPC scheme is listed in Algorithm 1.

In this paper, the problem of UAV formation control is
transformed into a series of local FHOCP in the distributed
MPC framework. Problems 1 and 2 are the traditional and
distributed MPC problems, in which the control input of each
UAV is obtained by solving the FHOCP. The PSO algorithm
is selected as a convenient tool to solve Problems 1 and 2.
The PSO algorithm can be used for both on-line and off-line
computation. The convergence time of the proposed MPC
scheme is mainly determined by the population size and
iteration number of the PSO algorithm. Large population size
and iteration number will lead to satisfied optimal results,
and however, may increase the convergence time of the PSO
solver. Therefore, a compromise selection of population size
and iteration number is used in this paper to ensure both the
optimal results and convergence time.

B. NO-FLY ZONE CONSTRAINT
With the increasing demand for adaptive guidance and control
approaches, the threat avoidance and geopolitical restriction
have been considered for the UAVs [22], unmanned surface
vehicles [23], autonomous underwater vehicles [24], and
mobile robots [25]. In complex environments, the no-fly zone
constraint is also essential for the development of the guid-
ance and control systems. For this reason, recent studies have
focused on the design of reference routes [26] and guidance
laws [27] considering the no-fly zone constraint. In order to
improve the performance of multi-UAV network in detecting
the target and penetrating the defense system, the no-fly zone
constraint is discussed in this section, which enhances the
UAV formation control method.

Fig. 5 shows the geometry of the UAV with no-fly zone
constraint. Herein, the circular no-fly zone is used because

55618 VOLUME 6, 2018



Z. Cai et al.: Formation Control of Multiple UAVs by Event-Triggered Distributed MPC

Algorithm 1 Pseudo-Code of the Distributed MPC
Scheme for Each UAV i ∈ {1, 2, . . . ,N }
1: // Initialization: at time t0
2: Set the parameters of the algorithm: Tp, δ
3: Initialize the state inputs: zi (t0) , z−i (t0)
4: Set ûi (s; t0) = 0, û−i (s; t0) = 0, s ∈

[
t0, t0 + Tp

]
and

solve Problem 2 for UAV i, yielding the optimal predicted
control trajectory u∗i (s; t0) , s ∈

[
t0, t0 + Tp

]
5: Apply the first control input u∗i (s; t0) , s ∈ [t0, t1)
6: // Main loop: at any time tc = t0 + δc, c = {1, 2, . . .}
7: Measure the current state zi (tc)
8: Transmit ûi (s; tc−1) , s ∈

[
tc, tc−1 + Tp

]
to its every neigh-

bor
9: Receive ûj (s; tc−1) , s ∈

[
tc, tc−1 + Tp

]
from its every

neighbor j, and compute the estimated control and state tra-
jectories û−i (s; tc) , ẑ−i (s; tc) , s ∈

[
tc, tc + Tp

]
10: Solve Problem 2 for UAV i, yielding u∗i (s; tc) , s ∈[
tc, tc + Tp

]
11: Apply the first control input u∗i (s; tc) , s ∈ [tc, tc+1)
12: // Results
13: Find the optimal control sequences and generate the
complete trajectory
14: Validate the trajectory constraints and terminal conditions

FIGURE 5. Geometry on the UAV with no-fly zone constraint.

any irregular no-fly zone can be simply replaced by it. The
term R indicates the radius of the no-fly zone and di is the
distance between the no-fly zone and UAV i. The angle σi ∈
(−π,+π ) is defined in the line-of-sight frame with respect
to the center of the no-fly zone. It can be found that the no-
fly zone constraint will possibly be violated as di → R and
|αi| → 0, whereas some larger di or |αi|may protect the UAV
against penetrating the no-fly zone.

In the paper, the term dsafe is used to describe the safe
distance between each UAV and the center of the no-fly zone.
The different cases of the UAV related to the no-fly zone
are illustrated in Fig. 6. In order to meet the constraint of
no-fly zone, as described above, the basic rule is to prevent
every UAV from approaching and pointing to the center of
the no-fly zone. Therefore, the terms di or |αi| is employed
to design the switching conditions under which the members
in the multi-UAV network must react immediately. As shown
in Fig. 6, it is considered that the no-fly zone constraint will
be included in the optimization problem when any UAV i
approaches within the unsafe distance

(
i.e. di < dsafe

)
and

towards near the center of the no-fly zone (i.e. |αi| < p/2).

FIGURE 6. Different cases of the UAV in relation to the no-fly zone.

In other words, only when both two conditions above are met,
the UAV will begin to adjust its acceleration command to
avoid the no-fly zone.

Thus, a penalty term can be added to the distributed cost
function to solve the problem of no-fly zone constraint. The
cost function for each UAV i can be expressed as

J̃i = Ji + µ
D (di, σi) cos σi
‖di‖2

(28)

where µ is the weighting constant. The term D (di, σi) deter-
mines when the penalty term should be included in the cost
function. The detailed form can be expressed as

D (di, σi) =

{
1, di < dsafe and |σi| < π/2
0, di ≥ dsafe or |σi| ≥ π/2

(29)

The terms di and σi are the relative distance and angle
at current time which vary with control inputs ui. Indeed,
the penalty term added will be switched between 0 and a real
number, which determines whether the penalty term for no-
fly zone avoidance should be included in the cost function.
In other words, during no-fly zone avoidance, equations (28)
and (29) have an impact on threat avoidance by including
the penalty term. The on-line computation of the proposed
MPC scheme is mainly determined by the population size
and iteration number of PSO algorithm. Large population size
and iteration number will lead to satisfied optimal results,
and however, may increase the convergence time of the PSO
solver. Therefore, a compromise selection of population size
and iteration number is used in this paper to ensure both the
optimal results and convergence time.

C. EVENT-TRIGGERED MECHANISM
To reduce the computational burden for each UAV, an event-
triggered mechanism is proposed to improve the perfor-
mance of the distributed MPC scheme. The FHOCP will
be solved when the event-triggered condition is satisfied.
Suppose that the FHOCP is solved at tk , the optimal predicted
control trajectory u∗i (s; tk) and the corresponding optimal
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FIGURE 7. The framework of the distributed MPC scheme with
event-triggered mechanism.

predicted state trajectory z∗i (s; tk) for s ∈
[
tk , tk + Tp

]
can be

obtained. Then, the next event-triggered instant tk+1 to solve
the FHOCP is determined by the following event-triggered
condition

E : if gi (z (t) , u (t)) ≥ 0, then u (tc)← u∗ (tc|tc) (30)

which takes into consideration the no-fly zone constraint,
saturation level of predictive control inputs, the predictive
distance error between each UAV, the predictive distance
error between the formation center and reference trajectory,
the convergence of predictive cost function, the prediction
horizon constraint, etc. Fig. 7 shows the framework of the
distributed MPC scheme with event-triggered mechanism.

First, the no-fly zone constraint should be considered to
design the event-triggered condition. When the predictive
distance between UAV i and the center of no-fly zone exceeds
the safe distance, the FHOCP should be solved. Thus, the
event-triggered condition (30) can be replaced by

gi (z (t) , u (t)) = 1di (t) = dsafe − d
p
i (t) (31)

where dpi (t) is the predictive distance between UAV i and
the center of no-fly zone. The corresponding event-triggered
condition can be expressed as

E1 : if 1di (tc) = dsafe − d
p
i (tc) ≥ 0,

then u (tc)← u∗ (tc|tc) (32)

Then, the saturation level of predictive control inputs
should also be included in the design the event-triggered con-
dition. When the predictive control inputs exceed the desired
threshold, the FHOCP should be solved. The event-triggered
condition (30) can be replaced by

gi (z (t) , u (t)) = 1ui (t) = upi (t)− ηumax,

umax = [amax, ωmax]T (33)

where η ∈ [0, 1] indicates the saturation level of control
inputs. The corresponding event-triggered condition can be
expressed as

E2 : if 1ui (tc) = ui (tc)− η ∗ umax ≥ 0,

then u (tc)← u∗ (tc|tc) (34)

One of the key factors to determine when to solve the
FHOCP is the predictive distance error between each UAV.

If the predictive distances between each UAV are far from
the desired values, the FHOCP should be solved. The event-
triggered condition (30) can be replaced by

gi (z (t) , u (t)) = 1pij (t) =

∥∥∥∥ppi (t)− ∧p j(t)− pdij(t)∥∥∥∥2 − εP
(35)

where εP is the threshold of the predictive distance error. The
corresponding event-triggered condition can be expressed as

E3 : if1pij (tc) =

∥∥∥∥ppi (tc)− ∧p j (tc)− pdij (tc)∥∥∥∥2 − εp ≥ 0,

then u (tc)← u∗ (tc|tc) (36)

The FHOCP should be solved when the predictive dis-
tance between the formation center and reference trajectory
exceeds the certain threshold. The event-triggered condition
(30) can be replaced by

gi (z (t) , u (t)) = 1pO (t)

=

∥∥∥∥∥∥ 1
Ni

pp
i
(t)+

∑
j∈Ni

∧
p j(t)

− pdO(t)
∥∥∥∥∥∥
2

− εO

(37)

where εO is the threshold of the predictive distance between
the formation center and reference trajectory. The corre-
sponding event-triggered condition can be expressed as

E4 : if 1pO (tc) =

∥∥∥∥∥∥ 1
Ni

pp
i
(tc)+

∑
j∈Ni

∧
p j (tc)

−pdO (tc)
∥∥∥∥∥∥
2

− εc ≥ 0, then u (tc)← u∗ (tc|tc) (38)

Another key factor to determine when to solve the FHOCP
is the convergence of predictive cost function. The decrease
of the predictive cost value for each UAV can lead to the
decrease of the state error of formation. If the predictive cost
value of each UAV increases, the FHOCP should be solved.
The event-triggered condition (30) can be replaced by

gi (z (t) , u (t)) = 1Ji (t) = Jpi (t)− Ji (t −1tk) (39)

where Jpi (t) is the predictive cost value, Ji (t1k) is the cost
value at 1tk = 1k ∗ δ, 1k ∈ {1, 2, . . .}. The corresponding
event-triggered condition can be expressed as

E5 : if 1Ji (tc) = Jpi (tc)− Ji (tc −1tk) ≥ 0,

then u (tc)← u∗ (tc|tc) (40)

In addition, if the control inputs are used more than the
prediction horizon Tp, the FHOCP should be solved. The
corresponding event-triggered condition can be expressed as

E6 : if !E1 and !E2 and !E3 and !E4 and !E5,

then

{
u (tc)← u∗ (tc|tc−1), tc < tk + Tp
u (tc)← u∗ (tc|tc), tc = tk + Tp

(41)

55620 VOLUME 6, 2018



Z. Cai et al.: Formation Control of Multiple UAVs by Event-Triggered Distributed MPC

FIGURE 8. The event-triggered instants of each UAV.

It is assumed that the previous event-triggered instant of
UAV i is t ik , the next event-triggered instant t ik+1 can be
expressed as

t ik+1 = min
{
t̄ ik+1, t

i
k
+ Tp

}
(42)

where t̄ ik+1 > t i
k
is the event-triggered instant of the UAV

i when the one of event-triggered conditions is satisfied.
As shown in Fig. 8, the asynchronous event-triggered instants
of each UAV can be expressed as 0 < t i1 < · · · < t ik < t ik+1.
The flow chart of the event-triggered mechanism is shown
in Fig. 9.

Based on the above event-triggered mechanism, the
pseudo-code of the distributed MPC scheme for multiple
UAVs is listed in Algorithm 2.

IV. NUMERICAL SIMULATIONS
In this section, a simulation scenario of formation control
of three UAVs is performed to demonstrate the effectiveness
of the proposed distributed MPC scheme based on event-
triggered mechanism. A simple communication topology is
selected for three UAVs. Each member can obtain the infor-
mation from the neighbors, i.e. N1 = {2}, N2 = {1, 3}
and N3 = {2}. Communication topology in the multi-UAV
network.is shown in Fig. 10. The desired distances between
each UAV are set to p12 = −p21 = [1000,−1000]Tm, p13 =
−p13 = [0,−2000]Tm, p23 = −p32 = [−1000,−1000]Tm,
respectively. TABLE 1 presents the initial conditions of the
group of three UAVs. The acceleration and angular velocity
of each member are limited within amax = ±10m/s2 and
wmax = ±0.15rad/s. The constant prediction horizon and
constant control update period are set to Tp = 4s and δ =
0.5s, respectively. The design of three groups of numerical
simulations are given in TABLE 2.

A. EXAMPLE 1 (EVENT-TRIGGERED MECHANISM
CONSIDERING E3, E4, E6)
This part presents the simulations of formation control
by event-triggered distributed MPC scheme in considera-
tion of predictive distance errors between each UAV E3,
the predictive distance between the formation center and

FIGURE 9. The flow chart of the event-triggered mechanism.

FIGURE 10. Communication topology in the multi-UAV network.

reference trajectory E4, and the prediction horizon constraint
E6. Fig. 11 shows the ground tracks of each UAV. The solid
line represents the traditional MPC method. The dashed line
and dotted line represent event-triggered distributed MPC
scheme with εO = 20m, εp = 30m and εO = 40m,
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Algorithm 2 Pseudo-Code of the Distributed MPC
Scheme Based on the Event-Triggered Mechanism for
Each UAV i
1: // Initialization: at time t0
2: Set the parameters: Initialize c,k, pdij, p

d
c , η, εp, εc

3: Initialize the state input: zi (t0) , z−i (t0)
4: Set ûi (s; t0) = 0, û−i (s; t0) = 0, s ∈

[
t0, t0 + Tp

]
and

solve Problem 2 for UAV i, yielding the optimal predicted
control trajectory u∗i (s; t0) , s ∈

[
t0, t0 + Tp

]
5: Apply the first control input u∗i (s; t0) , s ∈ [t0, t1),
the event-triggered instant of UAV i is tk , k ∈ {1, 2, . . .},
k = 1
6: // Main loop: at any time tc = t0 + δc, c = {1, 2, . . .},
measure current state zi (tc) and transmit ûi (s; tc−1), s ∈[
tc, tc−1 + Tp

]
or ûi (s; tc−2) , s ∈

[
tc, tc−2 + Tp

]
to its every

neighbor
7: If the event-triggered conditions are satisfied, solve Prob-
lem 2 for UAV i, yielding the optimal predicted control
trajectory, u (tc)← u∗ (tc|tc) and k = k + 1
8: Else if event-triggered conditions are not satisfied,
u (tc)← u∗ (tc|tc−1)
9: Apply the control input u (tc), c = c+ 1
10: // Results
11: Find the optimal control sequences and generate the
complete trajectory
12: Validate the trajectory constraints and terminal conditions

TABLE 1. Initial conditions of three UAVs.

TABLE 2. Examples of numerical simulations.

εp = 50m, respectively. The three UAVs are illustrated
by red, green and blue colors. It can be seen that the two
groups of ground tracks by proposed scheme are similar to
ground tracks in the traditional MPC method. In addition,
the formation center of the three UAVs is able to track the
reference trajectory. Fig. 12 shows the errors between the for-
mation center and reference trajectory, which of the proposed
scheme are slightly larger than the traditional MPC method
but converge within the desired threshold εO = 20m and
εO = 40m before about 18s. Fig. 13 shows the histories of
distances between each UAV. Compared to traditional MPC

FIGURE 11. Ground tracks of UAVs in Example 1.

FIGURE 12. Histories of formation center errors in Example 1.

FIGURE 13. Histories of distances between each UAV in Example 1.

method, the errors of distances between each UAV of the
proposed scheme are slightly larger but converge within the
predetermined threshold εp = 30m and εp = 50m before
about 18s.

Fig. 14 shows the event-triggered time instants and cost
value for each UAV. Compared to traditional MPC method,
it can be seen that the FHOCP do not need to be resolved
for each control update period. The cost values of proposed
scheme are similar to the traditional MPC method. The total
number of time instants for each UAV are shown in the
TABLE 3. The largest difference of the number of time
instants between the traditional MPC method and proposed
scheme with εO = 20m, εp = 30m is 91. The largest
difference of the number of time instants between the tradi-
tional MPC method and proposed scheme with εO = 40m,
εp = 50m is 122. If the error is acceptable, the number of time
instants for proposed scheme are greatly reduced compared
to the traditional MPC method. Moreover, the increase of the
given thresholds of state errors may result in the increase of
average number of time instants when the error is acceptable.
Fig. 15 shows the yaw angle and linear velocity as well as
control inputs of each UAV. As it can be seen that the control
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FIGURE 14. The event-triggered time instants in Example 1.

TABLE 3. The total number of time instants for each UAV in Example 1.

FIGURE 15. Histories of control and state inputs in Example 1.

inputs of each UAV reach saturation at the beginning of the
formation, but not exceed the threshold throughout the whole
formation control.

B. EXAMPLE 2 (EVENT-TRIGGERED MECHANISM
CONSIDERING E2, E5, E6)
This part presents the simulations of formation control by
event-triggered distributed MPC scheme in consideration of
the saturation level of predictive control inputs E2, the con-
vergence of predictive cost function E5, and the prediction
horizon constraint E6. Fig. 16 shows the ground tracks of
each UAV. The solid line represents the traditional MPC
method. The dashed line and dotted line represent event-
triggered distributed MPC scheme with1k = 1 and1k = 3,

FIGURE 16. Ground tracks of UAVs in Example 2.

FIGURE 17. Histories of distances between each UAV in Example 2.

FIGURE 18. Histories of formation center errors in Example 2.

respectively. It can be seen that the two groups of ground
tracks by proposed scheme are similar to ground tracks in
the traditional MPCmethod. In addition, the formation center
of the three UAVs is able to track the reference trajectory.
Fig. 17 shows the histories of distances between each UAV.
Compared to traditional MPC method, the errors of distances
between each UAV of the proposed scheme are slightly larger
but converge within 10m before about 29s. Fig. 18 shows the
errors between the formation center and reference trajectory,
which of the proposed scheme are slightly larger than the
traditional MPC method but converge within 70m before
about 23s.

Fig. 19 shows the event-triggered time instants and cost
values for each UAV. Compared to traditional MPC method,
it can be seen that the computational burden for each UAV
is significantly reduced with a smaller number of event-
triggered time instants. The cost values of proposed scheme
are similar to the traditional MPC method. The total number
of time instants for each UAV are shown in the TABLE 4. The
largest difference of the number of time instants between the
traditional MPC method and proposed scheme with 1k = 1
is 107. The largest difference between the traditional MPC
method and proposed scheme with 1k = 3 is 132. If the
error is acceptable, the number of time instants for proposed
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FIGURE 19. The event-triggered time instants in Example 2.

TABLE 4. The total number of time instants for each UAV in Example 2.

FIGURE 20. Histories of control and state inputs in Example 2.

scheme are greatly reduced compared to the traditional MPC
method. Moreover, the increase of the given thresholds of1J
may result in the increase of average number of time instants
when the error is acceptable. In Example 1, the predictive
distance errors between each UAV are larger than the thresh-
old at the beginning of formation flight. The event-triggered
conditions are satisfied frequently. However, the predictive
cost value is in a declining state at the beginning of the
formation flight in Example 2. The event-triggered conditions
are satisfied less frequently. Therefore, the event-triggered
time instant numbers of proposed scheme are much less at
the beginning of formation flight. In addition, the errors of
formation are slightly larger before about 40s. Fig. 20 shows
the yaw angle and linear velocity as well as control inputs
of each UAV. As it can be seen that the control inputs of
each UAV reach saturation at the beginning of the formation,
but not exceed the threshold throughout the whole formation
control.

FIGURE 21. Ground tracks of UAVs in Example 3.

FIGURE 22. Histories of distances between each UAV in Example 3.

C. EXAMPLE 3 (NO-FLY ZONE AVOIDANCE CONSIDERING
EVENT-TRIGGERED CONDITIONS E1, E2, E4, E5, E6)
This part presents the simulations of formation control by
event-triggered distributed MPC scheme that takes into con-
sideration event-triggered conditions E1, E2, E4, E5 and E6.
Fig. 21 shows the ground tracks of each UAV. The dashed line
and dotted line represent event-triggered distributed MPC
schemewith dsafe = 1200m,1εp = 30m, η = 1,1k = 3 and
dsafe = 1800m, 1εp = 30m, η = 1, 1k = 3, respectively.
It can be seen that the two groups of ground tracks bypass
the no-fly zone. When the event-triggered condition E1 is
satisfied for UAV 1, the yaw angle is changed to avoid no-fly
zone. At the same time, UAV2 andUAV3 keep the formation,
but do not track the reference trajectory until the no-fly zone
is avoided. The formation center of the three UAVs is able
to track the reference trajectory after the no-fly zone avoid-
ance. Fig. 22 presents the histories of distances between each
UAV. Although the errors of distances between each UAV
are slightly increased when the no-fly zone avoidance, the
errors of distances of the proposed scheme converge within
the predetermined threshold 1εp = 30m before about 17s.
Fig. 23 shows cost values of each UAV for the for-

mation flight and the event-triggered time instants during
25s and 75s. The cost values of the proposed scheme increase
during the no-fly zone avoidance. The safe distance is
changed from 1200m to 1800m, which leads to a larger cost
value. The total number of time instants for each UAV are
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FIGURE 23. The event-triggered time instants in Example 3.

TABLE 5. The total number of time instants for each UAV in Example 3.

FIGURE 24. Histories of control and state inputs in Example 3.

shown in the TABLE 5. If the error is acceptable, the increase
of the safe distance may result in the increase of average
number of time instants. Fig. 24 shows the yaw angle and
linear velocity as well as control inputs of each UAV. As it can
be seen that the control inputs of each UAV reach saturation
at the beginning of the formation and when the no-fly zone
avoidance, but not exceed the threshold throughout the whole
formation control.

D. DISCUSSION
At the beginning of formation flight, the FHOCP in the
MPC schemewill be solved frequently, because the predictive
distance errors between each UAV are larger than the given

threshold and the event-triggered conditions E3 and E4 are
easily satisfied. When the UAVs keep flying in formation,
the distance errors between each UAV become small and the
number of event-triggered instants will decrease, which may
lead to weak computation burden. However, the cost value
typically decreases at the beginning of the formation flight,
and therefore, the event-triggered conditions E5 are hardly
satisfied, which causes less numbers of solutions of FHOCP.
During no-fly zone avoidance, the event-triggered conditions
E1 is satisfied continuously, and thus, the FHOCP in theMPC
scheme will be also continuously solved which increases the
computation burden. The saturation level of control inputs is
also considered in the design of event-triggeredmechanism to
improve the control performance. When the predictive con-
trol inputs exceed the desired threshold, the event-triggered
conditions E2 is satisfied and the FHOCP will be solved to
ensure the overall performance of distributed MPC scheme
for UAV formation control. The influence of event-triggered
condition E6 on control performance and computation burden
is weak, because the event-triggered condition E6 is satis-
fied only when the execution of control input commands
is completed during the predicted horizon. In conclusion,
the priority and selection of the event-triggered conditions
are mainly determined according to different flight missions.
The numerical results also show that different event-triggered
conditions can improve the performance of the distributed
MPC scheme for UAV formation control.

The main idea of the paper is to develop a new solu-
tion framework for UAV formation control. The traditional
MPC approaches have been demonstrated effective to solve
cooperative control of multiple robot and multiple UAVs.
However, most MPC schemes for cooperative flight control
are designed on the basis of time-triggered mechanism. The
control actions are periodically executed even if the systems
have achieved desired control performance. The main contri-
bution of this paper is the design of an improved MPC with
event-triggered mechanism that can enable the FHOPC to
be solved asynchronously. The numerical results show that
by the proposed MPC scheme, the computation frequency of
FHOCP can be reduced to a certain extent.

V. CONCLUSION
An event-triggered distributed MPC scheme for formation
control of multiple UAVs is studied in this paper. A frame-
work of distributed MPC scheme is developed for UAV
formation control in which each UAV only shares informa-
tion with the neighbors. The obtained local FHOCP can be
solved by PSO algorithm asynchronously. An event-triggered
mechanism is proposed for the distributed MPC scheme con-
sidering the predictive state errors and the convergence of
cost function, which can reduce the computational burden.
The safe-distance-based strategy for no-fly zone avoidance
is developed and integrated into the local cost function for
UAV formation control. The numerical results show that,
the number of solving FHOPC and the computational burdens
of multiple UAVs are both effectively reduced when errors
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are acceptable. In addition, the increase of the given thresh-
olds or safe distance may result in the increase of average
number of time instants. The results also show that a larger
safe distance results in the earlier and longer saturation of
the control inputs. The paper now lacks an explicit analysis
of feasibility and stability of the whole system, and in the
future, will focus on systematical theory analysis of the sta-
bility condition to ensure feasible solutions of the proposed
event-triggeredMPC scheme for UAV formation control. The
computational complexity is also one of challenging issues
to improve the performance of the MPC scheme, and is not
mathematically discussed here, which should be studied in
the future work.
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