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ABSTRACT This paper addresses the problem of generating meaningful summaries from unedited user
videos. A framework based on spatiotemporal and high-level features is proposed in this paper to detect the
key-shots after segmenting the videos into shots based on motion magnitude. To encode the time-varying
characteristics of a video, we explore the local phase quantization feature descriptor from three orthogonal
planes (LPQ-TOP). The sparse autoencoder (SAE), an instance of deep learning strategy, is used for the
extraction of high-level features from LPQ-TOP descriptors to represent the shots carrying key-contents of
videos efficiently. The Chebyshev distance between the feature vectors of the consecutive shots are calculated
and thresholded using the mean value of the distance score as the threshold value. The optimal subset of shots
with distance score greater than the threshold value is used to generate a high-quality video summary. The
method is evaluated using SumMe data set. The summaries thus generated are of better quality than those
produced by the other state of the art techniques. The effectiveness of the method is further evaluated by
comparing with the human-created summaries in the ground truth.

INDEX TERMS Video Summarization, shot segmentation, LPQ-TOP, sparse autoencoders, Chebyshev

distance.

I. INTRODUCTION
Videodata over the internet is increasing day by day due
to the advancement of technology. This exponential growth
resulted in substantial video repositories where users look
through each video to choose an interesting video from it.
To alleviate the problem of storage and retrieval of video data,
it has become vital to have in place efficient video sum-
marization systems. These systems aim to create abstracts
of long videos by detecting and recognizing segments of
the video with prime contents and discarding the redundant
information. This enables users to select a particular video
from a collection of videos by viewing only highlights of the
video rather than watching the entire video. Many approaches
are proposed for video summarization which can be broadly
classified as static summarization methods [1] and dynamic
summarization methods [2], [3].

The static summarization methods generate summaries as
a set of key-frames by performing frame level analysis. The
temporal component of the input video is not preserved in

the static summarization. Some of the existing works on static
summarization use global features to filter out the key-frames
of the video. The frames are then displayed as a sequence
in the temporal order to give an overview of entire video
to the user. The commonly used global features in literature
are color, texture, mutual information, motion information
and fuzzy colour histogram [1], [4], [5], [6]. These global
features fail to detect localized characteristics of the frames.
So, works have been extended using local features [7] of
the consecutive frames to identify key-frames. However, a
sequence of still images that are isolated and uncorrelated,
without any temporal continuation, is not ideal to help the
viewer understand the original video.

The dynamic summarization methods generate a subset
of original video which preserves temporal component by
performing the shot level analysis, where a shot is formed
by a set of consecutive frames with the same content. Con-
ventional approaches for dynamic summarization concentrate
on extracting prime features that are capable of discarding
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redundant frames, thereby preserving the essential contents
of the video. Hu et al. [8] emphasized the use of importance
score estimated from features based on visual attention. Then,
the video clips with higher importance score are included
in the summary. Hu and Li [9] combined global and local
features to select an optimal subset of meaningful shots from
the video. Zhao and Xing [10] proposed a dictionary-based
method using sparse coding, which generates the summary by
combining the segments which cannot be reconstructed using
a learned dictionary. A generic video summarization method
is presented in [2], wherein the video is first segmented into
shots based on their motion magnitude. Then, the shots are
assigned an interesting score which is computed based on
specific features. The frames with the highest importance
score are chosen to create summaries.

Now, these methods have been extended by capturing
visually significant portions of videos [11]. The user atten-
tion models are build based on saliency representations,
using multimodal features by combining audio, visual and
textual information. Then, the saliency curves are used to
find the points where peak attention is attained. Recently,
Fei et al. [12] proposed a method giving significance to
memorability score, predicted using Hybrid-AlexNet. The
score is combined with motion cues to determine key
shots. The selection of key shots is also modelled using
optimization techniques such as Particle Swarm Optimi-
sation(PSO) as in [13] and [14]. A multiobjective energy
function including interestingness and representativeness of
frames is used in [15] to rank the frames based on sub-
modular maximisation technique. The summarization of the
user videos is done by capturing the object-level features
from the videos. Lee and Grauman [16] incorporated web
images as prior information to select informative portions
from the user videos without using any human annotated
summaries. These video summarization methods have also
been extended to semantic level processing based on deep
networks [17], [18], [19]. The deep features have more power
than handcrafted features, to discriminate between the rele-
vant and irrelevant content.

Most of the works in literature has focused on domain
dependent approaches where the method is fine-tuned to
capture domain specific characteristics [20], [21]. The exist-
ing approaches concentrate mainly on edited videos such as
sports, news, cartoon etc. that has a specific structure. With
the prominence of unedited user videos due to the develop-
ment of electronic gadgets, it became necessary to design
methods to handle such videos, where previous research
methods cannot be applied directly.

Moreover, Lee et al [22] proposed a method to pre-
dict the importance for each frame using linear regres-
sion model based on the saliency of frames. However, this
method is only applicable to videos captured using the
wearable camera. Some existing approaches in [23], [24],
and [25] generated summaries using a panoramic image
formed from a few consecutive significant frames in the input
video. Recently, Chen et al. [26] proposed a method based on
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spectrum analysis for generating the summaries from traffic
videos.

Inspired by the demand for developing more accurate
and robust domain-independent methods for summarizing
user videos, we present a generic framework for creating
dynamic summaries from these videos. The user videos are
raw, unedited and long videos, often containing an interesting
event. These videos run for several hours and are summarized
using object-centred approaches. But user videos include
many events in a single video and features based on a par-
ticular object in the video is insufficient. So, we introduce a
method that focuses on extracting high-level features which
aid in understanding the semantic content of videos. It first
segments the input video into shots using shot segmentation
algorithm based on motion magnitude between consecutive
frames. Each shot of the video is processed as space-time
video volume and then the feature vectors are extracted from
each volume using Local Phase Quantization from Three
Orthogonal Planes(LPQ-TOP). A high-level representation
of these feature vectors is generated using the encoding part of
a Sparse Autoencoder (SAE). The Chebyshev distance vector
between consecutive frames is thresholded to generate the
final summary. The generated video summaries can repre-
sent the key contents in less time removing the redundant
information from the input video. Experimental results of the
proposed method on SumMe dataset, which is the benchmark
dataset for dynamic video summarization, demonstrate the
effectiveness of this method.

The rest of this paper is organized as follows. Section II
describes the proposed methodology for generating dynamic
summaries from input video. Experimental results and dis-
cussions are illustrated in Section III. We conclude the paper
in Section IV.

Il. PROPOSED METHODOLOGY

The proposed method is firmly built on a framework based on
spatiotemporal and low-level features which can efficiently
generate dynamic summaries from input videos. The gener-
ated summaries are based on shots corresponding to the input
video driven by distances between feature vectors of consec-
utive shots. FIGURE 1 gives an overview of the proposed
approach. The detailed steps are as follows.

A. SHOT SEGMENTATION

Shot segmentation is an essential step in summarization since
the quality of the generated summary depends on segmented
shots from the input video. The shot segmentation methods
divide the frames of the input video into a subset of frames
where each subset consist of a set of consecutive frames
that are similar. The first and the last frames of each subset
represent a content change between the shots. As far as
the video is considered, a significant content change can
be captured by monitoring the magnitude of motion vectors
between the consecutive frames. The proposed method uti-
lizes the superframe segmentation technique in [2]. The pro-
posed method is a robust technique to segment unedited user
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FIGURE 1. Overview of the proposed method.

videos, where the commonly used segmentation algorithms
based on histograms, color histograms etc. fail. The method
detects the scene change between frames by optimizing an
energy function based on the magnitude of motion between
consecutive frames in a video. The energy function is given
by (1).

E(S)) Pi(1S; D ey

1+ yCou(S))

where cut cost is denoted by C,,;, P; is the length prior for
superframes, |.| is the length of superframe and y controls the
influence between the cut cost and the length prior. The cut
cost is calculated using (2).

Ccut(Sj) = min(Sj) + muut(Sj) ()

The motion magnitude of the first and the last frame of the
superframe is denoted as m;,,(S;) and my,(S;). It is com-
puted as the average magnitude of the forward and the back-
ward motion based flow vectors which is estimated using
Kanade—Lucas—Tomasi (KLT) feature tracker. The cut cost
is lower for frames that correspond to no motion or with less
motion and higher for frames with a significant change in
motion. The histogram of the segment lengths of user-created
summaries in the dataset is computed and the lognormal
distribution is fitted to histogram to find its peak value. The
maximum segment length is chosen to be the best length
which is represented by length prior P;. The shots corre-
sponding to the input video are initialized by dividing the
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set of frames based on the length prior. The boundaries are
iteratively updated by optimizing the energy function in (1)
using the hill-climbing optimization algorithm in [27].

B. SHOT-LEVEL FEATURE EXTRACTION

The next step in the proposed method is the extraction of
feature descriptors from the shots. Since the video consists
of both spatial and temporal components, the spatiotemporal
features of each shot extracted in the previous step are used
for further processing. We explore LPQ-TOP which is the
temporal extension of Local Phase Quantization (LPQ) that
represent dynamic image texture efficiently. The descriptor
has already been applied successfully in emotion recognition
from videos [28]. The resultant vector combines both tempo-
ral and appearance characteristics of the frames in the shots.

1) LOCAL PHASE QUANTIZATION DESCRIPTOR FROM
THREE ORTHOGONAL PLANES (LPQ-TOP)

Ojansivu and Heikkila proposed a very robust texture fea-
ture, Local Phase Quantization (LPQ) operator in [29]. The
descriptor is extracted from the short-term Fourier trans-
form (STFT) representation of the input image instead of
computing descriptors from raw pixel values. The descriptor
is calculated at each pixel position in the image by defining
a small neighbourhood and considering its phase informa-
tion for computing the feature values. The Fourier transform
defined over the neighbourhood N, at the pixel position x is
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computed using (3).

Fux)= Y f0c—ye 2 = w,Tf, 3)

yeNx

where basis vector of 2-D FDT at frequency u is represented
by wy, and vector f; contain all samples from N,. The feature
vector corresponding to a pixel position has four components
each representing Fourier coefficients at four points in the
frequency domain. The four points considered are a; =
[1,017,a; = [0,11,a; = [1,117,a; = [1,—1]". The
signs of real and imaginary parts of Fourier coefficients are
quantized using a scalar quantiser to generate eight-bit binary
coefficients. The quantizer will replace negative values to
‘0’ and positive values to ‘1’ and binary coding using (4) is
done to find integers. The 256-D LPQ feature vector is then
computed from the histogram of integer values corresponding
to the pixel location.

8
F(u,x)=Y_ g2 )
i=1

The LPQ features from Three Orthogonal Planes, XY, XT and
YT, are concatenated to form 768-D(256 x 3 = 768)
LPQ-TOP descriptors per space-time volume. Suppose a shot
is of size M x N x 45. So there are 45 frames in one shot and
the size of each frame in the shot is M x N. Let, the size of the
neighbourhood be w, x wy in the XY plane, wy, x w; in the YT
plane and wy x w; in the XT plane. Therefore LPQ-TOP is
calculated at pixel position p = (x, y, t) based on the central
pixel (x¢, y¢, t.) as follows

The LPQ-TOP in XY plane is calculated by considering
pixel positions such that

wy — 1) wy —1)
xe{xe — XT to x. + XT}
(wy — 1) (wy — 1)
yefye — yT to ye + yT}
t=t,

Similarly, for XT plane, the pixel positions are

wy — 1) (wy — 1)
xe{xe — XT to x. + XT}
y=>DYe
(wr — 1) (wy — 1)
tefte — tT to 1. + IT}
and for YT plane, the pixel positions are
X =X
(wy — 1) (wy — 1)
yelye — ——=— toyc + yT}
w—1) w—1)
te{te — ’T to 10 + ’T}

The histogram is calculated from spatiotemporal volume as
in (5).

Hij=Y I(f(x,y.0=0), i=0,1,....255 j=0,12

X,y,t

&)
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where, the code value of LPQ corresponding to pixel (x, y, t)
in the j* plane is f (x, y, t). The histogram is normalized and
concatenated to form the final descriptor.

C. HIGH-LEVEL FEATURE EXTRACTION

High-level representation of the spatiotemporal feature vec-
tors are generated using SAE in this step. We input hand-
crafted LPQ-TOP descriptors of the shots to SAE, which
encode them to high-level ones. Autoencoders, an instance
of the deep learning strategy, works by minimizing the recon-
struction error using the backpropagation algorithm. The net-
work learns a set of weights corresponding to the data, after
the convergence. SAE represents the high dimensional input
vectors using low dimensional vectors and are used as an
alternative to the dimensionality reduction technique such as
Principal Component Analysis (PCA).

The three main layers of a basic autoencoder are input
layer, encoding layers and decoding layer. Suppose x is an
input vector to the autoencoder such that it is an element of
d - dimensional space (x € R?). The output z corresponding
to x belongs to k - dimensional space (z € R¥) such thatk < d
and is given in (6).

z=0(Wx +b) (6)

where the weight matrix is W € R?*¥ and the bias for
encoding is b € R?. The function o can be a ReLu (Rectified
Linear Unit) function or a sigmoid, which is a differentiable
function. The reconstruction error between the input and
output is given by (7).

"1
error = Z 3
r=1

where n is the number of training samples. SAE is a new
variant of the autoencoder in which additional constraints
are imposed on the network to avoid the overfitting problem.
To prevent the overfitting, sparsity regularization constraint
is added to the hidden layer. The loss function of the hidden
layer ‘h’ of SAE layer is given by (8).

2
200 _ )

(N

np
Tsparsewn. b, W' 5" + B> " KL(p | #) ®)
J=1

where Joparse(Whn, b, Wwh bh) is calculated as in 9).
1 2
Jsparse Wi, b, W', B = = Z O —xO) "+ Sl

=

©))

The weight decay parameter is denoted by ‘A’, sparsity
penalty weight is denoted by 8 and ‘nj,” denotes the number
of neurons in the hidden layer ‘%’. The input to the hidden
layer ‘h’ is same as the output of the hidden layer (b — 1).
The second term in (8) is the Kullback-Leibler Divergence
(KL Divergence) which is the penalty term added to make the
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activations of latent units close to zero. The KL Divergence
is given by (10).
1 —-p)

A p
KL(p |l pj)) = p log— + (1 — p)log— (10
0j 0j

where the sparsity parameter is denoted as p and p; represents
the average activation of the hidden unit. The architecture of
SAE used in the proposed approach is shown in FIGURE 2,
which consists of 2 hidden layers. The proposed architecture
used only the encoding layer of SAE.

gl

X
(n-2)
h .
X ) @ Hidden Layer 2
(n-1) (50 nodes)

Hidden Layer 1
(90 nodes)

Input Layer
Handcrafted LPQ-TOP
descriptors

(768 nodes)
FIGURE 2. Architecture of SAE used in the proposed method.

D. DETECTING KEY SHOTS

The next step in the proposed approach is to find the similarity
between the feature vectors corresponding to consecutive
shots. The important step in video summarization is the
choice of the distance measure and the threshold value to
determine key-shots. An appropriate distance measure plays a
significant role in content-based image retrieval system [30].
Here, we explored Chebyshev distance score between feature
vectors of the consecutive shots as a measure of similarity
between the shots. The distance measure is then thresholded
to filter out key shots. The distance between high-level fea-
ture vectors extracted using SAE from LPQ-TOP descrip-
tors of consecutive shots are then computed. To discriminate
content change between the shots, the Chebyshev distance
between deep features of the onsecutive frames is chosen
as the best distance metric. The distance metric is chosen
based on the analysis done on the impact of the metric on
the summary generated by the algorithm. The more similar
shots have low distance score between them. If FV; and
FV, are n-dimensional feature vectors corresponding to two
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shots with FVi={uy, ua, ....uy} and FVo={vi,va,...v;},
where i=1, 2, ..., n, then, Chebyshev distance is calculated
using (11).

Chebyshev distance(FVy, FV,) = max;(|u; — vi|) (11)

Let Df represents the set of Chebyshev distance scores
between feature vectors of the consecutive shots. The dis-
placement magnitude between shots in Dr is denoted as
di,dr,ds ..dy,—1. The shots whose distance score greater
than a threshold value are selected as key shots since there
is a dissimilarity in the contents represented by the frames as
reflected by the distance values of feature vectors between
the selected shot and the next shot. The mean value of
entire distance array is taken as the threshold value which is
determined empirically. Suppose Tyesn, be the mean value
obtained from the set of displacement values in Dp. All
shots with displacement value greater than Ty.s, is added
to the final set of key shots Vg. FIGURE 3 illustrates the
magnitude of distance score between consecutive shots of
‘Fire Domino.webm’ video in the SumMe dataset and the
straight line shows the mean value of distance score, which
is chosen as threshold value to detect the shots to be included
in the summary.

! LN
09 H q
08 !
0.7 i i i
sl i1 Mean Value of i 1
! | distance score [

Distance Score

NN
! L N s L L L
0 s 10 15 20 25 30

Shot Number
FIGURE 3. Magnitude of distance score between consecutive shots.

Ill. EXPERIMENTAL ANALYSIS
Experiments have been performed on publicly available
SumMe dataset which contains 25 user videos of different
categories belonging to egocentric, moving and static videos.
The duration of each video ranges from 1 to 6 minutes. After
human evaluations, the frames of these videos in the dataset
are marked as interesting or not. Atleast 15 human summaries
corresponding to each video is given in the dataset. As the
ground truth consists of summaries whose length is set to
be 15% of the length of the video, we have chosen the same
summary length in our experiments.

All implementation is done in MATLAB on Windows
10 Pro with an Intel(R) Core(TM) 17-3770 CPU at 3.40GHz
with 4.00GB RAM running 64-bit operating system.

A. PERFORMANCE METRICS
There is no consistent evaluation metrics in video sumariza-
tion since there is no objective ground truth in summarization.
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Two abstracts of the same video cannot be compared even by
humans because some parts of the video which seek attention
of one user may not be attractive to the other. The effective-
ness and efficiency of the proposed approach is evaluated
using Precision, Recall and F-score. The evaluation metrics
are computed based on similarity between the frames in the
output with those in the user summaries of the dataset. The
evaluation metrics are calculated as follows.

Let Nyysq1 represents the total number of frames in the input
video,

N represents the total number of frames in the output,

Nyum represents the number of non-matching frames in the
output compared to the frames in the ground truth.

N,, represents the number of matching frames in the output
compared to the frames in the ground truth and

Ngr represents the number of frames in the ground truth.
We can then define,

N,
Precision = —= (12)

N
N,

Recall = - (13)
Ngr
2 X Precision x Recall

F-score = — (14)

(Precision + Recall)

The evaluation metrics are calculated separately for each user
summary in the dataset. The final F-score is calculated by
finding the average of these scores. If there are n users in the
dataset, F-score is calculated as

n
> F-score;
i=1

Overall F-score = (15)

n
B. RESULTS AND DISCUSSIONS

We evaluated the quality of generated summaries using pro-
posed method by comparing with the human created sum-
maries in the ground truth. In particular, the algorithm first
converts each video into shots using shot segmentation algo-
rithm based on motion magnitude with the parameter y set
to 1, § with the initial value set to 0.25 seconds. Motivated by
two recent summarization works [31], [12], we used a combi-
nation of handcrafted spatiotemporal features and high-level
features to improve the accuracy of summarization step. After
performing segmentation, LPQ-TOP features are extracted
from the shots. The window size used for Fourier phase
computation is set to [5,5] for LPQ-TOP features and we
chose the same window size for the computation of LPQ
descriptors in XY, XT and YT planes. The histogram of LPQ
descriptors with 256 bins from the three orthogonal planes
are combined to form 768-D LPQ-TOP descriptor which is
passed to SAE for generating a high-level representation.
The subsequent sections deal with finding the number of
hidden nodes in SAE, the parameter values used in SAE,
results obtained through the proposed method and also the
comparison of the proposed method with the other state-of-
the-art methods.
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FIGURE 4. Comparison of the number of hidden nodes in each layer and
reconstruction error.

1) FINDING NUMBER OF HIDDEN NODES OF SAE

There are no optimal techniques for choosing the number
of hidden layers [32]. Trial and error methods are usually
used for selecting the number of neurons [33]. The decision
of the number of nodes in the hidden layer is crucial as
it influences the components of the feature vector. Here,
we extracted the reduced feature vector from the last hidden
layer of SAE with two hidden layers. The dimensionality
of the feature vector is equal to the number of nodes in the
last hidden layer. The number of nodes is chosen so that
the reconstruction error between the input and the output
calculated as in (7), is minimum. FIGURE 4 shows the plot
of the number of hidden nodes versus reconstruction error on
SumMe dataset. Based on the plot, the number of nodes in
the first hidden layer is chosen to be 130 and that of second
hidden layer to be 50 nodes. The number of nodes in the
input layer is 768 which is equal to the dimension of feature
vectors. We have chosen the number of nodes in hidden layers
from [10,30,50,70,90,110,130,150,170,190]. The number of
nodes in the second hidden layer is plotted in the curve with
fixed value for the number of nodes in the first hidden layer
(130 nodes which corresponds to minimum reconstruction
error).

2) PARAMETER SETTING OF SAE

This section gives the values of six parameters that affect
the performance of SAE. The values of the parameters are
chosen as in [34] such that Sparsity penalty (8)=3, Sparsity
proportion (p)=0.05, Weight decay penalty (1)=0.003, Con-
vergence tolerance (y)=1e-9 and the Maximum number of
iterations (§)=400. The choice of activation function is also
very important in SAE. Based on preliminary experiments
conducted here, we selected the sigmoid function as it gave
better accuracy than ReLu function.

3) RESULTS OF THE PROPOSED METHOD
TABLE 1 illustrates the results of the proposed method on
each video in SumMe dataset. It gives the category of each
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TABLE 1. Results of the proposed method for each video in SumMe dataset. E - egocentric videos, M - moving videos, S - static videos.

Category | Video name NF;n | NFout| NSin NSoutput| RR Precision | Recall F-score
E Base jumping 4729 2454 84 63 0.481 0.497 0.186 0.277
E Bike Polo 3064 1625 55 49 0.469 0.760 0.321 0.421
E Scuba 2221 954 40 22 0.570 0.408 0.130 0.210
E Valparasio downhill 5178 2719 92 73 0.475 0.535 0.246 0.346
M Bearpark climbing 3341 1997 60 51 0.402 0.120 0.029 0.055
M Bus in rock tunnel 5131 1984 92 44 0.613 0.218 0.044 0.082
M Car railcrossing 5075 1486 91 42 0.707 0.417 0.109 0.182
M Cockpit landing 9046 4644 162 122 0.487 0.092 0.032 0.061
M Cooking 1286 348 23 11 0.729 0.451 0.200 0.311
M Eiffel tower 4971 1785 89 62 0.641 0.743 0.240 0.342
M Excavators river crossing | 9721 4829 174 132 0.503 0.397 0.184 0.280
M Jumps 950 259 17 5 0.727 0.695 0.398 0.540
M Kids playing in leaves 3187 1648 57 42 0.483 0.459 0.178 0.276
M Playing on water slide 3065 1729 55 46 0.436 0.053 0.008 0.016
M Saving dolphines 6683 4651 119 103 0.304 0.251 0.079 0.138
M St. Maartenlanding 1751 614 31 13 0.649 0.810 0.466 0.590
M Statue of Liberty 3863 2239 69 57 0.420 0.344 0.084 0.144
M Uncut evening flight 9672 4817 173 151 0.502 0.568 0.318 0.436
M Paluma jump 2574 829 46 24 0.678 0.558 0.273 0.394
M Playing ball 3120 1540 56 41 0.506 0.415 0.163 0.250
M Notre Dame 4608 2841 82 70 0.383 0.378 0.147 0.234
S Air Force one 4494 2666 80 68 0.407 0.706 0.366 0.461
S Fire Domino 1612 877 29 23 0.456 0.682 0.392 0.511
S Car over camera 4382 840 78 19 0.808 0.618 0.188 0.295
S Paint ball 6096 2360 109 69 0.613 0.666 0.333 0.456
S Mean 0.538(53.8%) | 0.474 0.205 0.292

video along with the name of the video, the number of
frames in the input video (NF;;,), the total number of output
frames (NVF ), the number of shots corresponding to input
video (NS;;), the number of shots in the output (NS oumpur),
Reduction rate (RR), Precision, Recall and F-score corre-
sponding to each video. RR is calculated as the ratio of the
number of frames in the output to the number of frames in
the input. The results show that the proposed method attain
an average reduction rate of about 50% with F-score of 0.292.
In the experiments, we evaluate our method using summaries
in the ground truth. For this, average F-score of each human
summary is calculated by comparing the summary gener-
ated by one particular user with those of the other users
which measures the performance of human summaries. The
average F-score of the human summaries in SumMe dataset
is 0.311 as given in TABLE 2. So, the proposed method
achieved an accuracy of 94.1% relative to the average human
score.

We also conducted experiments to evaluate the perfor-
mance of LPQ-TOP features and high-level features from
SAE. The LPQ-TOP features alone achieved a F-score
of 0.1742 and an accuracy of 56.01% relative to the aver-
age human score. The comparison of performance is given
in FIGURE 5. It is clear from the plot that combining
LPQ-TOP features with features from SAE provided consid-
erable increase in the accuracy.

4) COMPARISON WITH THE OTHER STATE-OF-THE-ART
METHODS

In order to validate our video summary evaluation
method, we conducted a comparative study of its perfor-
mance. We focused on evaluating six video summarization
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techniques using benchmark summaries in the SumMe
dataset. We used automatic summaries from existing sum-
marization techniques such as Uniform Sampling (US) which
selects video segments at uniform intervals to include in the
summary, Clustering based method (CLUST) in [22] which
finds key-segments by clustering of colour histogram, Visual
attention based method (ATTEN) in [35] which explore prin-
ciples of visual saliency to find important parts of video,
interestingness score based method (SUMME) in [2], Spa-
tiotemporal based method in [31] which combines spatial and
temporal features to assign a spatiotemporal score to each
segment and significant segments are selected based on this
score, and semantic features based method (SEMANTIC)
in [12]. TABLE 2. shows the results of the comparative
analysis of the proposed method with the other summariza-
tion techniques. It shows the F-score of each video in the
dataset using the different techniques and the F-score values
of human-generated summaries which is denoted as GT.
The F-score values of human-generated summaries of a
video measure the human performance which is computed by
comparing one user summary with summaries generated by
the other users. The average F-measure of these user-created
summaries is calculated and is compared with the F-score
of the proposed method and the F-score of other methods as
given in TABLE 2. The results show that our method with
an average performance of 94.1% performs better than the
recent approach based on semantic features with an average
performance of 90.3%. FIGURE 6 shows the performance
of different categories of videos in SumMe dataset and its
comparison with other methods. The results show that our
method attains better results for egocentric and static videos
with F-score of moving videos slightly lower but close to
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TABLE 2. Results of various categories of videos in SumMe dataset. E - egocent

ric videos, M - moving videos, S - static videos, uniform sampling (US),

clustering based method (CLUST), visual attention based method (ATTEN), interestingness score based method (SUMME), spatiotemporal based

method (S-T), semantic features based method (SEMANTIC).

Category | Video name GT usS CLUST ATTEN | SUMME | S-T SEMANTIC | Ours
E Base jumping 0.257 |0.117 |0.109 0.163 |0.121 0.205 |0.292 0.277
E Bike Polo 0.322 |0.195 |0.130 0.094 |0.352 0.191 |0.289 0.421
E Scuba 0.217 |0.079 |0.135 0227 |0.184 0204 |0.222 0.210
E Valparasio downhill 0272 |0.193 |0.154 0212 |0.242 0.250 |0.215 0.346
M Bearpark climbing 0.208 |0.101 |0.158 0.155 |0.118 0.268 |0.191 0.055
M Bus in rock tunnel 0.198 |0.133 |0.102 0.151 |0.135 0212 |0.303 0.082
M Car railcrossing 0.357 |0.134 |0.146 0.058 |0.362 0.144 |0.195 0.182
M Cockpit landing 0.279 |0.106 |0.156 0.143 | 0.172 0.176 | 0.334 0.061
M Cooking 0379 |0.135 |0.139 0.071 |0.321 0369 |0.272 0.311
M Eiffel tower 0312 |0.139 |0.179 0.088 |0.295 0.226 | 0.206 0.342
M Excavators river crossing | 0.303 | 0.170 |0.163 0.043 |0.189 0.212 |0.149 0.280
M Jumps 0.483 |0.013 |0.298 0.165 |0.427 0.548 |0.424 0.540
M Kids playing in leaves 0.289 |0.114 |0.165 0.169 | 0.089 0.184 |0.317 0.276
M Playing on water slide 0.195 |0.081 |0.141 0.114 |0.200 0.164 | 0.260 0.016
M Saving dolphines 0.188 |0.133 |0.214 0.174 |0.145 0.219 |0.189 0.138
M St. Maartenlanding 0.496 |0.121 |0.096 0.397 |0.313 0.354 |0.522 0.590
M Statue of Liberty 0.184 |0.128 |0.125 0.059 |0.192 0.159 |0.153 0.144
M Uncut evening flight 0.350 |0.136 |0.098 0.283 |0.271 0.327 |0.367 0.436
M Paluma jump 0.509 |0.221 |0.072 0.066 |0.181 0.193 |0.317 0.190
M Playing ball 0.277 |0.128 |0.176 0.132 | 0.174 0.191 |0.179 0.250
M Notre Dame 0.231 |0.205 |0.141 0.119 |0.235 0.259 |0.173 0.234
S Air Force one 0.332 |0.057 |0.143 0.215 |0.318 0.285 |0.437 0.461
S Fire Domino 0394 |0.148 |0.349 0.258 |0.130 0.354 |0.318 0.511
S Car over camera 0.346 | 0.129 |0.206 0.111 |0.372 0.303 |0.380 0.295
S Paint ball 0399 |0.071 |0.198 0292 |0.320 0.417 |0.346 0.456

Mean 0311 |0.129 |0.163 0.158 |0.234 0.257 |0.281 0.292
Relative to average human | 100% |41.5% |53% 51% 75% 82.6% |90.4% 94.1%
—LPQ-TOP,SAE LPQ-TOP
0.7
0.6
0.5
L
= 04
?
0.3
=
0.2
0.1
0

1 23 45 6 7 8 910111213141516171819202122232425
Videos in SumMe dataset

FIGURE 5. Evaluation of handcrafted features and high level features.

the other state-of-the-art methods. This is because in static
videos the movement of objects in consecutive frames is
lesser compared to other types of videos.

FIGURE 7 illustrates the sample output of summaries
generated by the proposed method of three videos, one video
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from each category as a plot with the frame number on
the X-axis and human-generated score on the Y-axis for the
selected frames as given in the ground truth of the dataset. For
a given frame, the score is calculated as the ratio of the num-
ber of users who has selected the particular frame as output to
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FIGURE 7. Comparison of summaries generated by the proposed method with the human generated summaries. (a) Static video ‘Fire
Domino’. (b) Egocentric video ‘Scuba’. (c) Moving video ‘St Maarten Landing"

the total number of users. If the total number of users is 15 and summaries and the output of the proposed method for the
the number of users who selected the frame is 1, the score static video ‘Fire Domino’, egocentric video ‘Scuba’ and
is 0.066 (%), the score is O if none of the users selected moving video ‘St Maarten Landing’, respectively. The over-
the frame and 1 if all the users selected the frame as key lapping blue and red line shows that the output generated

frame. FIGURE 7 (a - ¢) shows the plot of human-generated by the proposed approach is similar to those in the ground
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truth. The frames shown using solid red line shows mismatch
between the output and the ground truth (frames selected by
users not present in the output) and those shown using blue
dotted line show frames present in the output and not present
in the ground truth. The overlapping of plot generated by
the human summaries and the proposed method shows that
the summaries generated by the proposed method is similar
to that of the human-generated summaries corresponding to
each type of videos.

IV. CONCLUSION

Domain-independent dynamic video summarization is gain-
ing interest in research community due to the massive growth
of videos. In this paper, we propose domain independent
video summarization system based on the combination of
high and low-level features. The results show that the pro-
posed method attain good results compared to the other
state-of-the-art techniques. Future work includes fine-tuning
layers of SAE to extract more representative features from
video frames so that summarization results can be improved.
Exploitation of information from spatial as well as temporal
dimensions gives good recognition accuracy.
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