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ABSTRACT Surface/shape inspection is a common and highly repetitive task in the factory production line.
Using robots to automate the inspection process could help to reduce the costs and improve the productivities.
In robotized surface/shape inspection application, the planning problem is to find a near-optimal sequence of
robotic actions that inspect the surface areas of the target objects in a minimum cycle time, while satisfying
the coverage requirement. In this paper, we propose a novel computational framework to automatically
generate efficient robotic path online for surface/shape inspection application. Within the computational
framework, a Markov decision process (MDP) formulation is proposed for the coverage planning problem
in the industrial surface inspection with a robotic manipulator. A reinforcement learning-based search
algorithm is also proposed in the computational framework to generate planning policy online with the
MDP formulation of the robotic inspection problem for robotic inspection applications. Several case studies
are conducted to validate the effectiveness of the proposed method. It is observed that the proposed method
could automatically generate the inspection path online for different target objects to meet the coverage
requirement, with the presence of pose variation of the target object. In addition, the inspection cycle time
reduction is observed to be 24% on average compared to the previous approaches during these test instances.

INDEX TERMS Robotics, planning, artificial intelligence, reinforcement learning.

I. INTRODUCTION

A. BACKGROUND

In recent years, due to the rapid advancement of technologies
and the increase of labor costs, using robots with artificial
intelligence algorithms in the industrial automation to save
cost and improve the productivities has attracted much atten-
tion in various industrial sectors. One example of those indus-
trial automation applications with robots is the surface/shape
inspections in factory production lines [1], [2]. In many man-
ufacturing processes, the resultant surface profile of a manu-
factured product may be different from its intended designed
CAD profile. Thus, applying 3D surface/shape inspection is
required [3], [4] to ensure the quality of the manufactured
products in the factory production line.

Among the technologies involved in the robotized
surface/shape inspection application, robotic path generation
technology plays a crucial role for cost reduction and produc-
tivity improvement. There are several requirements to design
proper robotic path generation algorithm for these inspection
applications in factory production line. First, the algorithm
should be able to automatically generate path for differ-
ent target objects with different sizes and geometries, while
explicit manual robotic programming is not required with
new incoming products. Secondly, the algorithm should be
able to generate efficient robotic path, because this kind of
inspection task is highly repetitive and the inspection cycle
time is desired to be minimized for cost reduction. Moreover,
the algorithm should be able to generate path online such that
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the uncertainties encountered during the inspection process
can be properly handled; the sources of the uncertainties
include pose variation, surface inconsistency, measurement
noise and so on [5]-[7]. In this paper, the uncertainty we are
mainly addressing is the pose variation of the target objects
due to the errors in workpiece placement/localization process,
which is one of the most important issue found on factory
production line.

B. RELEVANT WORK

Automatically generating robotic path for the surface/shape
inspection tasks is usually considered as a Coverage Planning
Problem (CPP) [8]. For the inspection applications, the 3D
CAD model of the target object is usually known prior to
the planning process, although certain deviations (including
the shape and pose variations) between the CAD model and
actual object may exist [6]. Usually two sub-problems are
involved in the CPP: the View Planning Problem (VPP)
and the path planning problem [2], [9]. The former problem
refers to finding a set of viewpoints that cover the required
surface areas of the target object [5]; and the later refers to
finding a collision-free optimal (e.g., shortest time) robotic
path that visits the selected viewpoints [6]. For the inspection
applications, the VPP is usually formulated as an NP-hard Set
Covering Problem (SCP) or its variations [5], [7], and solved
by various approximation algorithms [10]. The path planning
problem is often formulated as a Traveling Salesman Prob-
lem (TSP) for the set of the selected viewpoints [11], [12].

The SCP and TSP in the model-based CPP are coupled
problems [6], [13], and solving them in two sequential sep-
arate processes usually decreases the quality of the optimiza-
tion results. In recent years, several improvements have been
made to the CPP solutions in robotic applications, including
combining the SCP and TSP to solve the two problems in
one optimization process to achieve better results [2]; or using
more effective sampling strategies to generate the candidate
viewpoints to improve the results [10]. These CAD-based
offline planning methods plan the robot inspection path only
in an offline and open-loop manner, therefore, they require
that the target workpieces to be placed and localized accu-
rately in the workspace with little pose errors. However, in the
industrial surface/shape inspection settings on production
line, the placement/localization of the workpiece often come
with non-negligible errors, then the offline methods could
fail and be unable to meet the coverage requirements of the
inspection applications [6], [7].

On the other hand, the online planning methods for
the inspection applications could help to solve the issue
by taking the feedback and compensating the errors
on-the-fly during each iteration. The Next-Best-View (NBV)
methods were the online planning methods proposed for
view / coverage planning problem, as summarized in the
surveys [5], [8], [14]. NBV-based methods select next view-
point greedily on-the-fly, with different modeling method
and selection criteria [15], [16]. The NBV-based methods
are robust to handle the uncertainties in the inspection
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applications, since they generates the planning policy online.
However, NBV-based methods usually only consider the local
best move as the planning policy at each step, and could
generate less efficient planning policy for the inspection
application.

Along with other successful applications of Reinforce-
ment Learning (RL) [17] as demonstrated in AlphaGo [18],
robotics [19] and Atari games [20], the RL techniques
have been applied to the viewpoint planning problems
recently [21], which optimizes the total return of the task
rather than the one-step rewards. With the Markov properties
on the state space [21], RL-based method is able to handle
online planning problem because the current states encode
all the information. Then the Q-learning, and SARSA have
been applied to the SCP from the VPP through learning a
variable A that adjusts the local search criteria. The work,
however, mainly focuses on viewpoints selection problem
without considering the path planning or the complexities of
the integrated path-viewpoints planning problems.

C. CONTRIBUTIONS
In this paper, we propose a novel method to automati-
cally generate efficient robotic path online in the factory
surface/shape inspection application, with the presence of
pose variation of the target objects. The main features of the
proposed method are:

« a novel computational framework that generates the
robotic inspection policy for different target workpieces
with different sizes and geometries, without any explicit
manual robotic programming required,;

o a Markov Decision Process (MDP) formulation of cov-
erage planning problem for the robotic surface/shape
inspection application;

« a Reinforcement Learning (RL) based tree search algo-
rithm that generates the policy on-the-fly to select the
actions with the proposed MDP formulation for the
robotized inspection application;

Il. PROPOSED MDP FORMULATION AND

SYSTEM MODELING

In robotic inspection applications, the path generation algo-
rithm is to find the viewpoints and robot paths that com-
plete the inspection task with required surface coverage,
as illustrated in Fig. 1. Because of the coverage constraints,
the path generation problem for inspection application is
often referred as a Coverage Planning Problem (CPP). Many
previous formulations [2], [13] consider the CPP for inspec-
tion application as an offline planning problem in a known
static environment, these formulations may fail if there are
certain shape discrepancies or pose variation of the target
objects (workpieces).

In this paper, to address the uncertainties encountered
during the inspection process on production line, especially
the pose variation of the target workpieces due to the errors
in workpiece placement/localization process, we propose a
Markov Decision Process (MDP) formulation to model the
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FIGURE 1. Overview: robotic surface/shape inspection in factory
production line.

CPP of the robotized inspection task. With the proposed
MDP formulation, efficient robotic inspection path can be
automatically generated on-the-fly, which is robust and able
to handle the pose variation problem.

A. ROBOTIC SURFACE/SHAPE INSPECTION AS

COVERAGE PLANNING PROBLEM

We first discuss the formulation of the Coverage Planning
Problem (CPP) for surface/shape inspection on production
line with robot. The CPP is to generate the robot motion plan
that consists of:

« a set of viewpoints that covers the required areas of the

target object,

« the robotic paths to move the 3D scanner between the

viewpoints,

« and the visiting sequence of the viewpoints.

The objective is to minimize the total cycle time. As dis-
cussed in [2], the CPP can be formulated as a combined View
Planning Problem (VPP) and path planning problem, with the
objective is to minimize the overall sum of inspection cost and
traveling cost, as described in Eq. 1 below:

min Y Tins(s) + D Toravet (i1, @), (1)

a;ea a;ea

inspection cost traveling cost

where a; is the action taken at i* time step; s; is the robot
state at the i time step, determined by the starting state and
actions taken: s; = f(so, ao, a1, - - - , aj—1). An action in this
paper refers to choosing a viewpoint and moving the robot
to the viewpoint. The coverage constraints are required but
not explicitly listed in the above formulation, as it is usually
slightly varied according to the application requirements.

B. MARKOV DECISION PROCESS FORMULATION

FOR COVERAGE PLANNING PROBLEM

In this paper, we propose a finite MDP formulation for the
online CPP of the robotized inspection task. The finite MDP
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is defined as a tuple (S, 7T, A, r, ), where S is the state
space; T is the state transition model; A is the action space;
r: Sx A — r € Ris the rewards; and A € [0, 1] is
the discount factor of the rewards, which is to emphasize the
current reward over the future reward.

The inspection applications in this paper follows the
episodic setting, where the episode is considered as ended
when the required coverage ratio is achieved. The objective
is to determine the next action to take, based on the current
robot pose and the current observed information of the target
workpiece. The action here refers to choosing a viewpoint and
moving the robot to place the 3D scanner to the viewpoint.
In the proposed MDP formulation, the state space is con-
structed by augmenting the all previous observed information
of the target workpiece to the current robot poses. With state
augmentation, a state s in the state space S consists of two
parts:

« the current pose of the robot p; that is drawn from a finite

sampled set Py, and

e a vector misz consisting of the coverage / observa-

tion information of the surface patches of the target
object.
Then with the state formulated as [py, mﬁwf], all previous
information is encoded in the current state, thus the require-
ments Markov properties are satisfied.

For the rewards and return in the MDP, because the objec-
tive of the industrial inspection applications is to minimize the
total cost, which is the overall inspection and traveling cost
after meeting the surface coverage requirement. Therefore,
instead of maximizing the total return, the MDP formulation
of CPP is to minimize the total cost.

Ill. THE PROPOSED COMPUTATIONAL FRAMEWORK

In this paper, we propose a novel computational frame-
work for the online path generation problem of the robotic
shape/surface inspection applications in the factory produc-
tion line. The proposed framework takes the robot model,
target object model, and the sensor specifications as input,
automatically generates the inspection policy online. There
are four individual sub-modules in this proposed framework,
as listed below:

o first, the viewpoints are randomly sampled around the
target object, and the robot poses to place the scanner to
the viewpoints are also computed;

« then the local planning module computes the collision-
free trajectories between those robot poses at the sam-
pled viewpoints;

« after that, visibility modeling and approximation step
evaluates the visibility of each viewpoint and surface
patch;

« lastly the online RL based planning algorithm is applied
to choose actions for inspection with the MDP formula-
tion, until the inspection process is completed.

A brief summary of the proposed computational framework
is shown in Fig. 2. The input and output of each sub-module
is also described in the figure.
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FIGURE 2. The proposed computational framework.

A. VIEWPOINTS AND POSE GENERATION

The first step of the proposed computational framework is to
generate the candidate viewpoints for the inspection task. The
viewpoints generation is done by randomly sampling redun-
dant viewpoints around the target object in the Euclidean
space. There are different methods that can be applied to
optimize the sampling efficiency, such as voxel dilation [2],
Medial Object [6], potential field [10] and so on. For this
paper, in order to reuse the sampled viewpoints, the cor-
responding poses, as well as the local planning trajectories
for target objects with different geometries, we randomly
sample viewpoint positions within a ellipsoid hemisphere in
the workspace. The center of the ellipsoid hemisphere used
for sampling is same as the center of the desired placement
position of the target object.

The viewing direction z; of a sampled viewpoint is firstly
generated to point to the center of the desired placement
position of the target object. Then randomized variance mod-
eled by Gaussian distribution in 3D space is added to the
viewing direction z to improve the exploration, as shown in
Eq. 2. This strategy ensures the viewpoints and local planning
trajectories could be reused for different target workpieces to
improve the computational efficiency.

, Z+kix,

S Nl i S 2
LT @+ ksl @

where x, ~ N3(0, X) is the multivariate Gaussian distri-
bution, k; is a parameter used to adjust the scale of the
randomization.

For each sampled viewpoint, a corresponding robot pose
is computed through Inverse Kinematics (IK). In this
paper, IK computation is implemented using the IKfast
algorithm [22], which is a high performance, open source
and general IK solver for serial robotic manipulators. IKfast
is available as an API under Robotic Operating Sys-
tem (ROS) [23] environment. The computed robot poses are
also validated by checking the collision with the environ-
ment through Flexible Collision Library (FCL) [24], where
a slightly larger bounding cylinder is used to model the
collision of target object in this paper, to ensure the collision
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FIGURE 3. Example of sampled viewpoints.

detection results can be reused and certain safety buffer
is included. If there is a failure in either the IK calcula-
tion or collision checking for a viewpoint, the viewpoint is
removed from the set of candidate viewpoints. An example
visualization of sampled viewpoints after validating with the
environment is shown in Fig. 3.

B. LOCAL PLANNING

Local planning sub-module is to find the collision-free
robot trajectories to move the 3D scanner from one view-
point to another. In this paper, sampling-based planning
method [25] is used to plan the robotic path and evaluating
the local traveling cost between the candidate viewpoints.
The choice of local planner can be flexible, depend-
ing on the environment and requirement of the applica-
tions. We use Rapidly-exploring Random Trees-Connect
(RRT-Connect [26]) to search for the local paths between
viewpoints. In this paper, Movelt [27] with Open Motion
Planning Library (OMPL) [28] is used in the implementa-
tion as a planning framework, under ROS [23] environment
(ROS-Indigo, Ubuntu 14.04 LTS), where the local planning
algorithm RRT-Connect can be directly called as an API
function through ROS service.
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The resultant local paths are parametrized with cubic spline
and stored as ROS trajectory format, which can be reused in
the future applications as long as the collision environment
stays unchanged. The trajectory parametrization with cubic
spline is done through Movelt [27] with ROS. They can
also be directly used with ROS-Industrial Package [29] for
the real-world robot, similar to the previous implementation
in [2]. An example of robotic path computed by the local
planner with collision awareness is shown in Fig. 4.

FIGURE 4. Example of collision-free robotic path computed by local
planner from different viewing angle: the starting robot pose is shown in
gray, the path is shown in green, and the end robot pose is shown in
orange.

The resultant trajectories and traveling costs are then stored
in the edge E,, of a motion Graph G(V,,, E,;). With the
visibility matrix and motion Graph computed, the MDP for
CPP of robotic inspection task discussed in this paper can
be then formulated. The state transition function 7 (s, a) can
be found by querying the visibility matrix to update the
visibility information mjmf, and querying the motion Graph
G(Vyp, Eyp) to update the robotic pose py.

C. VISIBILITY MODELING AND APPROXIMATION
For the inspection application, the model of the target object
is known and in triangular mesh format. There are usu-
ally geometric deviations due to the manufacturing pro-
cess, as well as the pose variations due to the workpiece
placement/localization error on the production line [2]. In this
paper, we mainly address the pose variation problem that
is a common problem on production line. An example of
pose variation is shown in Fig. 5. The surface of the target
workpiece is uniformly re-sampled using Bubble Mesh [30]
method. These triangular patches on the surface of the target
workpiece are then used for the estimation of the visibility
information.

The visibility information between the candidate view-
points and surface patches of target object is estimated and
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FIGURE 5. (a). Resampled target object with 2252 triangular patches in
total on the surface; the bounding box size is 187mm x 374mm x 237mm;
(b). Pose variation of target object of 20mm in both x,y axis, and 5° in
z-axis.

stored in a ng,,r X 1, visibility matrix, based on the specifica-
tions of the 3D scanner, as well as the poses of the viewpoints
and the surface patches. ng,,s is the number of surface patches
on the target object, n,, is the number of successfully sampled
candidate viewpoints. The visibility model used in this paper
is similar to many previous approaches [2], [7], the estima-
tion criteria are listed as follows:

o The surface patch must be in the Field of View (FOV) of

the sensor from the viewpoint.

o The surface patch must be in the viewing range of the

sensor from the viewpoint.

« The viewing angle must be within a range given by the

sensor specifications.

o There must be no occlusion between the viewpoint and

surface patches.

The approximated visibility information will be used in
the later RL-based online planning method. Note that there
are uncertainties of the visibility, which is caused by the
pose variation of the target object and limits the usage of the
offline CAD-based planning method. The visibility matrix is
pre-computed so that fast querying of visibility information
between the candidate viewpoints and the surface patches in
later steps to update the state variable miwf.

D. ONLINE COVERAGE PLANNING POLICY GENERATION
With the formulation of MDP, RL-based method can be
used to compute the inspection policy online. In this paper,
we propose a variation of Monte-Carlo Trees Search (MCTS)
method, which we termed as e-greedy Forward Tree
Search (FTS) method for online planning policy search,
with the MDP formulation for the robotized inspection
application.

MCTS and its variations have been successfully applied
to many applications in recent years, such as the game of
Go [18], [31], robotics [32], optimization [33]. It is consid-
ered as an important category of RL algorithms [17], [33].
In this paper, we utilize the proposed e-greedy FTS method
to solve the MDP formulated for the CPP in robotized inspec-
tion application. The planning policy is computed online by
iteratively building a search tree at each viewpoint during the
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inspection task, the inspection task is considered as complete
when the required coverage of the target surface is achieved.

Following the similar general structure of MCTS [33], four
steps are involved in the e-greedy FTS algorithm: Selection,
Expansion, Simulation and Back-propagation, where the first
two steps are usually combined as a tree policy, and a default
policy is ran at the Simulation step. The proposed method
starts by constructing a root node vp based on the current
state so (InitializeNode(sp)). In this tree policy, the Selection
steps refers to selecting a node on the tree, then Expansion
will create a child node of the selected node. After that,
the Simulation step will run a default policy based on the
state transition model 7~ of MDP, until the end of the episode.
Lastly the Back-propagation step updates the information of
the node and back trace to the root node. After building the
search tree, the best child of the root node is selected as the
next action, then the whole process is repeated [33], until
the completion of the inspection task.

Each node v in the Tree structure stores four variables:
the MDP state s, the count of visit N,, the total cost c,,
and the minimum cost ¢,. The choice of best child will
consider the ¢,, N, and c¢,. As shown in Algo.l, the
difference of the e-greedy FTS method is with the tree pol-
icy and simulation policy modified for the CPP for inspec-
tion applications, as described in Algo. 2 and Algo. 3. The
BackPropagation(vy, v, cost,) is to update the visiting count
and the cost of the nodes along the simulated path at each iter-
ation. Similar to general MCTS, the action will be taken when
the maximum search iteration is achieved, the process repeats
until the end of the episode, when the coverage constraint is
satisfied.

Algorithm 1 e-greedy FTS for CPP
Input: The current state, s € S
Output: The action to take in current state, ay € A
1: vg < InitializeNode(sg)
2: while within max iteration do
3 v <— TreePolicy(vop)
4 cost, <— DefaultPolicy(v)
5. BackPropagation(vy, v, cost,)
6
7
8

: end while
Pay < BestChild(vg)
: return ay,

In the tree policy stage, two steps are usually involved:
Selection and Expansion. In this paper, we use a e-greedy
approach in tree policy to balance exploration and exploita-
tion in the proposed method, as shown in Algo. 2. When
the node v is not a terminal node and within the computa-
tional budget, the algorithm may perform TreeExpansion(v)
to choose a valid random action from the action set .4 and
expands the resultant node to the search tree. The algorithm
may also choose an existing child node randomly or choose
the best child node of the current node, and repeat the process.
The choice of best child (BestChild(vg)) is based on the
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Algorithm 2 TreePolicy
Input: A starting node, v; tree expansion rate €p exploration
rate €1,
Output: A resultant node, v/
1: while v is non-terminal and within search budget do
2 if v is expandable and Random(0,1)< € then
3 return TreeExpansion(v)
4:  else if Random(0,1) < ¢; then
5
6
7

v < RandomChild(v)
else
v < BestChild(v)
8: end if
9: end while
10: VvV < v
11: return v

weighted combination of average cost and best (minimum)

cost of the Monte-Carlo simulation in the e-greedy FTS,
as shown in Eq. 3.

’ . Cy

v’ = argmin((l — o)gy + o —

3
Vey Ny

where V is the set of children node of vg.

Algorithm 3 DefaultPolicy
Input: A node v with MDP state s;
Output: A simulation result, ¢

1. ¢c <0
2: while coverage ratio not achieved do
3 a < ForwardGreedySearch(s)
4: s, c < UpdateByModel(s, a)
5
6

- end while
: return c

For the default policy (described in Algo. 3) used in the
Simulation stage, instead of using random policy, we apply

FIGURE 6. Experiment setup: the target objects (shown in light blue) are
placed on the conveyor in front of a robotic manipulator, where a 3D
scanner is mounted on the end-effector of the robot.
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FIGURE 7. The computed inspection trajectory.

(a) (b)

FIGURE 8. The computed inspection poses.

the greedy forward search algorithm. The method uses the
visibility information of the estimated model, although the
observed information might be imperfect due to positioning
deviations. In the default policy, ForwardGreedySearch(p)
returns an action that has the highest incremental coverage
over the resultant cost by the action at the current state,
as described in details in Eq. 4. UpdateByModel(p, a) is to
update the coverage and state information in the Simulation
step.
Acov(s, a)
a = argmax @)
ac A Tins(8) + Trraveir (s, T(S, a))

where Acov(s, a) is the incremental coverage by taking action
a at state s, Tj,5(s) is the inspection cost and Tyayer (s, 8') is the
traveling cost between two states.

IV. COMPUTATIONAL EXPERIMENT

As shown in Fig. 6, the detailed experimental setting fea-
tures a surface/shape inspection process on the factory
production line. A robot manipulator is placed in front of
the conveyor, with a 3D scanner mounted on its end-effector;
the target workpiece is placed on the conveyor. The robot
starts the inspection from its home pose, after completing the
surface scan with a required coverage ratio, it returns back to
the home pose in order to prepare for the inspection of the next
target workpiece. For all the instances in the computational
experiment, we sampled 500 candidate viewpoints around the
target object. The computational experiments are conducted
in the ROS environment [23], with an ABB IRB-4600 [34]
industrial manipulator and a Artec Eva 3D scanner [35].
A discount factor A = 0.95 is used across all the compu-
tational instances in this paper. Other sensor parameters are
shown in the Table 1.
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(d) (e

TABLE 1. Sensor parameters.

FOV 30°, 21°
Camera Pixels 536 x 371
Viewing Angle 75°
Viewing Range (meters) (0.4,1.0)

FIGURE 9. The resultant joint trajectories of the inspection process for
Fig. 7: the x-axis is the time (measured in seconds), y-axis is the joint
positions (measured in rads). For the colored region, the gray color is the
time spent on inspection at the viewpoints, the white color part is time
spent when traveling between the viewpoints.

FIGURE 10. Average cycle time (measured in seconds) for different pose
deviations.

We first start to apply the proposed computational frame-
work to a mechanical target workpiece, as shown in Fig. Sa
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(e) ® €3] ()

FIGURE 11. The polygonal geometric model of the target object used in this paper. (a) Bunny. (b) Gnome. (c) Mech. (d) Mech2. (e) Fox.

(f) Chess. (g) Bunny2. (h) Mech3.

TABLE 2. Average cycle time for the planned robotic inspection task (measured in seconds).

Bunny

Gnome Mech

Mech2 Fox Chess Bunny2 Mech3

NBV-Greedy, 96%
e-greedy FTS, 96%
Improvement, 96%

415
29.3
29.5%

32.6
28.8
11.7%

333
24.4

26.6%

35.0
31.6
9.8%

31.6
20.4
35.3%

16.6
14.4
13.1%

30.0 22.7
21.0 19.3
30.1% 15.0%

NBV-Greedy, 98%
e-greedy FTS, 98%
Improvement, 98%

56.7
34.7
38.8%

44.6
33.1
25.9%

39.2
29.4

24.9%

46.1
36.8
20.2%

31.6
26.5
15.9%

25.7
14.5
43.5%

324 30.1
27.8 21.4
14.1%  29.1%

in previous section. We run the computational test under dif-
ferent pose variations, with a required coverage ratio of 96%,
rotational deviation of 5° on z-axis. The average cycle time
required (based on 10 trials) for the inspection with respect
to different pose variation is shown in Fig. 10. The resul-
tant robot inspection trajectories and poses of one inspection
process are shown in Fig. 7 and Fig. 8. The robot starts the
inspection from the its home pose (as shown in the Fig. 8 (a),
then move to each desired inspection pose (Fig. 8 (b) to (e)) to
conduct the measurement, then return back to the home pose
to prepare for the next round of inspection. In this instance,
four measurements are required to complete the inspection
task, computed by the proposed method. The corresponding
joint trajectories of the inspection process computed by the
local planner are shown in Fig. 9.

V. ADDTIONAL EXPERIMENTS AND RESULTS

In order to further validate the proposed framework
and benchmark with the other methods, we also con-
duct several additional computational tests, and benchmark
the proposed e-greedy FTS method with the Next-Best-
View (NBV) [5], [16] method, which is used as baseline in [2]
and [36] with similar applications. The target workpieces
with different sizes and shapes used are as shown in Fig. 11.
In these computational instances, a position deviation of
15 mm in both x and y axis, and a rotation deviation of 5°
in z-axis is used.

For the inspection application with considering uncertain-
ties in positioning variation of the target workpiece, we use
96% and 98% as the requirements for the coverage ratios,
which are similar and comparable to [6]. The actual pose of
the target workpiece is assumed to be placed slightly away
from its desired poses. Constant inspection time of 1.0 sec-
ond is used for inspecting the target object at each view-
points. As summarized in the Table 2, the proposed e-greedy

VOLUME 6, 2018
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FIGURE 12. Cycle time comparison of e-greedy FTS (shown in green) and
NBV-greedy (shown in red) methods with different coverage ratio
requirements. (a) Bunny. (b) Gnome. (c) Mech. (d) Mech2.

FTS method performs better than the traditional NBV-greedy
framework with greedy search method in all experimental
instances without any exception. The reduction of the inspec-
tion cycle time are ranged between 9.8 % to 43.5%. Except the
only instance of mech with 96% coverage requirement, dou-
ble digit improvements are observed on all other experimental
instances. The average cycle time reduction is 21.4% for 96%
coverage ratio and 26.6% for 98% coverage ratio among all
the instances.

Additionally, as shown in Fig. 12, we compare the per-
formance of e-greedy FTS method and NBV-greedy method
over different coverage ratios range from 90% to 98%, on the
first four target objects: bunny, gnome, mech and mech2.
It is shown that the proposed e-greedy FTS method (shown
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FIGURE 13. Example robotic poses for the surface/shape inspection tasks computed by the ¢-greedy FTS method proposed in this paper, three inspection

poses for each target object are randomly chosen to be visualized in this plot.

in green) constantly outperforms the NBV-greedy approach
with different required coverage ratios over these models.
The results of the NBV-Greedy method (shown in red) are
deterministic when the environment is given. It is noticed that
the improvement is higher when the required coverage ratio
is higher in general, which is mainly due to the difficulties of
covering the last few percentage of the surface area in the cov-
erage planning problems, similar to the observations discov-
ered in the pure VPP-SCP problem discussed in [21]. Some
selected example robotic inspection poses of the planning
results using the e-greedy FT'S method are shown in Fig. 13.

VI. DISCUSSIONS

The computational tests demonstrate that the proposed frame-
work with MDP formulation and e-greedy FTS search
method is able to automatically generate efficient planning
policy online for different target workpieces with differ-
ent sizes and geometries robustly. In addition, the quanti-
tative results show that the proposed e-greedy FTS method
performs better than the NBV approach, which is aligned
with our expectations. There are several reasons. First, the
NBV-greedy approach only considers the current best actions
(similar to the local optima), but the overall actions might
not be of good quality; on the contrast, the e-greedy FTS
performs simulations towards the end of episodes and explor-
ing the state space to achieve better total return. Intuitively
speaking, NB V-greedy approach only looks at one step ahead,
while e-greedy FTS method not only looks at many action
steps ahead, but also tries to explore different actions based
on the simulation results, in order to achieve better over-
all results. Moreover, another possible reason is that the
model-based forward search approach helps to exclude the
outliers by considering the average return, where the NBV
method only chooses a local optimal viewpoint based on the
estimated visibility.
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VIi. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel computational frame-
work to automatically generate the inspection plan online
for robotic inspection application. The proposed method uti-
lizes a Markov Decision Process (MDP) formulation and a
online policy search algorithm for Coverage Planning Prob-
lem (CPP) in the factory surface/shape inspection application
with a robotic manipulator. The proposed framework is val-
idated in several computational instances of different target
workpieces with different geometries and under different con-
ditions. In addition, the proposed framework is demonstrated
to be able to handle the online coverage planning problem in
the robotic inspection applications, with the presence of pose
variation of the target workpiece. Moreover, within the pro-
posed computational framework, the proposed e-greedy FTS
is able to outperform the previous NBV-based method for
the inspection process. The maximum cycle time reduction is
observed to be 43.5%, and the average cycle time reduction
is observed to be 24.0% among these test instances.

For the future work, since we have proposed the over-
all computational framework of the online automatic path
generation for robotic inspection application, we are inter-
ested in improving each sub-module of the computational
framework to optimize the overall performance and robust-
ness. More specifically, we would like to investigate differ-
ent methods to better estimate the visibility model, such as
conditional probabilistic visibility modeling method. More-
over, local planning and efficient viewpoints sampling meth-
ods also worth further research to improve computational
efficiency and to explore the state space more efficiently.
Additionally, we would also like to investigate more on the
tree policy and the default simulation policy in the policy
search algorithm to further improve the results, by adding
search heuristics or using neural networks for value function
approximation.
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