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ABSTRACT This paper presents a high efficiency video codec-based spatial mixed-resolution stereo video
codec. The proposed codec applies a frame interleaving algorithm to reorder the stereo video frames
into a single stream of monoscopic video. The challenge for mixed-resolution video coding is to enable
the codec to encode frames with different frame resolutions. This issue is addressed by superimposing a
low-resolution replica of the decoded I-frame on its respective decoded picture, where remaining space of
the frame is set to zero. This significantly reduces the computation cost for finding the best match. The
proposed codec’s reference frames structure is designed to efficiently exploit both temporal and inter-view
correlations. The performance of the proposed codec is assessed using five standard multiview video data
sets and benchmarked against that of the anchor and the state-of-the-art techniques. Results show that the
proposed codec yields significantly higher coding performance comparedwith the anchor and state-of-the-art
techniques.

INDEX TERMS HEVC, mixed-resolution video codec, stereo video coding, low bitrate transmission.

I. INTRODUCTION
Over the last decade, numerous 3D video technologies,
such as: holography, stereo video systems, video plus depth
and multiview video codecs, have been developed. Stereo
and multiview video codecs have evolved over time and
are used in a range of applications such as: 3D surveil-
lance, remote vehicle navigation, robotics and automation,
e-learning systems and 3D machine-vision applications for
object localization, identification and measurement [1], [2].
With the growing popularity of 3D video applications, rang-
ing from low resolution to ultra-high definition (UHD) video
content, demand for their efficient compression has dras-
tically increased. According to Cisco’s Visual Networking
Index (VNI) forecast for 2016-2021, it is anticipated that
by 2021, 73% of the overall IP traffic will be used by
both business and domestic users would be from non-PC
devices. It is also anticipated that, 82% of the total IP traf-
fic would be used for visual content communication [3].
In order to meet the growing video coding demands in various
fields of applications, many standard as well as non-standard
stereo and Multiview Video Coding (MVC) techniques, e.g.
H.264/MPEG-4 AVC, MVC and MV-HEVC codecs, have
been released over the years [4]–[6]. Video coding stan-
dardization organizations, namely the ITU-T Video Coding
Experts Group (VCEG) and the ISO/IEC Moving Picture
Experts Group (MPEG), jointly published High Efficiency

Video Coding (HEVC) standard in 2013 to address diverse
video transmission applications’ requirements [7]. A stan-
dardized extension of HEVC for multiview view videos,
called MV-HEVC, was published to encode texture based
stereo and multiview videos in 2014 [6]. In addition to
exploiting spatial and temporal correlations within video
sequences, stereo andmultiview video codecs extensively uti-
lize inter-view correlations to efficiently compress the huge
amounts of visual information within views [8], [9]. These
coding techniques primarily use advanced disparity or motion
prediction and compensation techniques in a multi-layered
architecture to exploit correlations between temporal frames
and neighboring views. However, the amount of buffer mem-
ory that MVC requires for additional decoded pictures due
to its multi-layered coding architecture, restricts the number
of views that can be used to perform efficient disparity pre-
diction and compensation [10]. In addition, it is obligatory
for MVC based coding techniques to use larger quantization
steps for encoding stereo videos in order to meet the require-
ments of low bitrate transmission. This results in distortions
and blocking artefacts in its decoded frames, due to the loss
of high frequency information. An insight into the low bitrate
HEVC and MV-HEVC’s bitstreams has revealed that slice
data overhead, due to the large frame size, consumes more
bits than required to send the actual visual information of
the video frames [6], [7], [11]. In order to address these
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shortcomings of the current stereo video codecs, a single
layered asymmetric spatial resolution video codec for stereo
videos based on HEVC codec is presented in this paper. The
remainder of this paper is organized as follows: Section II
gives an overview of asymmetric spatial resolution video
codecs and a review on the state-of-the-art stereo video cod-
ing techniques for low bitrate transmission. In section III,
the mixed-resolution stereo videos frame interleaving algo-
rithm, up- and down-sampling methods for the intermediate
frames and the design of the proposed codec are presented.
Experimental results are analyzed in Section IV and finally,
the paper is concluded in Section V.

II. RELATED WORK
A mixed-resolution based stereo video coding method was
first reported in [8], which reduces the number of bits required
to represent the stereo video sequences. Mixed-resolution
based stereo video coding methods, which are sometimes
referred to as asymmetric spatial resolution video codecs,
were reported in [8] and [12]. These codecs deliver a subjec-
tively acceptable 3D viewing experience, because the human
visual system is less sensitive to high frequency components
of the video frames [8], [9]. Subjective quality assessment
of decoded frames of these codecs has confirmed that the
asymmetric spatial stereo video codecs’ video frames do not
exhibit any statistical change with regard to eye dominance
of the subject [13], [14]. In another subjective evaluations,
related to the quality of both spatially and temporally down-
sampled stereo video frames, have shown that the spatially
down-sampled stereoscopic videos are more favored for low
bitrate transmission [15], [16]. Many algorithms for asym-
metric mixed-resolution stereoscopic video coding have been
developed in recent years [17]–[22], [24]–[28]. It was shown
in [17] and [18] that a combination of frame down-sampling
and inter-view prediction, when employed in asymmetric
stereo video codecs, produces higher coding performance
than that of the symmetric codecs for low bitrates transmis-
sion. Disparity or motion prediction and compensation of a
down-sampled frame from a full resolution frame has been
investigated in [19] and [20], and the findings of these inves-
tigations show that this prediction results in a higher coding
performance. An adaptive spatial mixed-resolution coding
technique usingMV-HEVCwas proposed in [21]. This codec
selects a down sampling factor that yields highest coding
performance by comparing the frequency power spectrums
of adjacent views using various quality metrics. Authors
reported 3.38% bitrate reduction over MV-HEVC codec for
coding five different camera-captured standard stereo video
sequences.

A perceptually driven Non-uniform Asymmetric Stereo-
scopic Video Codec (NASVC) was reported in [22]. This
coding technique splits the input videos into a set of signif-
icant and manageable video segments, which have similar
contents, using shot boundary detection algorithm [23]. The
right view frames are encoded in full resolution and are used

as the reference frames. It filters and down-samples left view
frames using a blur filter. The blur-filter is a circular kernel
filter and its parameters for each segment are calculated by
taking into account disparity map of that segment’s key-
frame and perceptual weights. Authors reported an aver-
age of 1.13 dB higher coding performance by the NASVC
method compared to MV-HEVC codec. However, no sig-
nificant coding performance at low bitrates was reported.
A mixed-resolution stereoscopic video coding technique
using HEVC, called Symmetric Mixed-Resolution Stereo-
scopic Video Codec (SMRSVC), was introduced in [24],
to reduce the interview frame quality-imbalances to less
than 2dB. The frame prediction structure of the SMRSVC
codec shows that the left view frames are coded independent
of the right view frames, with the first frame in each Group
of Picture (GOP) of each view coded at its full resolution.
Though this study shows that the proposed codec reduces the
quality-imbalance to less than 2 dB, the inter-view frames
correlations are not fully exploited, as the first frames of both
views are encoded in full resolution. The full capability of
the mixed-resolution stereo video coding technique is not
efficiently utilized. The coding performance of SMRSVC
codec shows comparable results to that of the MV-HEVC
codec, when coding stereo videos.

An asymmetric stereo video codingmodel based on Binoc-
ular Just-Noticeable-Difference (BJND), which harnesses the
human binocular vision’s properties, to determine the mini-
mum distortion in one view that induce binocularly visible
differences was introduced in [25]. In this BJND model,
the perceptible distortion threshold of stereoscopic images
are measured for binocular vision to create the luminance
mask, which is subsequently integrated with the contrast
mask. A Just-Noticeable-Difference (JND) based asymmet-
ric stereo video codec was proposed in [26], which dis-
cards chrominance channels, while controlling the luminance
quality of the right view frames by applying thresholds
at just above the noticeable distortion level. A binocular-
combination-oriented (BCO), perceptual based, stereoscopic
3D rate distortion optimization (BCO-stereo-RDO) coding
technique was reported in [27], which uses difference of
Gaussian model in frequency domain of video frames to
quantitatively characterize binocular 3D perceptual distor-
tion between the stereo views. The BCO-stereo-RDO video
coding technique mainly focuses on saving bitrate by opti-
mizing the perceived stereoscopic 3D video quality. Hence,
this codec is unable to achieve significant bitrate saving
compared to the standard codec. An asymmetric stereo video
coding technique, using a disparity JND model, was pro-
posed in [28]. This codec combines disparity JND model
with spatio-temporal JND, in addition to luminance and tex-
ture masking. In this technique, the disparity JND model is
obtained from disparity masks of the human visual system
(HVS). The experimental results demonstrate that their cod-
ing technique effectively removes the perceptual redundancy
within the stereo videos. Although their experimental results
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show that the codec outperforms the MV-HEVC codec at
higher bitrates, its coding performance deteriorates as bitrate
decreases.

Although, BJND and JND based asymmetric stereo video
coding methods can save 6.6% to 34% of the bitrate, com-
pared to the standard codecs, a subjective evaluation of the
coded videos at low bitrates show that their videos do not
fulfil the minimum quality requirement [29], [30]. This is
due to the use of larger quantization parameters by BJND
and JND based asymmetric stereo video coding methods.
On the other hand, stereo video coding techniques based on
the standard multiview extensions (in the likes of MVC or
MV-HEVC), such as [21], [22] and [24], extensively rely
on inter-view prediction/compensation for asymmetric stereo
video coding. Mallik et al. [31] previous study on coding
frame interleaved monoscopic stereo videos, has shown a
reduced decoding complexity and signaling overhead, com-
pared to multi-layered stereo video coding approaches (MVC
and MV-HEVC). As the stereo video frames are temporally
interleaved, the proposed codec’s reference frame structure
allows cross-frame (also called as lateral frame) referenc-
ing [5], which is neither supported by the standardMV-HEVC
codec nor by the state-of-the-art codecs [21], [22], [24].

In this paper, a HEVC texture based mixed spatial resolu-
tion codec, which was initially reported in [32], that has been
extended to code stereo videos is presented. The proposed
codec applies an interleaving algorithm and resolution down-
sampling technique on the selected video frames to generate
a single stream video sequence of the same size [33]. Each
resulting low resolution frame is superimposed on the top left
quadrant of a zero pixel value frame as shown in Figure 3.
The standard HEVC codec is amended and configured to
code frame interleaved mixed spatial resolution stereo video
frames. Experimental results using five benchmarkmultiview
video datasets show that the proposed codec generates signifi-
cantly higher coding performance than the anchorMV-HEVC
codec as well as other state-of-the-art mixed-resolution stereo
video codecs. A comprehensive description of the proposed
HEVC based Mixed-Resolution Stereo Video codec, detail-
ing modifications to the standard HEVC codec, is presented
in Section III.

III. PROPOSED HEVC BASED MIXED-RESOLUTION
STEREO VIDEO CODEC
Stereo videos involves the use of two identical cameras with
parallel or converging axes, where video pairs are simul-
taneously acquired. Stereo video codecs facilitate efficient
video compression for transmission and saves storage space.
The proposed HEVC based Mixed-Resolution Stereo Video
Coding (HEVC-MRSVC) scheme is developed within the
standard HEVC codec’s software framework [11]. The stereo
video codec proposed in this research aims to attain high
compression ratio while maintaining high stereo video qual-
ity for low bitrate transmission. The frame architecture of
the proposed HEVC-MRSVC codec is shown in Figure 1.
This figure depicts the encoding of the selected key frames at

FIGURE 1. Frame architecture of the proposed mixed-resolution stereo
video codec.

TABLE 1. Blackman 2D FIR filter coefficients.

FIGURE 2. Frame interleaving algorithm’s contour to reorder stereo
frames (a) full resolution input video frames and (b) their respective
mix-resolution frames.

their original resolution, whereas the intermediate (non-key)
frames are filtered and down-sampled to reduce their resolu-
tion and then encoded. From Figure 1, it can also be noted that
the key frames are always selected from the left view frames.
The proposed HEVC-MRSVC codec encodes the key frames
at their full resolution as I-frames, whereas the low reso-
lution intermediate frames are encoded as P- or B-frames.
The frame interleaving algorithm, for stereo videos [31],
enables the proposed codec to rearrange the mixed-resolution
stereo video frames of each GOP, such that two tempo-
ral consecutive frames of each view are always adjacent
to each other, as shown in Figure2. The resulting single
stream video sequence, is represented by the dotted arrows
in Figure 2(a) and Figure 2(b) shows the intermediate frames
low resolution that are superimposed onto zero values frames.
The HEVC standard video coding scheme, JCT-VC HEVC
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FIGURE 3. Intermediate input B- or P-frame and its superimposed low
resolution frame.

version HM16.12 software, has been amended and config-
ured to code the frame interleaved mixed-resolution stereo
video frames. The full resolution original size intermediate
P- and B-frames are first smoothened using a Blackman 2D
FIR low-pass filter to diminish aliasing artefacts and phase
shift due to down-sampling [34]. The Blackman filter coeffi-
cients are tabulated in Table 1. The Blackman 2D FIR filter
has shown to deliver perceptually higher visual quality, when
it is used to generate low resolution images compared to other
smoothing methods (e.g. Hanning or Hamming windows).
A filter size of 3×3 was found to be perceptually effec-
tive while not inducing significant computation cost to the
codec. The filtered P- and B-frames are both horizontally
and vertically down-sampled by a factor of two, to main-
tain the aspect ratio of the full resolution frames [33].
The resulting low resolution P- and B-frames are overlaid
on the top left quadrant of their full resolution frames,
where their remaining pixels are set to zeros, as illustrated
in Figure 3, [33]. Since HEVC codec encodes spatial uniform
areas with larger Coding Tree Units (CTU), the three quad-
rants’ zero value pixels are encoded with minimum signal-
ing bits. Therefore, in the proposed HEVC-MRSVC code’s
design, the intermediate and the key frames have the same
frame size, though their frame information are at different res-
olutions. However, this poses another challenge, which is the
inherent challenge in designing any mixed-resolution video
codecs, where motion or disparity estimation and compensa-
tion must be performed between frames at different resolu-
tions. When implementing the codec in HEVC’s framework,
this challenge becomes evenmore complex as the codec splits
each frame into its coding tree units (CTU). Each CTU rep-
resents one luma and two chroma coding tree blocks (CTB),
with a syntax associated with the CTBs. The CTUs are fur-
ther partitioned into coding unit (CU), where the size of the
CUs have frame data dependency [7], [11], and the CU sub-
divisions are specified in the CTU through their respective
quad tree syntax. Similar to CTUs, CUs also contain luma
and chroma details with their related syntax. The CUs in a
CTU are coded in a z-scan order, as shown in Figure 4 [7].
To address this issue, the proposed codec saves a copy of the
decoded I-frame locally, in its full resolution, along with its
status flag and CTU details (from the slice header) outside the
Decoded Picture Buffer (DPB). In HEVC motion prediction,

FIGURE 4. An example of HEVC’s 64X64 luma CTU partitioned into CUs
of 8x8 to 32X32 luma samples, with the numbers representing the coding
order of the CUs [7].

FIGURE 5. Frame referencing architecture of the proposed codec.

intra-frame prediction and in-loop deblocking filtering are
all based on CTB. The HEVC reconstruction function, which
is available to deblocking filter, is used in conjunction with
DPB in the proposed codec to generate a low resolution
replica of the I-frame, as shown in Figure 3. The resulting low
resolution replica of the I-frame contains the superimposed
low resolution I-frame at the top left quadrant of the zero
value frame. In HEVC, group of CTUs of a picture are stuck
together to form one or more slices. Encoded slice segments
contains their specific slice segment headers, followed by the
slice segment data. All the control and signaling information
of the CTUswithin a slice segment of the codec are kept in the
header of the slice segment. The slice header and the first slice
segment header of the codec contain the Picture Order Count
(POC), slice type and picture output flag details along with
other control information. Therefore, in the proposed HEVC-
MRSVC codec the coding tree algorithm splits the resulting
low resolution replica of each I-frame into CTUs and updates
its I-Slice header, accordingly. In addition, the full resolution
frame I-frame will be replaced by its low resolution replica
I-frame in DPB memory buffer. The resulting frame refer-
encing architecture of the proposed HEVC-MRSVC coding
scheme is illustrated in Figure 5. From Figure 5, it can be
noted that all video frames including the I-frames, have the
same frame size, which enables the standard HEVC codec’s
algorithm to performmotion or disparity estimation and com-
pensation. A flow chart of the algorithm for generating a
low resolution replica of the I-frame is shown in Figure 6.
The encoded frame is reconstructed and saved in the DPB,
as long as it is required, for referencing. In the proposed
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FIGURE 6. Flow chart of Key frame down-sampling function.

codec, the header of the reconstructed frame to be saved
in the DPB is checked for key frame (which is encoded as
an I-frame), if it is an I-frame, it saves a copy of the
I-frame and its slice header details in a local memory outside
the DPB. It then generates a low resolution replica of this
I-frame and saves it in its respective location in the DPB
and makes it available for motion or disparity estimation and
compensation. The low resolution replica of the I-frame will
remain in the DPB until it is needed for referencing (this is
determined by the reference frame architecture). As the stereo
video frames are interleaved, the proposed HEVC-MRSVC
codec’s reference frame structure allows cross-frame (also
called as lateral frame) referencing [5], in addition to tempo-
ral and inter-view referencing, as demonstrated in Figure 7.
The GOP size and intra frame period for the presented
results are set to 16 and 48 frames, respectively. On the
decoder end, the decoded low resolution video frames are
enlarged using the Bi-cubic interpolation method to recover
the original video frame size, as displayed in Figure 8. The
decoded intermediate low resolution frames are enlarged and
de-interleaved to generate the decoded full resolution stereo
video sequences [33].

FIGURE 7. Reference frame structure of the proposed mixed resolution
stereo video codec.

FIGURE 8. Enlarged decoded intermediate B- or P-frame.

The main purpose of disparity or motion prediction and
compensation is to lessen the energy of the difference block
by finding the block contents in the frame of its neighboring
view or the previous frame of the same camera. Investigation
has shown that disparity estimation and compensation search
area is dependent on inter-cameras angle and the distance of
the camera from the scene [35]. In this research, the search
area is set to 96 for motion or disparity estimation and com-
pensation, to mitigate the effect of multiview imaging system
on coding performance of the codec.

IV. EXPERIMENTAL RESULTS
To assess the coding performance of the proposed
HEVC based mixed-resolution stereo video codec (HEVC-
MRSVC) [33], five standard multiview video datasets
(of 4:2:0 format with 8 bit pixel resolution) called:
‘‘Poznan_Street’’, ‘‘Undo_Dancer’’, ‘‘Newspaper1’’, ‘‘Bal-
loons’’ and ‘‘Kendo’’ were selected and tested [36]. These
datasets represent scenes illuminated by various light sources
with different scene features, covering a range of enter-
tainment and interactive applications captured by differ-
ent multiview imaging systems. To provide the reader an
overview of these datasets, the first frame of the left view of
each of these videos are shown in Figure 9. These datasets
include scenes with both stationary and non-stationary
backgrounds exposed to different levels of illumination.
The datasets ‘‘Kendo’’, ‘‘Balloons’’ and ‘‘Newspaper1’’ are
recorded at 1024×768 resolutions with 30 frames per second
(30 Hz), while ‘‘Poznan_Street’’ and ‘‘Undo_Dancer’’ have
1920×1088 resolutions with 25 frames per second (25 Hz).
To assess and compare the coding competency of the pro-
posed HEVC-MRSVC codec against the anchor MV-HEVC

VOLUME 6, 2018 52695



B. Mallik et al.: HEVC-Based Mixed-Resolution Stereo Video Codec

FIGURE 9. First frame of view 1 of standard multiview dataset:
(a) ‘‘Balloons’’, (b) ‘‘Newspaper1’’, (c) ‘‘Undo_Dancer’’, (d) ‘‘Kendo’’,
(e) ‘‘Poznan_Street’’.

codec, views 5-4, 1-5, 2-4, 1-3, and 1-3, of the ‘‘Poz-
nan_Street’’, ‘‘Undo_Dancer’’, ‘‘Newspaper1’’, ‘‘Balloons’’
and ‘‘Kendo, benchmark multiview videos were respectively
chosen to create five pairs of stereo video datasets and used in
the analysis. The standard MV-HEVC codec’s performance
results, which are used as the anchor in the analysis, for
the chosen test stereo video views, are freely accessible in
JCT3V-G1100 Common Test Condition (CTC) documenta-
tion [36]. Therefore, same views of these test stereo videos
were used in this research for a generalized evaluation across
the community.

A. CODING PERFORMANCE ANALYSIS
The effectiveness of the proposed HEVC-MRSVC codec is
compared with that of the anchor MV-HEVC for encoding
each of the selected stereo video dataset at different Quantiza-
tion Parameters (QP). Combined peak signal to noise ratios of
Y-, U- and V-components (YUV-PSNR), which is a weighted
sum of the average PSNR per video frames of the individual
components (Y PSNR,UPSNR, andVPSNR) of the decoded
and enlarged left and right view videos’ frames together,
as defined in (1) [37], is employed to assess the objective
quality of the codec.

YUV PSNR =
(6.Y PSNR+ U PSNR+ V PSNR)

8
(1)

FIGURE 10. YUV-PSNR for MV-HEVC anchor and the proposed
HEVC-MRSVC codecs for coding ‘‘Balloons’’ stereo test videos at different
bitrates.

The PSNR of each video frame component (with 8-bit pixel
resolution), is calculated as represented in (2):

PSNR = −10. log10

×

[
1

2552.W .H

∑
i

∑
j
(Iref (i, j)− Idec(i, j))2

]
(2)

where, Iref (i, j) and Idec(i, j) represent the corresponding
pixel values of the reference (Iref ) and decoded (Idec) video
frame, respectively, while W and H represent width and
height of the video frames, respectively. The experimental
results presented in this paper for anchor MV-HEVC codec
were taken from JCT3V-G1100 CTC documentation [36].
Figures 10–14 show the resulting YUV-PSNRs at QPs of 20,
25, 30, 35, 40 and 25, 30, 35, 40 for the proposed HEVC-
MRSVC and the anchor MV-HEVC codecs, respectively.
Figure 10 and 11 illustrate the resultingYUV-PSNR for ‘‘Bal-
loons’’ and ‘‘Kendo’’ benchmark stereo videos, respectively.
The ‘‘Balloons’’ and ‘‘Kendo’’ datasets represent indoor
scenes lit by multiple controlled illuminants. These videos
contain progressive background changes with a few quick
moving entities in the foreground. It is evident from Fig-
ure 10 that the proposed codec’s videos exhibit higher objec-
tive quality (up to 1.8dB) than the anchor MV-HEVC codec’s
videos, for ‘‘Balloons’’ dataset. The proposed HEVC-
MRSVC codec’s videos exhibit 2.33 to 1 dB greater PSNR
than that of the anchor codec’s videos between 214 and 450
kbps, respectively. Since the scene characteristics of these
stereo videos contain progressive background with moving
entities in the foreground (as shown in Figure 9.a), when cod-
ing at lower QPs, it requires extra bits to represent difference
blocks. The competency of the proposed HEVC-MRSVC
codec gradually merges with that of the anchor codec from
550 kbps. Therefore, the competency of the proposed codec
drops and matches the anchor codec. From Figure 11, it is
evident that the proposed codec attains improved coding
performance of 0.8 dB compared to the anchor codec at
400 kbps. The coding competency of the proposed codec
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FIGURE 11. YUV-PSNR for MV-HEVC anchor and the proposed
HEVC-MRSVC codecs for coding ‘‘Kendo’’ stereo test videos at different
bitrates.

FIGURE 12. YUV-PSNR for MV-HEVC anchor and the proposed
HEVC-MRSVC codecs for coding ‘‘Poznan_Street’’ stereo test videos at
different bitrates.

surges as the QP increases and it touches 1.8 dB at 250 kbps.
By observing video contents (as shown in Figure 9.d) and
experimental results, it can be established that the proposed
codec yields greater coding competency when videos con-
tain moving entities in either foreground or background.
The resulting YUV-PSNR for coding ‘‘Poznan_Street’’ video
sequences by the proposed HEVC- MRSVC and the anchor
codecs are shown in Figure 12. The ‘‘Poznan_Street’’ dataset
represents an outdoor naturally lit scene. The scene, which
is recorded by stationary cameras, contains multiple mov-
ing objects in a stationary background. From Figure 12,
it can be noted that the proposed codec’s videos exhibit
0.8 to 1.9 dB greater PSNR than the anchor codec’s videos
between 1300 kbps and 284 kbps, respectively. By looking at
the ‘‘Poznan_Street’’ videos (as shown in Figure 9.e), it can
be seen that many regions of the video frames contain large
stationary background, while moving objects cover small
regions of the frames. Since the stationary areas of the scenes
are coded by larger coding tree units, which require fewer
bits to be coded, the coding competency of the proposed
codec is capped by the moving entities’ area. Experimental
results for coding ‘‘Undo_Dancer’’ stereo video dataset are

FIGURE 13. YUV-PSNR for MV-HEVC anchor and the proposed
HEVC-MRSVC codecs for coding ‘‘Undo_Dancer’’ stereo test videos at
different bitrates.

FIGURE 14. YUV-PSNR for MV-HEVC anchor and the proposed
HEVC-MRSVC codecs for coding ‘‘Newspaper1’’ stereo test videos at
different bitrates.

shown in Figure 13. This dataset contains computer graphic
animation videos with dynamic changing scenes, which rep-
resent both camera and moving objects, with uniform level
of illumination across the scene (as shown in Figure 9.c).
From Figure 13, it is obvious that the proposed codec yields
a greater coding competency than the anchor codec (about
1.7 dB at 2700kbps, it increases as the bitrate decreases and
reaches 2.4 dB at 500kbps). The characteristics of video
content of ‘‘Undo_Dancer’’ dataset is compared to that of
‘‘Poznan_Street’’ dataset. From this comparison, it is evident
that the former has relatively higher camera panning than
the moving objects, while the latter has a large stationary
background with small moving objects. Hence, it can be con-
cluded that the proposed codec’s performance is higher when
coding videos with scenes containing larger moving areas
(an overall average gain of 2.05 dB in this case). Experimental
results for coding ‘‘Newspaper1’’ stereo videos by the pro-
posed HEVC-MRSVC and the anchor codecs are illustrated
in Figure 14. This indoor stereo video dataset represents a
scene with stationary background and moving objects close
to cameras, moderately illuminated by artificial illuminants.
From Figure 14, it can be inferred that the proposed codec’s
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videos exhibits higher YUV-PSNR than that of the anchor
codec (up to 0.47 dB). The proposed codec’s videos demon-
strate 0.2 dB higher YUV-PSNR than the anchor codec’s
videos at 600 kbps and this rises as the bitrate declines, ulti-
mately reaches 0.75dB at 203 kbps. Upon examining charac-
teristics of the video scene (from Figure 9.b), it is obvious that
the stereo videos contain a stationary background, with fore-
ground entities primarily in uniform motion. Therefore, few
blocks are needed to be motion/disparity compensated and
coded when coding P-/B-frames. I-frames in the proposed
and the anchor codecs are coded in full resolution and these
videos have very limitedmotion/disparity information in their
P-/B-frames to be encoded. Therefore, the performance of
the proposed codec does not show significant gain than that
of the anchor codec. Upon examining the visual contents of
the stereo video datasets with the coding competency of the
codec, it can be concluded that the proposed codec yields con-
siderably greater coding competency for videos containing
larger moving areas. From Figures 10–14, it is evident that
the proposed codec’s performance grows as the total bitrate
declines compared to the anchor codec.

TABLE 2. BD-PSNR of the proposed codec with respect to anchor codec.

A compact way of assessing and comparing the objec-
tive quality of the decoded HEVC-SVC and the anchor
MV-HEVC’s videos is using Bjøntegaard delta -bitrates
(BD-rate) and -PSNR (BD-PSNR), which are computed
using piece-wise cubic interpolation, as in [38] and [39].
A five data points based interpolation polynomial, as rec-
ommended in JCTVC-B055 document [40], has been used
to generate BD-PSNR and BD-Rate for the proposed
video codec with respect to the anchor codec’s objective
results. The resulting BD-PSNR and BD-Rate are tabulated
in Table 2 and Table 3, respectively. From Table 2, it is
evident that the proposed codec generally delivers greater
performance compared to that of the standard MV-HEVC
anchor codec in all video components (Y, U and V). The
average BD-PSNR Y of the proposed codec for coding
Balloons, Kendo, Poznan_Street and Newspaper1 videos is
1.283512 dB higher than that of the anchor codec. Whereas
for the computer graphic animated dataset (Undo_Dancer),
the proposed codec’s videos exhibit 2.839443 dB higher
BD-PSNR Y than that of the anchor codec. Overall, the pro-
posed codec’s videos have an average of 1.594698 dB

TABLE 3. BD-Rate of the proposed codec with respect to anchor codec.

BD-PSNR Y with respect to the anchor codec. The proposed
codec’s ‘U’ video components demonstrate slightly higher
BD-PSNR U than that of the anchor codec, which is an aver-
age of 0.022447 dB. While, the proposed HEVC-MRSVC
codec’s ‘V’ components have an average improvement of
0.454242 dB over the anchor codec’s videos. From Table 2,
it can be noted that the proposed codec’s BD-PSNR U for
‘‘Poznan_Street’’, ‘‘Undo_Dancer’’, ‘‘Newspaper1’’ and also
its BD-PSNR V of ‘‘Newspaper1’’ video is marginally lower
than that of anchor codec’s videos.Meanwhile, the BD-PSNR
U and BD-PSNRV of the proposed codec’s ‘‘Balloons’’
videos show a curtailed performance than the anchor codec.
Similarly for ‘‘Newspaper1’’ videos, the BD-PSNR U and
BD-PSNRV of the proposed codec’s videos are faintly lower
than the anchor codec’s. On the contrary, for the ‘‘Kendo’’
dataset, which has similar indoor lighting conditions as that
of ‘‘Balloons’’, the proposed codec achieves the highest
BD-PSNR U and BD-PSNR V amongst all other datasets.

The bitrate difference between the proposed and the anchor
codec for encoding different stereo video datasets, in terms
of Bjøntegaard delta -bitrates (BD-rate), are calculated and
tabulated in Table 3. The negative values in this table imply
that the proposed codec requires less number of bits than
the anchor codec, when it delivers similar objective quality
(PSNR). From this table, it can be noted that the proposed
codec’s BD-Rate Y and BD-Rate V are on an average
39.5792 kbps and 11.582877 kbps less than the anchor
codec’s bitrates, respectively. Whereas, BD-Rate U of the
proposed codec is on an average 2.17766 kbps less than the
anchor codec. The total average bitrate savings of the pro-
posed codec compared to the anchor codec is 53.339717 kbps
in terms of BD-Rate. Although the average BD-Rate U of
the proposed codec is less than the anchor codec by a small
margin, the total average BD-Rate of the proposed codec is
considerably less than the anchor codec. From Table 2 and
Table 3, it is evident that the proposed codec’s videos exhibit
considerably greater objective qualities in terms of BD PSNR
at lower bitrates in terms of total BD-Rate.

From these analyses, it is evident that the pro-
posed HEVC-MRSVC codec needs fewer frame signaling
(e.g. motion and disparity vectors and CTUs) to represent low
resolution video frames, since fewer bits are used to represent
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the video frames. In addition, the proposed codec benefits
from cross-frame referencing the neighboring view frames
via frame interleaving approach, which reduces its signaling
overhead.

FIGURE 15. PSNR versus bitrate for coding ‘‘Poznan_street’’ stereo videos
using proposed HEVC-MRSVC, anchor MV-HEVC, SMRSVC and NASVC
codecs.

FIGURE 16. Total bitrate for coding ‘‘Balloons’’ stereo test videos using
proposed HEVC-MRSVC, MV-HEVC anchor and BCO-stereo-RDO codecs.

Figure 15 shows the coding competency of the pro-
posed HEVC-MRSVC codec, anchor MV-HEVC codec,
symmetric mixed-resolution stereoscopic video codec
(SMRSVC) [24] and perceptually driven non-uniform asym-
metric stereoscopic video codec (NASVC) [22] for coding
‘‘Poznan_street’’ stereo videos in terms of PSNR for low
bitrate transmission. From Figure 15, it is evident that
the proposed codec has the highest coding competency in
comparison with other three codecs. The proposed codec
achieves 0.3, 0.9 and 3.7 dBs greater coding competency
than SMRSVC, anchor MV-HEVC and NASVC codecs at
500 kbps, respectively. The superiority of the proposed codec
can also be observed at low bitrates compared to the other
three codecs as its coding gain further increases as the bitrate
decreases. The coding competency of the proposed codec
is also compared with the BJND based asymmetric stereo
video coding model (BCO-stereo-RDO), proposed in [27]
for coding ‘‘Balloons’’ videos. Figure 16 shows the total

bitrates for coding ‘‘Balloons’’ stereo test videos at QP: 20,
25, 30 and 35, for the proposed HEVC-MRSVC, anchor and
BCO-stereo-RDO and codec. From Figure 16, it is evident
that the proposed codec requires significantly fewer bits to
represent the encoded videos compared to the anchor and
BCO-stereo-RDO codecs.

FIGURE 17. Decoded intermediate left view frame number 72 from
‘‘Poznan_Street’’ stereo videos at 545kbps bitrate of a) the proposed
MRHEVC-MVC codec and b) the anchor MV-HEVC standard codec.

To give an idea of the attained visual quality for using the
proposed codec and facilitate reader to compare it with that
of anchor codec’s videos, decoded and enlarged intermedi-
ate left view frame number 72 for coding ‘‘Poznan_Street’’
stereo videos by the proposed codec and the anchor codec
are shown in Figure 17. Through the comparison of these
two images, it is noticeable that the proposed codec’s image
has considerably greater visual quality than the anchor codec,
as it contains much lesser blocking artefacts. To further
distinguish and compare the achieved visual quality of the
two methods’ video frames, snippets of the highlighted areas
are included in Figure 18(a)-18(c). From this figure, it is
evident that the anchor codec’s video frames have consid-
erable levels of blocking artefacts with noticeable blurs on
edges. In contrast, the video frames of the proposed codec
have preserved more details in the background, along with
edges of the objects. For example, the man’s clothes and
head edges, traffic sign, the signpost board’s edges and the
number plate of the car, which is a relatively faster moving
object with respect to the man crossing the road. In summary,
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FIGURE 18. Snippets of the highlighted areas of the anchor and the
proposed technique from Figure 17.

the proposed codec’s videos exhibit lesser blocking artefacts,
while retaining details, at the same bitrate.

B. COMPLEXITY ANALYSIS
Execution time is one of the metrics that is used to empir-
ically assess the complexity of the codecs. This has been
incorporated in the standard HEVC codec and coding com-
plexities are presented in terms of encoding and decoding
times. The JCT3V-G1100 CTC document, provides calcu-
lations for encoding time ratio (tE ) of geometric mean of
encoding/decoding time at each QP for a test codec to that of
the anchor codec [36]. The percentage change in computation
time (1T ), which is commonly used for direct comparison,
is calculated using (3),

1T =
tp − ta
ta
× 100% (3)

where tp and ta are the respective encoding times of the
proposed and anchor codecs. In order to compare the coding
complexity of the proposed codec with anchor codec, sim-
ilar coding parameter, as suggested in JCT3V-G1100 CTC
documentation (coding parameters, GOP size and I-frame
period), were factored into analyzing the execution time.
The proposed and anchor MV-HEVC codecs for two view
scenarios were run on the same Microsoft Windows 7 based
personal computer, running on a 6th generation core i5 micro-
processor, with 8GB of random access memory and 250 GB
hard-disk drive, without any dedicated graphic processing
unit (no other applications, updates or background programs
were running during the simulation). The resulting ratio of
encoder execution time (tE ) of the proposed codec with
respect to that of the anchor codec for encoding ‘‘Balloons’’,
‘‘Kendo’’, ‘‘Poznan_Street’’, ‘‘Undo_Dancer’’ and ‘‘News-
paper1’’ stereo videos are shown in Table 4. From Table 4,
it can be derived that the proposed codec’s geometric

TABLE 4. Encoder execution time.

mean is between 32.58 to 40.13% less than that of the
anchor codec. Furthermore, encoding percentage change,
1T , is between 54.35% and 64.59% less than that of the
anchor codec for coding the above named five standard test
stereo videos. This can be clarified by the fact that the pro-
posed HEVC-MRSVC’s intermediate frames have quarter of
size of the anchor codec. Hence, the proposed codecs requires
less time to encode P- and B-intermediate frames than the
anchor codec, which encodes intermediate frames in their full
resolution.

V. CONCLUSION
In this paper, a HEVC based Mixed-Resolution Stereo Video
Codec (HEVC-MRSVC) has been introduced. The proposed
codec applied a frame interleaving algorithm, along with a
frame down-sampling and overlaying technique on the input
stereo videos frames, to generate a monoscopic mixed spatial
resolution video stream. The standard HEVC coding plat-
form has been amended and configured to code videos of
different spatial resolutions. Experimental results were gener-
ated using stereo views of five benchmark multiview videos.
Results show the merit of the proposed HEVC-MRSVC
codec compared to the anchor codec and state-of-the-art
techniques for low bitrate transmission both objectively and
subjectively.
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