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ABSTRACT This paper proposes a 3-D sound field reproduction (SFR) approach through the combination
of alternating direction method of multipliers (ADMM)-based least-absolute shrinkage and selection oper-
ator (Lasso) and regularized least square (LS). The proposed SFR method is split into two parts through
the pressure matching optimization of loudspeaker positions and the computation of driving signals. At the
first part, a plurality of candidate positions of loudspeakers in planar array is given and, then, the active
speaker selection method is proposed based on ADMM complex Lasso algorithm for selecting the optimal
loudspeaker positions. Afterwards, regularized LS is adopted to calculate the selected loudspeaker weights
and control the total power. The numerical simulation experiments demonstrate that the proposed SFR
scheme outperforms the existing sparse loudspeakers’ placement and weight optimization algorithms espe-
cially in under-sampled sound fields. Meanwhile, the evaluations also confirmed that the proposed method
could significantly reduce the computational complexity of the active loudspeaker selection compared to
the state-of-the-art Lasso-based SFR. Effectively, the proposed method uses a relatively small number of
loudspeakers for a satisfying reproduction quality.

INDEX TERMS Sound field reproduction, alternating direction method of multipliers, Lasso, least squares.

I. INTRODUCTION
Sound Field Reproduction (SFR) aims to generate a
desired or target sound field using an array of loudspeakers
within a given region or matching points of space. It has
been frequently used in virtual auditory environments, such
as auditory display, immersive gaming and communication
systems, etc. The ultimate goal of SFR is to seek the driving
signals (complex amplitudes) of the loudspeakers in order to
minimize the reproduction error in the listening zone. For this
purpose, SFR has become an ongoing research topic in recent
decades.

There are three main approaches for SFR: Wave Field
Synthesis (WFS) [1], [2], Higher Order Ambisonics
(HOA) [3], [4] and Pressure Matching (PM) [5]–[7]. The
first approach, the WFS, is based on the Huygens–Fresnel
principle, whichmeans that any wavefront can be synthesized
from a series of elementary spherical waves. By using the

Kirchhoff-Helmholtz integral, the WFS system is designed
under the condition that the driving signals of loudspeakers
need to be equivalent to the distribution of the sound pressure
gradient of the desired sound field [8]. Afterwards, the desired
sound field can be accurately reproduced in a large listening
area. However, the aperture between loudspeakers is lim-
ited by the spatial sampling theorem. The second approach,
the HOA, is based on the Cylindrical Harmonic (CH) or
Spherical Harmonic (SH) representations of a sound field [9].
The CH or SH expression of the desired field facilitate finding
the magnitude and phase for the loudspeakers. Although
HOA can be applied in many sound playback configurations,
the number of required loudspeakers increases quadratically
as the order increases. In addition, the reproduction setup is
relatively complicated [10].

The third approach that will be used in this paper is the
PM-based SFR. For arbitrarily loudspeaker array geometries,
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PM approach is designed to derive the loudspeaker weights
based on the Least-Square (LS) criterion and the goal of PM
approach is to minimize the reproduction error at a set of
spatially distributed matching points in a predefined sound
control zone. In practice, the matrix inversion problems in
the loudspeaker weight calculation is often ill-posed and
sensitive to measurement noise, so that the regularization
is necessary in PM-based SFR. LS constraint regularized
with the l2-norm of the loudspeaker weights (a.k.a, Tikhonov
regularization or ridge regression) is usually employed in
SFR systems [5], [11], [12], which is appropriate for power
constraint usage scenarios and improves the system robust-
ness. However, the selection of the optimum loudspeaker
positions is not considered in such l2-penalization method
thus all the loudspeakers in the array will be activated, this
phenomenon may lead to a blurry spatial sound image [13].
Besides, SFR error function is a non-convex problem in terms
of loudspeaker locations, which is NP-hard in general [14].
As an alternative, Lilis et al. [15] make the problem convex by
exploiting l1-penalization instead of l2-penalization. It means
that the globally optimum speaker locations and the corre-
sponding weight signals can be solved using a compressive
sensing idea where the loudspeaker weights are penalized
with the l1-norm, namely, the so-called Least-absolute shrink-
age and selection operator (Lasso). Due to the selectivity
of Lasso, it is clear that the solution is sparse, i.e., only a
few loudspeakers in the candidate positions remain simul-
taneously active. Typical Lasso-based SFR system include
[13], [15], and [16] that exhibit a substantial SFR error reduc-
tion compared with l2-regularized LS, but all these systems
perform SFR in the absence of power limitations.

Recent works have been focusing on the combination of
the Tikhonov regularization and Lasso to make a trade-off
between the number of active loudspeakers and the repro-
duction error such that the SFR can be implemented with
power constraint. For instance, Radmanesh and Burnett [17]
proposed a two-stage Lasso-LS optimization framework for
2-dimensional (2D) multi-zone SFR using circular speaker
array. Both the loudspeaker locations and weights are opti-
mized to achieve the minimum reproduction error at all
matching points. Nevertheless, the major difficulty of this
SFR scheme is the computational complexity of Lasso when
the number of candidate loudspeaker increases, which is also
a common trouble for Lasso-based SFR. To tackle this issue,
an Efficient Harmonic Nested (EHN) dictionary algorithm is
presented in [18] where the Harmonic Nested Arrays (HNA)
is designed for each frequency called candidate subarray and
then an EHN dictionary is formed by sequentially removing
the previously selected speaker locations of HNA. In other
words, EHN dictionary is a subset of the original dictio-
nary (i.e., all candidate loudspeakers) that cannot incorpo-
rate every situation. Moreover, this algorithm works well
only for linear loudspeaker array. As far as the 3D SFR
by using the planar array, Khalilian et al. [19], [20] pro-
posed a SFRmethod based on Singular Value Decomposition
(SVD). First, in this method, an ‘‘ideal’’ Acoustic Transform

Function (ATF) matrix is created by using SVD matrices
of the uniform distribution of omni-directional loudspeaker
array. Afterwards, the appropriate locations over all candi-
date loudspeakers are selected to match the modified ATF
matrix and the driven signal is obtained by LS constraint.
In contrast to the SVD-based SFR, a method for deriving the
positions and the driven signal of loudspeakers was proposed
by utilizing Constrained Matching Pursuit (CMP) [21]. This
algorithm uses the iterative approach to select the location of
each loudspeaker whose ATF matrix is the most correlated
with the reproduction error. Both of them maintain an ideal
performance and acceptable SFR error.

In this paper, we propose a 3-dimonsional (3D) SFR
method for the application scenario of immersive spatial
sound by using a planar loudspeaker array. In this SFR
system, several candidate loudspeaker positions are given
for selection and the final loudspeaker array is obtained by
selecting the loudspeakers that have a significant contribution
to SFR. For achieving an effective loudspeaker placement and
calculating the corresponding driven signals of selected loud-
speakers under power limitation, the proposed SFR system is
split into two parts by exploiting the structure of two stage
Lasso-LS. During the first step, an active speaker selection
method is proposed based on the framework of Alternating
Direction Method of Multipliers (ADMM). ADMM is par-
ticularly useful for solving optimization problems that are too
large to be handled by generic optimization solvers. As far as
for solving l1-norm regularization problems, ADMM tech-
nique keeps smoothing term in algorithmic design but takes
advantage of the structure of the l1 norm instead of using
it to approximate the non-smooth l1 terms [22]. Once the
active loudspeaker is determined, ridge regression method is
utilized to find the driven signal of all active loudspeakers
in the second step. In existing Lasso-based SFR, the generic
solver is the least-angle regression (LARS) algorithm, which
yields the full piecewise linear solution path of the regression
coefficients, or with a low-complexity procedure such as
the Coordinate Descent (CD) method. They are the most
popular algorithms but may not be the most efficient or up-to-
date implementation [13]. Motivated by the abovementioned
issues, this work proposes an efficient and fast method to
accelerate the procedure of optimal loudspeaker selection in
the context of holding the integrity of the original dictio-
nary. Moreover, we extend ADMM algorithm to solve the
Lasso problem in the complex case for selecting the optimal
loudspeaker positions. Simulation results demonstrate that
the proposed ADMM-based Lasso plus LS (AL-LS) model
achieves a better SFR performance and the time delay of SFR
can be reduced to the great extent.

Summing up, the main contribution of this paper is
twofold: 1) Utilizing ADMM to design an active loudspeaker
selection strategy and 2) Joint optimization of l1 and l2 reg-
ularization to obtain a loudspeaker weight estimator in 3D
environments via a planar speaker array.

The remainder of this paper is organized as follows:
Section II explains the SFR based on pressure matching
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FIGURE 1. Illustration of 3D SFR structure using a planar array of loudspeaker.

and LS approach. Section III introduces the structure of the
proposed SFR method in detail. Experimental results are
presented and discussed in Section IV, while the conclusion
is given in Section V.

II. PRELIMINARIES
A. SOUND FIELD GENERATION
The SFR structure using planar array is shown in Figure 1.
Assume that the number of matching points in the listening
area and the number of loudspeakers in the array areM andN ,
respectively.

The sound pressure at the m-th matching point generated
by the n-th speaker is defined as:

ptm,n(t) = wt
n(t) ∗ gm,n(t) (1)

where m(1 ≤ m ≤ M ) and n(1 ≤ n ≤ N ) are the
indexes of the matching point and the candidate loudspeaker,
respectively. wt

n(t) is the n-th loudspeaker excitation in time
domain, gm,n(t) denotes the impulse response between the
n-th loudspeaker and the m-th matching point, ∗ is convolu-
tion operation, and t is the time index. After converting the
time domain equation to the frequency domain, the sound
pressure can be rewritten in the following form:

pm,n(f ) = wn(f ) · Gm,n(f ) (2)

where wn(f ) and Gm,n(f ) are the representation of wt
n(t)

and gm,n(t) in the frequency domain, respectively. In this
work, both the loudspeakers and sources are modeled to be
monopoles radiating in free-field. Therefore, Gm,n(f ), also
called Acoustic Transform Function (ATF), can be expressed
as free space Green’s function:

Gm,n(f ) =
1
4π
·
e−jk‖xn−ym‖2

‖xn − ym‖2
(3)

where xn and ym are the positions of the n-th loudspeaker and
the m-th matching point, k = 2π f /c is the wave number, and
c = 343m/s is the sound propagation speed.

Let w(f ) ∈ CN denote the vector formed by aggregating
each loudspeaker weight at frequency f , that is, w(f ) =
[w1(f ),w2(f ), · · · ,wN (f )]T, where T stands for transpose
operation. Meanwhile, let pd(f ) ∈ CM and pr(f ) ∈ CM be
the sound pressure of the desired and the reproduced sound
field sampled at matching points {ym}Mm=1. For simplicity in
exposition, f will be omitted hereafter, the preceding defined
vectors are written as w, pd and pr. Suppose there exists
an omnidirectional point source located at s = (sx , sy, sz)
with complex amplitude of A, the desired sound field is
computed as:

pd = A ·
e−jk‖s−ym‖2

4π ‖s− ym‖2
(4)

For each frequency f , the reproduced sound field pr can be
obtained by:

pr = Gw (5)

where G ∈ CM×N whose (m, n)-th entry is equal to Gm,n(f ).

B. SOUND FIELD REPRODUCTION USING LS CRITERION
PM is achieved by minimizing the approximation error
between the synthesized field and the desired field. The
proximity of the reproduced field with the desired one is
quantified using LS criterion thus the loudspeaker weight can
be estimated by:

w̃ = argmin
w

∥∥∥pr − pd
∥∥∥2
2

= argmin
w

∥∥∥Gw− pd
∥∥∥2
2

(6)

The unique closed-form solution of (6) is given by (7) when
the Green’s function matrix G is tall, i.e., for M > N :

w̃ = G+pd =
(
GHG

)1
GHpd (7)

where w̃ is the estimated loudspeaker weight vector,
the superscript + and H represent Moore–Penrose pseudo-
inverse and conjugate transpose. However, inverse problems
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FIGURE 2. The proposed 3D SFR system configuration.

are not always well-posed which may lead to inaccuracy of
the reproduced sound field [13]. Therefore, regularization is
necessary in SFR design. To solve (6), the ensuing section
elaborates the proposed SFR system by combining Lasso and
regularized LS.

III. PROPOSED SOUND FIELD REPRODUCTION SYSTEM
A. SFR SYSTEM MODEL
As illustrated in Figure 2, our proposed 3D SFR model uses
a planar loudspeaker array to reproduce the desired sound
field generated by a virtual point source. The main goal of
this work is to design a loudspeaker placement strategy and
find the corresponding driving signals, in order to achieve a
satisfying reproduction quality with a relatively small num-
ber of loudspeakers. Suppose there are Na loudspeakers are
available, intuitively speaking, the simplest way for loud-
speaker placement is the benchmark configuration where Na
loudspeakers distributed uniformly. However, it is not an
effective method, because the loudspeaker which are located
at boundary or corner contribute less than those located near
the center of the plane of the array. On the contrary, if these
Na loudspeakers are placed densely near the center, LS-based
SFR may allocate excessive power to them, which produces
many artifacts and degrades the overall SFR quality [15].
Therefore, we design a self-adaptive loudspeaker selection
strategy, where the N candidate virtual loudspeaker positions
are provided and then the most efficient Na loudspeakers
out of N loudspeakers (N � Na) are selected for SFR.
In this case, the procedure of loudspeaker selection is to
find a sparse solution of loudspeaker weight vector w, which
can be converted into a convex optimization problem. After-
wards, LS is adopted to optimize the previously selected
loudspeaker weight. While this approach has been applied
in 2D multi-zone SFR [17], [18], [22], it remains challenge
in 3D environment. The conversion from 2D SFR to 3D SFR

means a dramatic increase in data volume, which results in
the expansion of Green’s function matrix G. In addition, the
conventional algorithm for loudspeaker selection and weight
estimation is accompanied by the high computational com-
plexity, accordingly, it cannot guarantee the low latency of
the SFR system. In this section, we design a 3D SFR method
using the two stage Lasso-LS for immersive applications,
an ADMM-based loudspeaker selection strategy is proposed
in the first stage to selectNa loudspeakers out ofN loudspeak-
ers. Then, the complex excitations of Na loudspeakers will be
calculated by utilizing LS.

B. LASSO MODEL STATEMENT FOR SFR
LS-based SFR aims to search a loudspeaker weight vector w
to minimize the reproduction error

∥∥Gw− pd
∥∥2
2, which falls

short in limiting the number of simultaneously active loud-
speakers and allocates power to all loudspeakers of uniformly
spaced array. In practical scenarios, we hope to use as few
loudspeakers as possible. Hence, it is necessary to select the
most efficient loudspeaker locations out of N candidate posi-
tions for reducing the number of active loudspeaker. Inspired
by variable selection and compressive sampling ideas, the
sparse solution of (6) can be derived by solving the following
constrained minimization problem:

ŵ = argmin
w

1
2

∥∥∥Gw− pd
∥∥∥2
2
+ µ ‖w‖0 (8)

where the l0-norm ||w||0 indicates the number of nonzero
entries in w (i.e. the number of active loudspeakers), and
µ is the regularization parameter. Solving (8) is in general
NP-hard which requires exhaustive search over all subsets of
columns of the Green’s function matrixG [24]. Alternatively,
l1-norm is usually chosen as a proxy for the l0 counting
norm, because it is closest convex approximation to l0 quasi-
norm [25]. By replacing the l0-norm of the regularization
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term µ||w||0 with the l1-norm, the procedure of obtaining the
loudspeaker weight can be seen as a Lasso problem:

ŵLasso = argmin
w

1
2

∥∥∥Gw− pd
∥∥∥2
2
+ λ ‖w‖1 (9)

where the vector one-norm is given by ‖w‖1 =
∑N

n=1 |wn|.
The positive Lasso penalty parameter λ regulates the sparsity
level of w (i.e., controls the number of active speaker). The
formula (9) can be solved by generic methods, such as LARS,
sub-gradient or CD algorithm. From numerical point of view,
Lasso model has non-smooth terms in objective functions
(e.g., In Equation (9), the right-side term is non-smooth)—
this non-smoothness excludes prohibitively straightforward
applications of some mature algorithms in optimization that
rely on the acquisition of gradient information [22]. Hence,
in many Lasso-based SFR systems, CD is employed as
Lasso solver that is a Non-gradient optimization algorithm.
Although the computational complexity of CD is lower than
LARS and sub-gradient [26], it is also a time-consuming task
and cannot be perform in real-time. These drawbacks limit
the direct application of generic optimization techniques and
raise the necessity of particular consideration in algorithmic
design of low-latency SFR. To overcome this restriction,
the present paper draws from convex optimization advances
to introduce a novel approach for selecting the optimal loud-
speaker positions, namely, ADMM technique.

C. ADMM COMPLEX LASSO ALGORITHM FOR ACTIVE
LOUDSPEAKER SELECTING
Recently, ADMM has been applied to solve struc-
tured or large scale convex optimization problems arising
from different applications in diverse areas, such as com-
pressed sensing [27] and machine learning [28]. It enjoys the
superior convergence properties of the method of multipliers
and the decomposability property of dual ascent. Specifically,
it uses variable splitting to decompose the problem into
easily solvable sub-problems [29]. With respect to l1-norm
regularization problems for selecting the active loudspeakers,
the formula (9) can be seen as the sum of two separable
convex functions, which meets the form of ADMM. There-
fore, we propose the ADMM-based algorithm to derive the
solution of the loudspeaker weight vector.

In this proposed SFR scheme, there are N candidate loud-
speaker positions for selection, the driving signals of all
candidate loudspeakers are denoted as w ∈ CN . The n-th
column of the Green’s function matrixG ∈ CM×N is the ATF
of the n-th candidate loudspeaker at all matching points. The
sound pressure set of the desired sound field is pd ∈ CM that
is calculated at M matching points in listening space. Each
element of w, pd and G is complex value. For dealing with
problems involving complex variables, we map w, pd and G
into real-valued matrices:

w ,

[
< (w)
= (w)

]
(10)

pd ,

[
<
(
pd
)

=
(
pd
) ] (11)

G ,

[
< (G) −= (G)
= (G) < (G)

]
(12)

where <(·) and =(·) denote the real and imaginary parts
of a complex number, respectively. This operation doubles
the original dimension, that is, w ∈ R2N , pd ∈ R2M

and G ∈ R2M×2N . Now, the equivalent real model of Lasso
problem is:

ŵLasso = argmin
W

1
2

∥∥∥Gw− pd
∥∥∥2
2
+ λ ‖w‖1 (13)

where ŵLasso is the sparse solution, which means that loud-
speakers in many candidate locations are not be active. In this
subsection, we want to select the proper loudspeaker loca-
tions on a planar grid automatically and control the number
of active loudspeaker equal toNa, this procedure is introduced
in detail as follow.

The convergence of ADMM is proven for the problemwith
an objective function that is sum of two separable convex
functions with linear constraints. Here, we re-formulate (13)
as the following optimization problem:

minimize f (w)+ g(z)

subject to w− z = 0 (14)

where f (w) = (1/2)
∥∥∥Gw− pd

∥∥∥2
2
, z is the intermediate

variable when splitting the original problem (13), and g(z) =
λ ‖z‖1. Note that both f (·) and g(·) are convex functions. The
augmented Lagrangian function of this problem is given by:

Lρ(w, z, η) = f (w)+ g(z)+ ηT(w− z)+
ρ

2
‖w− z‖22

(15)

where η is dual variable or Lagrange multiplier and ρ > 0 is
the augmented Lagrangian parameter.

The iteration operation is needed for solving (14), which
consists of the three steps. At k-th iteration, we first fix
z and η to minimize the augmented Lagrangian over w
(i.e., w-minimization):

wk+1
= argmin

w
Lρ(w, zk , ηk ) (16)

Afterwards, we fix w and η to minimize the augmented
Lagrangian over z (i.e., z-minimization):

zk+1 = argmin
z

Lρ(wk+1, z, ηk ) (17)

Finally, the dual variable η is updated (i.e.,
η-minimization):

ηk+1 = ηk + wk+1
− zk+1 (18)

For convenience, let u = (1/ρ)η be the scaled version
of the dual variable, the scaled form of (16)-(18) can be
expressed as:

wk+1
= argmin

W

{
f (w)+ ρ/2

∥∥∥w− zk + uk
∥∥∥2
2

}
(19)
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Algorithm 1 ADMM Complex Lasso Algorithm for Obtaining the Positions and Weights of the Active Loudspeakers

Input: G IGreen’s function matrix mapped into real-valued model
Input: pd Idesired sound field mapped into real-valued model
Input: λ ILasso regularization parameter
Input: ρ Iaugmented Lagrangian parameter
Input: εabs Iupper limit of absolute tolerances
Input: εrel Iupper limit of relative tolerance
Output: ŵLasso Isparse complex loudspeaker weight
1. Initialize w0

= z0 = η0 = 0, k = 0 and i =
√
−1.

2. while(1) do

3. wk+1
←

(
G

T
G+ ρI

)−1 [
G

T
pd + ρ

(
zk − uk

)]
I where I is the identity matrix

4. zk+1← Sλ/ρ
(
wk+1

+ uk
)

5. uk+1← uk + wk+1
− zk+1

6. if stopping criterion is satisfied then Istopping criterion is defined in (23)-(26)
7. break
8. end if
9. k = k + 1
10. end while
11. for j = 1: N do Iconvert real value to complex value to obtain the estimated loudspeaker weight
12. ŵLasso(j) = w(j)+ i · w(j+ N )
13. end for
14. return ŵLasso

zk+1 = argmin
z

{
g(z)+ ρ/2

∥∥∥wk+1
− z+ uk

∥∥∥2
2

}
(20)

uk+1 = uk + wk+1
− zk+1 (21)

More specifically, by substituting f (w) and g(z) to (19)-(21),
the required steps of the update rules are presented
in Algorithm 1.
A couple of remarks in Algorithm 1 are now

emphasized.
Remark 1 (Use Algorithm 1 to Choose Na Active Loud-

speakers in the Planar Array): In the above ADMM-based
algorithm, the Lasso regularization parameter λ tunes the
number of nonzero elements of ŵLasso. As λ decreases,
the candidate loudspeakers of array will be successively acti-
vated, but not vice-versa. This work aims to select Na active
loudspeakers, i.e.,

∥∥ŵLasso
∥∥
0 = Na. The penalty parameter

λ can be searched over the set [0,
∥∥GHpd

∥∥
∞
) with a step

size of 10−4 ·
∥∥GHpd

∥∥
∞

until ŵLasso satisfy the condition∥∥ŵLasso
∥∥
0 = Na, then the current value of λ is chosen as the

Lasso penalty factor. On the contrary, if
∥∥ŵLasso

∥∥
0 6= Na for

any optional λ, we select the λ which results in
∥∥ŵLasso

∥∥
0

greater than Na slightly. Then the first Na largest elements
in ŵLasso are preserved and other elements are set to be
zero. It should be note that a unique value of λ corresponds
to a certain Na. For different SFR applications, the number
of active loudspeaker may be different, the corresponding
values of λ can be pre-calculated and stored in a lookup
table.
Remark 2 (Soft Thresholding Function in Step 4 of the

Algorithm 1): The soft thresholding function Sλ/ρ(·) during

z-updating is obtained as follow [30]:

Sκ (θ) = (1−
κ

|θ |
)+θ =


θ − κ if θ > κ

0 if |θ | ≤ κ
θ + κ if θ < −κ

(22)

Remark 3 (Matrix Factorization in Step 3 of the

Algorithm 1): It is worth to notice that since ρ > 0, G
T
G is

positive semi-definite matrix which is always invertible over
w-minimization. To further alleviate the cost of calculations,
the Cholesky decomposition of (G

T
G+ρI) = HHT is calcu-

lated once at the outset in O(N 3) flops, and then re-use these
cached computations across all the solves in O(N 2) flops.
Moreover, if G is fat (i.e., M < N ), the Sherman-Morrison-
Woodbury inversion formula [31] is adopted to substitute a
factorization of the much smaller matrix

(
I+GG

T
/ρ
)
for

the factorization of
(
G

T
G+ ρI

)
. Then, subsequent iterations

can be carried out with a faster and lower-dimensional oper-
ation at cost of O(MN).
Remark 4 (Definition of Stopping Criterion in Step 6-8 of

the Algorithm 1): For declaring termination, the setup of
stopping criterion is depended on the primal residual ek1pri
and dual residual ek1dual. The iteration is terminated when the
primal and dual residuals satisfy a stopping criterion (which
can vary depending on the requirements of the application).
A typical criterion is to stop when:∥∥∥ek1pri∥∥∥2 = ∥∥∥wk1

− zk+1
∥∥∥
2
≤ εpri (23)∥∥∥ek1dual∥∥∥2 = ∥∥∥ρ (uk1 − uk

)∥∥∥
2
≤ εdual (24)
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where the tolerances εpri and εdual can be chosen using an
absolute plus relative criterion:

εpri =
√
Nεabs + εrelmax

{∥∥∥wk1
∥∥∥2
2
,

∥∥∥zk+1∥∥∥2
2

}
(25)

εdual =
√
Nεabs + εrel

∥∥∥ρuk1∥∥∥2
2

(26)

A reasonable value for the absolute and relative tolerances in
this paper are εabs = 10−4 and εrel = 10−2 chosen based on
a series of informal experimental results. It should be noted
that those two tolerances may not be unique, which need to
be set according to actual situation (see [32] for more details).
Remark 5 (Update of the Augmented Lagrangian Parame-

ter of the Algorithm 1): For improving the convergence and
making performance less dependent on the initial value of the
parameter ρ, we update this parameter in each iteration as
follow:

ρk+1 =


τ incrρk if

∥∥∥ek1pri∥∥∥2 > µ
∥∥ek1dual∥∥2

ρk/τ decr if
∥∥ek1dual∥∥2 > µ

∥∥∥ek1pri∥∥∥2
ρk otherwise

(27)

where typical choices of µ = 10 and τ incr = τ decr = 2 [33],
the initial value ρ0 = 0.1 is set to be slightly low to start with.
The idea behind this parameter iteration is to try to keep the
primal and dual residual norms within a factor of µ of one
another as they both converge to zero.

After we find the ŵLasso through Algorithm 1, the number
of nonzero entries in ŵLasso is counted as Na which repre-
sents the number of active loudspeakers that are employed in
the second stage.

D. LS-BASED WEIGHT ESTIMATION FOR
ACTIVE LOUDSPEAKER
The previously attained sparse vector ŵLasso =

{
ŵiLasso

}N
i=1

contains Na nonzero components. The index set represent-
ing those nonzero elements (the indexes of the active loud-
speakers selected in the preceding stage) can be extracted as
Inz =

{
inz1 , i

nz
2 , · · · , i

nz
Na

}
, Inz ⊂ {1, 2, · · · ,N }, i.e.,

ŵiLasso

{
= 0 if i /∈ Inz

6= 0 if i ∈ Inz
(28)

Meanwhile, the new Green’s function matrix Ga ={
ga1, g

a
2, · · · , g

a
Na

}
whose column vector gab (b =

1, 2, . . . ,Na) is formed as follow:

gab = ginzb (29)

where ginzb represents the inzb -th column vector of the original
Green’s function matrixG. After this operation,Ga with size
ofM×Na is the ATF of all active loudspeakers at all matching
points. The second stage aims to minimize the squared error
between the desired and reproduced sound field with power
constraint:

ŵLS = argmin
w

∥∥∥Gaw− pd
∥∥∥2
2

s.t. ‖w‖22 < pmax (30)

where pmax denotes the maximum allowable power. The
minimization in (29) can be expressed as the form of the
l2-constransint on the loudspeaker weight:

ŵLS = argmin
w

∥∥∥Gaw− pd
∥∥∥2
2
+ γ ‖w‖22 (31)

where γ > 0 is the l2 regularization parameter which is used
for controling the total loudspeaker power. The closed-form
solution of (30) is given by:

ŵLS =

(
GH

a Ga + γ I
)1

GH
a p

d (32)

where ŵLS is the final active loudspeaker weight for
SFR. In the meantime, the reproduced sound field can be
obtained by:

pr = GaŵLS (33)

Using the above steps, the optimal active loudspeaker loca-
tion and their corresponding complex amplitudes are found in
the frequency domain.

IV. NUMERICAL EXPERIMENTS AND
SIMULATION RESULTS
In this section, a series of simulations under various con-
ditions are presented to evaluate the performance of the
proposed SFR method.

A. TEST CONDITIONS
The tests consider the immersive audio applications, which
is based on the 3D SFR structure of Figure 2. For the sake
of facilitative observing, we first set up spatial Cartesian
coordinates. Suppose the loudspeaker array occupies 3m×3m
square centered at the origin in the xy plane of z = 0, while
the desired field is generated by a virtual monochromatic
source with complex amplitude equal to 8eiθ (θ = 0◦ in this
paper) located 8m away from the array, whose coordinate is
(0, 0, −8). Besides, the listening space is a cube with side
lengths of 1m and located 1m away from the speaker array in
the direction of positive z-axis, i.e., the central coordinate is
(0, 0, 1.5). All matching points are uniformly distributed over
the listening area, the distance between the adjacent points is
0.2m, thus the total number of matching points is M = 125.
The number of candidate loudspeakers and the active loud-
speakers in the array are set to be N = 625 and Na = 25,
respectively. The LS regularization parameter γ is calculated
by Newton method from [11], which limits the maximum
available loudspeaker power pmax. The SFR technique based
on Singular Value Decomposition (SVD) [19], [20] and Con-
strained Matching Pursuit (CMP) [20], [21] are served as
reference approach.

B. SOUND FIELD REPRODUCTION ERROR ANALYSIS
FOR MONOCHROMATIC PRIMARY SOURCE
The first experiment is to give the intuitionistic SFR results
within and without the reproduction zone. Figure 3 shows a
snapshot of real parts of the desired field radiated by the point

54556 VOLUME 6, 2018



M. Jia et al.: SFR via the ADMM Based Lasso Plus Regularized LS

FIGURE 3. Cross-section of the desired sound field radiated by a point
source located at (0, 0, −8) with complex amplitude 8eiθ (θ = 0◦),
frequency f = 800Hz.

source at f = 800Hz in the y = 0 plane. Notice that the
reproduction zone (listening region) is marked by the blue
square.

Herein, we perform the test under the following two con-
ditions: (a) unconstrained loudspeaker power and (b) limiting
the total loudspeaker power with pmax = 2.

FIGURE 4. Reproduced sound field visualization without power limitation
using (a) CMP-based algorithm (b) SVD-based algorithm (c) AL-LS based
algorithm.

The Figure 4 shows the cross-sections of the reproduced
sound field for the three methods with unlimited power, while

FIGURE 5. Reproduced sound field visualization under power constraint
pmax = 2 using (a) CMP-based algorithm (b) SVD-based algorithm
(c) AL-LS based algorithm.

Figure 5 shows the results with pmax = 2. Figure 4(a)
and Figure 5(a) represent the sound fields reproduced by
CMP-based algorithm. Figure 4(b) and Figure 5(b) repre-
sent the sound fields reproduced by SVD-based algorithm.
Moreover, the sound fields reproduced by the proposed
ADMM-based Lasso plus LS (named ‘AL-LS’ in the follow-
ing experiments) SFR approach are depicted in Figure 4(c)
and Figure 5(c).

As shown in Figure 4 and Figure 5, all the three methods
restore the desired field inside the reproduction zone reason-
ably well under the two test conditions. However, the repro-
duced sound field is highly intensified in the region D =
{(x, z)|−2 ≤ x ≤ 2, 0 ≤ z ≤ 2} (outside the listening region)
for unconstrained power scenario (see Figure 4), which result
in the enlargement of average reproduction error. In the
power-limited scenario (see Figure 5), the overall energy dis-
tribution is more evenly than that in the unconstrained power
scenario for the three methods. This phenomenon reveal that
the power limitation is indispensable in practical applications
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and the total loudspeaker power should be kept as small as
possible whilst ensuring the reproduction quality inside the
listening zone.

Additionally, as depicted in Figure 5, the proposed SFR
method has the minimum reproduction distortion compared
to the reference approaches, which confirms that a more bal-
anced quality of the reproduced sound field can bemaintained
both inside and outside the reproduction zone.

To examine the SFR performance inside the listening
region quantitatively, the following experiments are per-
formed under various power limitations and multiple fre-
quencies. The reproduction error is calculated at densely
distributed matching points M1 = 125000 (i.e., the distance
of the adjacent points is 2cm) to ensure that the reproduced
sound field is over-sampled. Because 2cm is smaller than
half of the wavelength of the highest frequency (2kHz) in
this simulation (λ/2 = c/2f ≈ 8.58cm). The Normalized
Mean Square Error (NMSE) of the reproduced sound field
relative to the desired sound field is adopted for performance
evaluation, which is defined as:

NMSE(dB) = 10 · lg(

∥∥(pd)M1 − (pr)M1

∥∥2
2∥∥(pd)M1

∥∥2
2

) (34)

where (pd)M1 and (pr)M1 denote the desired sound field and
the reproduced sound field at M1 matching points, respec-
tively. In the following numerical simulations, the bench-
mark SFR system, SVD-based algorithm and CMP-based
algorithm are chosen as the reference methods. It should
be noted that a planar array consists of uniformly placed
Na = 25 loudspeakers is used for reproducing in benchmark
SFR system and the driven signals of those loudspeakers are
estimated by LS. The loudspeaker placement of the proposed
AL-LS method, SVD-based and CMP-based method vary
when the source frequency and pmax change. This phe-
nomenon is shown in Figure 9. Besides, the number of active
loudspeakers both in SVD-based and CMP-based SFR meth-
ods is also set to be Na = 25.
First, we make a comparison of NMSE in the power con-

strained case between the proposed method and the reference
algorithms. Herein, pmax is set in the range [0.1, 2] with the
step size 0.1 and the source frequency is 800Hz.

As illustrated in Figure 6, the NMSE is gradually decreas-
ing as pmax uniformly increases from 0.1 to 2 for all SFR
methods, because higher available power allows for better
approximation of the desired field. It can be observed that
our proposedAL-LS SFRmethod has the lowest NMSE in the
power range [0.4, 2] except at the very low power. The reason
is that the active loudspeaker placement of our proposed
AL-LS approach is globally optimal solution. Therefore,
the NMSE of the proposed SFR method is the lowest in most
cases. In addition, when pmax ≥ 1.5, the reduction in NMSE
is not significant for all systems.

The next experiment compares the NMSE in the frequency
range [200, 2000] Hz at pmax = 0.3 and pmax = 2. In this
test, we take the practical application scenarios into account,

FIGURE 6. The NMSE versus maximum available power pmax inside the
listening space for benchmark SFR, SVD-based SFR, CMP-based SFR and
the proposed AL-LS SFR. The selected frequency is f = 800Hz.

that is, the active loudspeaker locations are chosen at a fixed
frequency only once instead of selecting them in every fre-
quency, and all selected active speakers at that frequency
will be used in all frequency band. To maintain consistency
with the previous simulations, the designed frequency is also
set to be f = 800Hz, which close to the mid-point of
the frequency range. The test results of NMSE at multiple
frequencies with different power constraints are shown in
Figure 7 and Figure 8.

According to Figure 7, it is observed that the NMSE
increases as the frequency increases in terms of all SFRmeth-
ods, because the loudspeaker weight is calculated under the
condition that the desired sound field (pd)M is under-sampled
at higher frequencies. As seen in Figure 7(a), although the
performance of SVD-based SFR is slightly better than that
of the proposed method at lower frequencies, the AL-LS
approach outperforms the other methods over the frequency
range [400, 2000] and it has the comparable error lev-
els with CMP-based SFR. Additionally, the observations
in Figure 7(b) maintain consistency with Figure 7(a), i.e., all
SFR methods have the similar reproduction quality at lower
frequencies, but the superiority of our proposed AL-LS is
evident at middle or higher frequencies.

Furthermore, we make a comparison between those four
SFR methods with unlimited power. The test conditions are
the same as the previous experiment and the results are shown
in Figure 8.

Figure 8 indicates that the NMSE of benchmark SFR is
the highest. This is because the benchmark system has more
dispersed loudspeaker distribution, the total energy of these
loudspeakers can not be concentrate on the reproduction zone
efficiently. Furthermore, the SVD-based SFR, CMP-based
SFR and the proposedmethod have the subequal reproduction
error across the frequency range. The results in this figure are
also confirmed with Figure 4.

The last experiment in this subsection compares the effect
of the number of matching points M toward the NMSE.
We fix the volume of listening cube as 1m3 and increase
the total number of matching points M when calculate the
placement and weights of the loudspeakers.
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FIGURE 7. The NMSE of the proposed AL-LS based SFR and the reference
SFR methods for single-tone primary source over the frequency range
[200, 2000] Hz with the interval of 100Hz, when (a) pmax = 0.3 and
(b) pmax = 2.

FIGURE 8. Reproduction error of benchmark SFR, SVD-based SFR,
CMP-based SFR and AL-LS based SFR without power limitation.

As illustrated in Figure 9, the x-axis label ‘Cond 1’ repre-
sents M = 125 (5 × 5 × 5), ‘Cond 2’ represents M = 512
(8× 8× 8), ‘Cond 3’ represents M = 1000 (10× 10× 10),
‘Cond 4’ represents M = 1728 (12 × 12 × 12), ‘Cond 5’

FIGURE 9. Reproduction error of benchmark SFR, SVD-based SFR,
CMP-based SFR and AL-LS based SFR with different number of matching
points M.

represents M = 3375 (15 × 15 × 15), ‘Cond 6’ represents
M = 8000 (20 × 20 × 20), and ‘Cond 7’ represents
M = 15625 (25 × 25 × 25). The results shows that when
M increases rapidly, the NMSE decrease slightly, and the
performance of the proposed method is always better than
reference methods.

C. EXHIBITION OF THE PLACEMENT OF THE
LOUDSPEAKER ARRAY FOR MONOCHROMATIC
PRIMARY SOURCE
From the detailed SFR error analysis, it is demonstrated that
the AL-LS approach possess the satisfactory reproduction
quality compared to other tested items. The reason is that
the procedure of obtaining active loudspeaker locations is
a convex optimization problem, the solution of which owns
global optimality. In this sub-section, we exhibit the loud-
speaker array for different SFR methods. The active loud-
speaker locations of our proposed SFR approach and the
reference methods in the context of power constraints are
presented in Figure 10, where the designed frequency is also
f = 800Hz.

The left and right column of Figure 10 show the active
speaker placement with pmax = 0.3 and pmax = 2, respec-
tively. Figure 10(a) and 10(b) show the benchmark SFR
placement with Na active loudspeakers distributed uniformly
in the array. This structure does not change with frequency
f or maximum allowable power pmax.
Figure 10(c) and 10(d) show the SVD-based placement,

and Figure 10(e) and 10(f) show the CMP-based placement. It
should be noted that the loudspeaker positions is recalculated
when pmax changes, which may lead to higher computational
complexity.

Figure 10(g) and 10(h) indicate the placement of the pro-
posed method with pmax = 0.3 and pmax = 2. It is clear that
the loudspeaker placements both in Figure 10(g) and 10(h) are
same. Because the first stage ADMM-based Lasso does not
consider the power limitation in active loudspeakers selection
and the selected positions are only related to frequency, i.e.,
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FIGURE 10. Active loudspeaker placement positions under pmax = 0.3
(left column) and pmax = 2 (right column) with designed frequency
f = 800Hz. (a) (b) are benchmark placement, (c) (d) are SVD-based
placement, (e) (f) are CMP-based placement and (g) (h) are AL-LS based
placement.

the placement of active loudspeakers is calculated once with
a given frequency.

D. SOUND FIELD REPRODUCTION ERROR ANALYSIS
FOR MULTIPLE PRIMARY SOURCES
The preceding sub-section IV-B compares our proposed SFR
approach with other methods for single-tone primary source
sound field reproduction, while this part consider the repro-
duction of two primary sources.

In this experiment, the two sources are located at
(
√
28, 0,−6) and (0,

√
28,−6) with complex excitations of

√
32. The reproduced source frequency range is from 200Hz

to 2000 Hz. Meanwhile, the designed frequency is 800Hz and
the maximum available powers are pmax = 0.3 and pmax = 2.
The test results of NMSE at multiple frequencies under

different power constraints for two primary sources are shown
in Figure 11.

By checking Figure 11(a), our proposed AL-LS SFR
model has an analogous NMSE compared with CMP-based
method and both of them outperform other methods when
pmax = 0.3.

Figure 11(b) depicts that the proposed SFR approachworks
better than the reference methods when f > 800Hz with
pmax = 2. However, the reproduction quality of AL-LS
method degrades when f < 800Hz. The reason is due to the

FIGURE 11. The NMSE of the proposed AL-LS based SFR and the
reference SFR methods for two primary sources over the frequency range
[200, 2000] Hz with the interval of 100Hz, when (a) pmax = 0.3 and
(b) pmax = 2.

face that the process of active loudspeaker selection does not
address the power constraint, which may leads to increase the
SFR error for a specific pmax in certain parts of the listening
space.

In summary, the extensive simulations presented above
demonstrate that the proposed approach can effectively
reduce the reproduction error compared to the reference
methods, especially for higher frequencies and an under-
sampled sound field.

E. COMPUTATIONAL EVALUATIONS OF THE ACTIVE
LOUDSPEAKER SELECTION
The active loudspeaker selection is the most complex part
in many SFR system using the Lasso, the complexity of
this searching process can be reduced to the great extent by
applying our proposed ADMM-based algorithm.

This subsection is devoted to the evaluation of the execu-
tion efficiency of the proposed ADMM-based algorithm from
a computational perspective. The augmented Lagrangian
parameter ρ and the Lasso penalty parameter λ are pre-
calculated as 1.0 and 0.021, respectively.

Firstly, for designed frequency f = 800Hz, we give the dia-
gram of the number of iterations and the convergence curve
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of the proposed algorithm in Figure 12, which corresponds to
the inputs G ∈ R2M×2N and pd ∈ R2M .

FIGURE 12. Convergence curves of (a) the objective function (b) the
primal and dual residuals of the ADMM. The dashed line in (b) show the
upper limit of the two residuals.

Combined with Figure 12(a) and 12(b), we find that the
algorithm converges and terminates after 67 iterations. The
objective function f (w) + g(z) is nearly convergent and the
primal residual ek1pri has converged after iterating 20 times.
Hence, the ultimate iteration numbers depends on the dual
residual ek1dual. It can be observed that the more iteration
numbers leads to the more accurate solutions but the compu-
tational costs increase as well. Therefore, we cannot pursuit
a single factor such as less iteration numbers or extremely
precise results. In consequence, we need to make a trade-
off between the accuracy of solutions and the implementation
efficiency by selecting the appropriate parameters for termi-
nation checks (more details are introduced in [32]).

Finally, the running time of ADMM-based Lasso and
CD-based Lasso used for l1-minimization are compared. The
operation environment is set as follows. Hardware: both of
the two SFR methods are implemented on a desktop machine
with a 3.2 GHz Intel (R) Core (TM) i5-6500 CPU, 8 GB
of RAM and an Intel (R) HD Graphics 530 GPU. Soft-
ware: Equipped with Windows 10 Spring Creators Update
1803 Version and Matlab R2016a. Additionally, due to the
SVD-based and CMP-based methods are not Lasso-based

TABLE 1. Runtime of ADMM-based Lasso and CD-based Lasso when M
changes from 125 to 15625.

SFR systems, this experiment would not consider those two
algorithms.

To examine the execution speed of ADMM-based Lasso
and CD-based Lasso, we fix the dimensionality of N as 625
(the number of all candidate loudspeakers) and Na as 25
(the number of active loudspeakers). The matching points are
set inside the listening space of 1m × 1m × 1m cube, and
the number of these points changes from 125 to 15625. The
results are shown in Table 1.

Table 1 lists the computing time of two different algorithms
when M changes from 125 to 15625. Obviously, the run-
time rises with the incensement of data volume. However,
the speed of ADMM-based Lasso can reach up to 32.79 times
faster than CD-based Lasso when M = 8000. Even in the
worst condition, the ADMM algorithm is still 11.31 times
faster than CD-based Lasso. This implies that ADMM-
based Lasso is more advantageous in practical large-scale or
low-latency SFR applications.

In general, the reason guarantees the efficiency of the
proposed SFR technique is two-fold. The first is the supe-
riority of ADMM itself, and the second is the trick for
matrix inversion computation. Recall that the real-valued
Green’s function matrixG has 2M×2N entries, whenG is fat
(i.e., M = 125 or 512, N = 625), the Sherman-Morrison-
Woodbury inversion formula (described in subsection III-B)
can be further utilized to reduce the computational costs.

V. CONCLUSION
This paper proposes an efficiently 3D SFR technique through
the optimization of omni-directional loudspeaker locations
and weights in a planar array based on two-stage Lasso-
LS, which has the potential of being applied to immersive
audio applications. At the first stage, the ADMM algorithm
is adopted to overcome the persistent problem of the high
computational complexity of Lasso, in order to promote the
efficiency during the optimal loudspeaker selection. Regular-
ized LS is then employed to control the total active loud-
speaker power and estimate the final loudspeaker weight.
Simulation results indicate that our proposed SFR approach
has the comparable reproduction quality with CMP-based
SFR, and outperforms the SVD-based SFR and Bench-
mark systems under various power limitation across the
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frequency range. The results also confirmed that the exe-
cution speed of the proposed ADMM-based Lasso solver
is much faster than the state-of-the-art Lasso solver. Sum-
ming up, the advantages of the proposed SFR method is
the relatively low reproduction error and the high efficiency
when we calculate the loudspeaker weight. Future research
could include the investigation of AL-LS in reverberation
environment.
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