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ABSTRACT The vehicular networks exploiting WiFi have a great advantage in cost and capacity in
comparison with the networks using cellular systems. However, to use WiFi in the vehicular environments,
the problem of frequent handover (HO) due to the small coverage of access points (APs) should be resolved.
In this paper, we propose a new HO technique which is effective in heterogeneous (WiFi/cellular) networks
on a real road topology. Specifically, we propose an HO scheduling scheme running on a server, which
determines the AP to which a user will be handed over, considering the road topology. Since a user only
needs to decide when to initiate the connection to the next AP, a very fast and efficient HO in the vehicular
environment can be realized. The design objective of the proposed HO scheduling is to maximize the
connection time on WiFi while minimizing the total HO latency and reducing the number of users which
contend for the channel within an AP. We show that this objective is well-accomplished with the proposed
scheme, by using computer simulation.

INDEX TERMS Handover scheduling, vehicular networks, WiFi, cellular network, graph modeling.

I. INTRODUCTION
The mobile Internet access from moving vehicles has been
increasing steadily. Nowadays, many people enjoy various
services from a simple news-feed to high rate video stream-
ing, inside moving vehicles [1]. Cellular network, because
of its reliability and wide availability, has become a top
priority wireless access system for providing such Internet
service in vehicular environment. This has led to the drastic
growth of data traffic in cellular network, causing a traffic-
overload problem. Hence, cellular network operators have
been driven to offload the traffic to other alternative tech-
nology systems [2]. On the other hand, most of the users
usually have the limited access to cellular network due to
high-cost issue. Unless the users register for an expensive
unlimited data plan, they cannot freely access the Internet
through cellular network. Thus, not only the cellular network
operators but also the users need alternative technologies
being much cheaper.

The IEEE 802.11 standard, also known as WiFi, has
become a popular alternative technology of cellular network.
Among the available WiFi versions, the IEEE 802.11p is

particularly designed for vehicular communication. However,
as an alternative of the cellular network, the IEEE 802.11p
is still less attractive compared to the IEEE 802.11b/g/n/ac,
even in the vehicular environment. First, the IEEE 802.11p
network infrastructure is not widely available yet. Hence,
to provide the Internet access using the IEEE 802.11p, a huge
number of IEEE 802.11p roadside units should be initially
installed, which requires a high cost. Second, the commercial
end-user devices on the market do not typically support the
IEEE 802.11p standard, which causes a compatibility issue.
Third, even if it is available, the IEEE 802.11p is not likely
able to support high-speed Internet access, due to its low
transmission rates.

On the other hand, the IEEE 802.11b/g/n/ac has become
a de facto global standard for wireless local area net-
work (WLAN), and most of the recent mobile electronic
devices are equipped with this WiFi chipset. Furthermore,
its access points (APs) have been deployed rapidly, not only
indoors but also outdoors so that the WiFi service area also
covers the road [3]. Recently, such a deployment condition
can be easily found in the campus area, company area,

53722
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

https://orcid.org/0000-0003-2414-5186
https://orcid.org/0000-0001-7515-7422


M. H. Dwijaksara et al.: Graph-Based HO Scheduling for Heterogeneous Vehicular Networks

government complex, etc. In such environment, the users
have been eager to utilizeWiFi whenever possible as an alter-
native of cellular network. This trend is also supported by the
fact that the default connection setting of two major mobile
operating systems (i.e., Android and iOS) prefers WiFi to
cellular network [4]. Based on these reasons, we focus on the
IEEE 802.11b/g/n/ac-based WiFi as an alternative of cellular
network in the vehicular environment.

However, when the users access Internet through WiFi
in vehicular environment, they may seriously suffer from
the frequent occurrence of handover (HO) events with long
latency. The frequent occurrence of HO events is caused by
the small coverage area of an AP [5]. If a user moves in a
vehicular speed, its sojourn time inside the service area of an
AP is relatively short and thus, in order to maintain the WiFi
connection, the user should often trigger the handover from
an AP to another AP. On the other hand, since the WiFi was
originally designed for static or semi-static users, it finds a
target AP for HO by scanning all channels. Such full channel
scanning usually incurs the long HO latency [6].

It is obvious that the frequent HO occurrence and long HO
latency may cause severe connection interruption to users.
Accordingly, in providing satisfactory services to the users
accessing Internet through WiFi inside a moving vehicle,
the fast handover with short latency between APs can be
essential [7]. In this paper, we design a new HO scheme
for effectively realizing fast handover between WiFi APs, by
exploiting the characteristic that the movement of a user is
predictable with high accuracy on the basis of road topology.

The deployment of APs on a road can be usually modeled
as a graph, when the location and service coverage of each
AP are known. Since the WiFi network may not cover the
whole road area, it is obvious that not only the APs but also
the cellular base stations (BSs) should be included in this
graph modeling. For convenience of description, when there
is no need to explicitly specify AP and BS, we use a point
of attachment (PoA) instead of AP/BS. Note that the PoAs,
of which service areas are partially overlapped, are referred
to as being adjacent to each other. In the graph modeling for
PoA deployment on road, each PoA becomes a vertex and the
adjacency of two PoAs is represented as an edge between the
corresponding vertexes. Since the moving path of a user may
be predicted beforehand on the basis of road topology, the
PoAs that the user probably passes through while moving on
a road also can be easily identified from the PoA adjacency
graph for the road. Thus, it is possible to determine a sequence
list of target PoAs for HO, in advance before the vehicle of
user enters the road. In this paper, we regard a sequence list
of target PoAs for HO as a HO schedule. Such a prior HO
scheduling can lead to a fast HO because a relatively long
time is usually needed to search a next target PoA for HO.

On the other hand, since a real topology of road is actually
various and somewhat complex and, furthermore, the moving
path of a user changes over time, a single graph modeling of
the entire road is ineffective from a HO scheduling perspec-
tive. Thus, partitioning a road into several small segments

being appropriate to efficient HO scheduling is very impor-
tant. We, in this paper, suggest a road partitioning scheme
and systematically develop a PoA adjacency graph for each
road segment. In such a graph, the edge from a PoA a to
another PoA bmeans that the handover from PoA a to PoA b
is possible and the weight value of the edge represents the
cost of the corresponding HO. Note that the HO cost should
be well mapped onto the objectives of HO scheduling, so that
the objectives can be achieved by merely selecting a minimal
cost path for the given PoA adjacency graph. In this paper,
we also transform our HO scheduling objectives to the HO
cost, which is assigned to each edge of the graph.

One of our HO scheduling objectives is to minimize the
number of HO events for avoiding frequent HO occurrence.
We also aim at minimizing the total HO latency that a user
will experience while passing through a road segment. To
this end, we assign the lower weight to the edge of the HO
type with shorter execution process. Note that the HO process
between APs with the same IP subnet address (so-called the
L2 HO) has fewer execution steps than the HO between
APs with respective different subnet addresses (so-called the
L3 HO), because the L3 HO requires an additional DHCP
process for getting a new IP address. As a result, the L3 HO
events need longer execution time and we try to reduce the
L3 HO events in HO scheduling. In addition, the AP with
fewer users is preferred as a target AP for HO, because the
users can get the higher opportunity of accessing the channel
from mitigated competition. Also, the APs rather than BS are
preferred so that the users can enjoy mobile Internet access
with cheaper fee. Thus, we assign the lower weight to the
edge for any AP than BS and to the edge for the AP with
fewer users.

Based on a directed graph representing both the adjacency
relationship of PoAs and the HO cost between them, the
proposed HO scheduling problem is formulated as a mixed
integer linear programming (MILP) for finding a sequence
list of PoAs with a minimum cost and is solved by a central
scheduling server.

Before entering a particular road segment, a user requests
its HO schedule for the segment to the scheduling server and
receives a sequence list of target PoAs together with their
working channels. While moving on the road segment, as
soon as the connection with its current serving PoA becomes
unstable, the user can try a connection to the next PoA,
without a long-time HO step for searching a target PoA.
This realizes a very fast and efficient handover in high-speed
vehicular environment. Moreover, since the cental sever is
responsible for HO scheduling of all users, the users are free
from the burden calculating their HO schedules, with no need
of individually storing the graphs for all road segments.

We summarize the contributions of this paper as
follows.
• TheHO scheduling scheme for the heterogeneous vehic-
ular network is proposed. The proposed scheme consid-
ers the IEEE 802.11b/g/n/ac-based WiFi as an alterna-
tive of the cellular network, instead of the IEEE 802.11p.
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Thus, it requires a relatively low deployment cost and it
is directly applicable.

• A graph model for PoA deployment around a road
is systematically developed, considering on a complex
structure of real roads, which include straight, curve,
intersection, and u-turn.

• AHO schedule of a user is determined in advance before
the vehicle of the user enters the road. Moreover, the HO
scheduling problem is formulated so as to maximize the
connection time on WiFi and minimize the total HO
latency while taking account of local load balancing.
This makes the fast handover possible and, in turn,
enables the users in a moving vehicle to enjoy Internet
access with cheap fee.

• A whole HO process such as a prior HO scheduling,
a delivery of HO schedule, and a HO event triggering
is designed in detail.

• The effectiveness of the proposed HO scheme is
assessed under a practical scenario of heterogeneous
WiFi/cellular network on a real road topology.

To the best of our knowledge, the proposed scheme is the
first HO scheduling scheme for heterogeneous vehicular net-
works, designed by considering a complex topology of real
roads.

The rest of the paper is organized as follows. Section II
presents the related works. The system model is elaborated
in Section III. Section IV discusses a graph-based modeling
as the foundation of the proposed HO scheduling. Section V
and Section VI describe the proposed HO scheduling prob-
lem and the whole HO process, respectively. In Section VII,
the performances of the proposed scheme and some existing
HO schemes are assessed by using simulation. The paper is
concluded with Section VIII.

II. RELATED WORKS
The HO decision of wireless networks has been extensively
studied. The works in [8] and [9] present comprehensive
survey regarding HO decision, in which most of HO decision
schemes focused on selecting a single target AP for HO on
the basis of various selection metrics. Regarding the HO in
vehicular networks, the recent works in [10]–[12] deal with
the vertical HO, whereas the works in [13]–[17] handle the
horizontal HO of IEEE 802.11 networks.

In [10], a cloud-based vertical HO scheme for vehicular
networks was proposed, where the problem of selecting a tar-
get network for HO was formulated as a coalition formation
game having a Nash equilibrium. Each coalition is associated
with a particular PoA and, thus, joining a coalition means
selecting the corresponding PoA. Marquez-Barja et al. [11]
formulated a weighted multi-objective optimization problem
for a vertical HO in vehicular environments. Four metrics of
throughput, packet delay, packet loss, and price (cost) were
used for selecting a target PoA. The scheme highly depends
on instant information of these metrics for each candidate
PoA, sent through the serving PoA. However, in the highly
dynamic vehicular environment, this information may not be

accurate, which is likely to cause the undesired HO result.
Similarly with [11], Wang et al. [12] also considered four
types of user preference in selecting a target network, such
as longer connection duration with network, higher network
bandwidth, lower communication cost of network, and ser-
vice orientation.

Huang and Tzeng [13] proposed two algorithms for the
horizontal HO between IEEE 802.11 networks, namely
longest distance algorithm (LDF) and least HO frequency
algorithm (LHFA). In LDF, a user selects a target AP which
can provide the longest service time by utilizing the loca-
tion information and service radius of neighboring APs.
Meanwhile, the LHFA intends to minimize the number of HO
events. For this purpose, it firstly constructs a handover-graph
according to the current trajectory of the user. Then, using
Dijkstra’s algorithm, it finds a set of APs to be connected
along the trajectory which minimizes the number of HO
events. However, it did not discuss the trajectory prediction
clearly and assumed that the user always moves on a straight
road. When considering various topology of road such as
U-turn, bend and intersection, the assumption of straight road
is very tight and unpractical, and thus the HO algorithm can
be ineffective in real environment.

The scheme in [14] schedules the scanning order of can-
didate APs on the predicted moving path of the user, based
on the expected connection duration. The AP which can
provide the longest connection time is scanned first. Since
the moving path is predicted with the last three records on
general positioning system (GPS) information of the user, if
the location information is not accurate, the user may connect
to the undesired AP.

Mouton et al. [15] utilize the road topology to predict the
trajectory of a user. The road is divided into several road
sections, which are the parts of road bounded by two inter-
sections or a dead end. A set of candidate APs within a road
section is prior decided, based on the received signal strength
indicator (RSSI) calculated according to a predefined channel
model. However, this scheme did not discuss how to select
the target APs from candidate APs. Furthermore, since the
selection of candidate APs is merely based on the calculated
RSS, it still may cause frequent HO events.

Dwijaksara et al. [16] proposed a crowdsourcing-based
HO scheme, in which the moving pattern of a user on a
particular road is derived from the past moving data of the
user reported by itself, and this moving pattern is again used
to predict the future moving direction of the user. Then,
the AP of which the longest connection time is expected
on the predicted future moving path of the user is selected
as a HO target. However, this technique requires a complex
information configuration of the road, which introduces a
significant overhead.

Dwijaksara et al. [17] proposed an AP clustering scheme
for a fast HO, where some adjacent APs are grouped into a
cluster with the same basic service set identifier (BSSID) and
then the handover between APs belonging to the same cluster
requires only the channel switching. This clustering-based
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HO scheme was implemented on mobile devices and APs,
and its performance was evaluated through real experiments.

III. SYSTEM DESCRIPTION
In this paper, we consider heterogeneous networks where
WiFi systems coexist with cellular networks such as Long
Term Evolution (LTE),1 as depicted in Fig. 1. Since we are
interested in efficiently supporting the Internet access of users
in vehicles on roads, we concentrate on communication in
the areas around roads. The WiFi APs or simply APs are
randomly and densely deployed, which causes the service
areas of many APs to overlap with each other. On the other
hand, the cellular BSs or simply BSs are deployed under
a certain cell planning strategy, so that the service area of
the cellular network covers the whole road area. Unlike the
cellular networks, the service area of the WLANs may not
cover some part of road areas. TheAPs andBSs are connected
to the Internet using wired links. In this paper, the AP and BS
are referred to as a point of attachment (PoA). In addition,
we consider that the whole area is divided into disjoint sub-
areas. Therefore, from this point, we can focus on a particular
sub-area.

FIGURE 1. Heterogeneous networks in vehicular environments.

Each sub-area is managed by a server, possibly in a similar
manner to cloudlet system [18]. The server stores information
regarding all PoAs within its sub-area as well as information
of the roads belonging to the corresponding sub-area. The
set of all PoAs within a sub-area is denoted by P , which
consists of the set of APs, A, and the set of BSs, B. Thus,
P = A ∪ B. pa and Ra respectively denote the location
and service radius of PoA-a (∈ P). For a given coordinate
point pa, its latitude and longitude components are denoted
by pa.x and pa.y, respectively.

On the other hand, the roads within a sub-area are divided
into several road portions. A road portion is started from
an intersection or u-turn area and ended in the next nearest
intersection or u-turn area. Thus, a road portion contains no

1The cellular networks may also include GSM and UMTS network but,
for simplicity we only mention the LTE.

intersection and u-turn areas. The road portion-p is repre-
sented by a list of curve points, Lp. When the road portion-p
has n curve points and its ith curve points is denoted by lpi ,
Lp =

(
lp1 , lp2 , ..., lpn

)
. Moreover, a straight line between two

consecutive curve points is referred to as a moving path. The
north azimuth value formed by ith the moving path (lpi , lpi+1 )
of the road portion-p is denoted by θ ip.
A user device or simply a user, is equipped with both WiFi

interface and cellular network interface, moves in vehicular
speed along a road. The user can track its current position and
moving direction using GPS and can connect to both WiFi
and cellular network while moving on the road. However,
to maximize the connection time on WiFi, the user prefers to
transmit data through WiFi whenever possible. To maintain
a network connection, the user needs to perform handover to
either AP or BS while moving. Thus, horizontal and vertical
HO may take place.2 In the case of horizontal HO between
WiFi APs, the HO can be further categorized into two types
of L2 and L3 HO, depending on the subnet configuration of
the APs, like in [17]. The handover between two APs with the
same subnet address is referred to as the L2 HO, whereas the
L3 HO means the handover between the APs with respective
different subnet addresses. The HO latency from PoA-a to
PoA-b is denoted by τab. And, ηa(t) denotes the number of
users connected to PoA-a at time t .

IV. GRAPH-BASED MODELING
Our HO scheduling design is based on a directed graph
representing the PoA deployment on a road, where each PoA
is represented as a graph node and the adjacency of two PoAs
becomes an edge. Let us examine this graph modeling.

A. DIVISION OF ROAD PORTION INTO ROAD SEGMENTS
We first define a road segment as the part of a road portion
satisfying the condition that, if the HO from AP-a to AP-b
is possible while moving on the road segment, the HO from
AP-b to AP-a reversely on the same road segment is not
possible. This condition is referred to as a single direction
HO.With a single direction HO condition, a road segment can
be modeled as a graph which has no loop between any two
nodes (APs), i.e., the graph cannot have simultaneously the
edge from vertex-a to vertex-b and the edge from vertex-b to
vertex-a. This no-loop characteristic can lead to more simple
but efficient HO scheduling on the road segment.

Let us explain with an example that the single direction HO
condition may not be held within a road portion. Although a
road portion does not contain any intersection or u-turn area
(refer to the definition of a road portion in Section III), it may
contain a sharp turnout section which excessively changes
the moving direction of a user. For instance, a user, which
firstly moves toward South direction at the beginning of a
road portion, may finally move toward North direction at
the end of road portion due to the sharp turnout section.

2In the case of vertical HO, the user does not actually perform the HO
operation. The user can only switch the currently active network interface
for data transmission either from LTE to WiFi interface or vice versa.
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As the implication, the user, which performs handover from
AP-a to AP-b at the beginning of road portion, may possibly
perform handover from AP-b to AP-a at the end of road
portion.

Now, we partition a road portion into one or more road
segments, each of which satisfies the single direction HO
condition. LetMs be the list of curve points which construct
the road segment-s.Ms =

(
ms1 ,ms2 , ...,msk

)
, wherems1 and

msk are the first and last curve points, respectively. In addi-
tion, the north azimuth value formed by the moving path
(msi ,msi+1 ) of the road segment-s is denoted by θ is.We assume
that, since a road segment does not contain any sharp turn-
out section, the difference between the north azimuth value
of any two moving paths within the road segment should not
be greater than a certain threshold value, 0. This threshold is
used to detect the sharp turn-out section within a road portion
and to divide the road portion into disjoint road segments.
The detail is presented in Algorithm 1, where EmptyList() is
a function which generates an empty list and InSertList(L, e)
is a function which inserts e as the last element of a list L.

Algorithm 1 Construction of Road Segments

1: A list of curve points Lp =
(
lp1 , lp2 , ..., lpn

)
2: A list of north azimuth values

(
θ1p , θ

2
p , ..., θ

n−1
p

)
3: Threshold of north azimuth value difference, 0
4: Ms← EmptyList()
5: InsertList

(
Ms, lp1

)
, `← 1, C ← {}

6: for i = 2 to n− 1 do
7: if |θ`p − θ

i
p| ≤ 0 then

8: InsertList(Ms, lpi )
9: else
10: C ← C ∪

{
InsertList(Ms, lpi )

}
11: Ms← EmptyList()
12: InsertList

(
Ms, lpi

)
, `← i

13: end if
14: end for
15: C ← C ∪

{
InsertList(Ms, lpn )

}
16: return C

We start by setting the first curve point of road portion
as the first curve point of the first road segment on the
corresponding road portion (line 4, 5). Then, we continuously
record all the other curve points which belong to the current
road segment, while observing the north azimuth value dif-
ference to detect the next road segment. This is done until all
curve points of the corresponding road portion are processed
(lines 6 – 14). The algorithm returns a set of all road segments
for given road portion.

Note that since the HO scheduling problem on each road
segment is independent of each other, we initially treat theHO
scheduling problem on a single road segment. Then, we will
merge all pieces together in Section VI.

B. RELATION BETWEEN PoAs ON A ROAD SEGMENT
Let us consider a road segment-s with a list of curve points,
Ms =

(
ms1 ,ms2 , ...,msk

)
. To formulate the HO scheduling

problem, we need to discuss the relation between PoAs on
road segment-s. We define the initial PoAs of a road segment
as the PoAs whose service area overlaps with the first curve
point. Also, the final PoAs of a road segment is defined as the
PoAs whose service area overlaps with the last curve point.
When Ss and Es respectively denote the set of initial PoAs and
the set of final PoAs for the road segment-s,

Ss =
⋃
∀a∈P

{
a
∣∣∣ ‖pa − ms1‖ ≤ Ra −1}, (1)

Es =
⋃
∀a∈P

{
a
∣∣∣ ‖pa − msn‖ ≤ Ra −1}, (2)

where ‖x−y‖ is the Euclidean distance between point x and y,
and 1 is a distant margin.

The perpendicular distance from the location of PoA-a, pa,
to a straight line formed by the moving path (msi , msi+1 ) is

da =
8a

‖msi+1 − msi‖
, (3)

where 8a = |(msi+1.y − msi.y)pa.x − (msi+1.x − msi.x)pa.y +
mai+1.xmsi.y − msi+1.ymsi.x | and | · | is the absolute value.
If da < Ra, it implies that the service area of PoA-a intersects
the straight line formed by the moving path (msi , msi+1 ).
q1a and q2a denote the first and second intersection points,
respectively, and are calculated as in [20]. Fig. 2 depicts
all possible cases for the intersection between the service
area of PoA-a and a straight line formed by the moving
path (msi , msi+1 ).

FIGURE 2. All possible cases of intersection between service area of
PoA-a and the straight line of the moving path (msi , msi+1 ).

Based on the intersection points between the service area
of the PoA and the straight line formed by the moving path,
we define the moving path being covered by PoA.
Definition 1: A PoA-a covers a moving path (msi ,msi+1 ),

which is written as COVER
(
a, (msi ,msi+1 )

)
, if some part

of the path (msi ,msi+1 ) is located inside the service area
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of PoA-a. It is satisfied if one of the following conditions is
fulfilled.

‖msi − pa‖ ≤ Ra, (4)

‖msi+1 − pa‖ ≤ Ra, (5)(
da < Ra

)
∧

(
‖msi − q

1
a‖ + ‖q

1
a − q

2
a‖

+‖q2a − msi+1‖ = ‖msi − msi+1‖
)
. (6)

The equation (4) and (5) indicate whether msi or msi+1 is
located in the service area of PoA-a (Case 1, 2, and 3 in
Fig. 2). The equation (6) holds when both msi and msi+1 are
located outside the service area of PoA-a, but the straight line
formed by those points intersects the service area of PoA-a
(Case 4 in Fig. 2). A PoA covering any moving path of the
road segment-s (Cases 1 – 4 in Fig. 2) becomes one of the
candidate PoAs for HO on the road segment-s.

When the PoA-a covers one or more moving paths of
the road segment-s, there are one or two intersection points
between the PoA and the covered moving paths, marked by
the red-crosses in an example of Fig. 3. The first and second
intersection points are denoted by us,a and vs,a, respectively.
If the first curve point of road segment-s is within the service
area of PoA-a, i.e., if ‖pa − ms1‖ < Ra, us,a = ms1 .
Also, if the PoA-a contains the last curve point of the road
segment-s (‖pa − msk‖ < Ra), vs,a = msk . Based on the
above discussion, we describe the relationship between PoAs
on the road segment-s.

FIGURE 3. The intersection points between the PoAs and the road
segment-s where Ms =

(
ms1 , ms2 , ..., ms9

)
.

Definition 2: A PoA-b is the next neighbor of PoA-a on
the road segment-s, which is written as NEXTs

(
a, b

)
, if there

exists a moving path (msi ,msi+1 ), such that PoA-a and PoA-b
satisfy the conditions in (7) and (8).

‖q1a − q
2
a‖ + ‖q

1
b − q

2
b‖ > max

φ,ψ∈{q1a,q2a,q
1
b,q

2
b}

‖φ − ψ‖, (7)(
hs(us,a,msk ) > hs(us,b,msk )

)
∨

(
hs(ms1 , vs,a) < hs(ms1 , vs,b)

)
,

(8)

where hs(x, y) is the total length of all moving paths from the
point x to y.
The condition (7) states that the service areas of two PoAs
should continuously cover the moving path (msi ,msi+1 ). The
condition (8) is that the PoA-a should be followed by the
PoA-b with regard to the moving direction on the road
segment-s. The HO from PoA-a to PoA-b in the road

segment-s may take place if the PoA-b is the next neighbor
of the PoA-a.

C. DIRECTED GRAPH REPRESENTATION
For given PoA deployment on the road segment-s, we con-
struct a directed graph Gs = (Vs,Es), where Vs is a set of
PoAs whose service area covers at least one moving path of
the road segment-s andEs is a set of all feasible directed edges
between PoAs inVs. Remind thatA is a set of all APs andB is
a set of all BSs. Let VA,s and VB,s respectively denote a set
of APs and a set of BSs, covering at least one moving path of
the road segment-s.

VA,s =
⋃
∀a∈A

{
a
∣∣ ∃msi ,msi+1 ∈Ms such that

COVER
(
a, (msi ,msi+1 )

)}
, (9)

VB,s =
⋃
∀b∈B

{
b
∣∣ ∃msi ,msi+1 ∈Ms such that

COVER
(
b, (msi ,msi+1 )

)}
. (10)

Then, Vs = VA,s
⋃
VB,s. For the sake of convenience,

we will also refer a vertex in VA,s as AP and a vertex in VB,s
as BS.

Now let us derive all feasible edges in Es. When the PoA-b
is the next neighbor of the PoA-a, there exists a directed edge,
eab, from PoA-a to PoA-b. Let EA,s be a set of all directed
edges between two PoAs (i.e., APs) in VA,s, and let EB,s be
a set of all directed edges between two BSs in VB,s.

EA,s =
⋃

∀a,b∈VA,s

{
eab

∣∣∣ NEXTs(a, b)}, (11)

EB,s =
⋃

∀a,b∈VB,s

{
eab

∣∣∣ NEXTs(a, b)}, (12)

If there exists a directed edge from the PoA-a to the PoA-b,
it implies that the HO may take place from the PoA-a to the
PoA-b. The edges in EA,s or EB,s only specify the horizontal
HO either between APs or between BSs. In addition to the
horizontal HO, the vertical HO between AP and BS may also
take place. Thus, we also should consider the edges which
specify the vertical HO. To maximize the connection time on
WiFi, the user is allowed to perform the HO from AP to BS
only when the current serving AP does not have any other AP
as its next neighbor. Thus, the AP can have an outgoing edge
to the BS only when the corresponding AP has no outgoing
edge to any other AP. Note that an AP belonging to the final
PoAs does not have any outgoing edge to the other BSs on
the same road segment. Let V−EsA,s denote a set of all APs in
VA,s excluding the APs in Es. When Evo

s is a set of all feasible
outgoing edges from AP in V−EsA,s to BS in VB,s,

Evo
s =

⋃
∀a∈V−EsA,s ,∀b∈VB,s,

∀c∈VA,s

{
eab

∣∣∣ eac /∈ EA,s, NEXTs(a, b)}.
(13)
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Note that a user should always perform handover from BS
to AP whenever the AP becomes available, This implies that
an AP can have an incoming edge from the BS only when
having no incoming edge from any other AP. Let V−SsA,s be a
set of all APs in VA,s excluding the APs in Ss. Then, a set of
all feasible outgoing edges from BS in VB,s to AP in V−SsA,s is

Evi
s =

⋃
∀b∈VB,s,∀a∈V

−Ss
A,s ,

∀c∈VA,s

{
eba

∣∣∣ eca /∈ EA,s, NEXTs(b, a)}.
(14)

Finally, a set of all feasible edges, Es, is as

Es = EA,s
⋃

EB,s
⋃

Evo
s

⋃
Evi
s . (15)

Fig. 4 depicts an example for the PoA deployment on road
segment-s and Fig. 5 shows the corresponding directed graph.
Each edge in the graph has a weight representing a cost of the
corresponding HO, which will be discussed in the following
section.

FIGURE 4. Example deployment of PoAs on a road segment.

FIGURE 5. A directed graph for the road segment of Fig. 4.

V. HANDOVER SCHEDULING PROBLEM
In this section, we formulate the HO scheduling problem and
propose the HO scheduling algorithm.

A. PROBLEM FORMULATION
The primary goal of our scheme is to find the best HO sched-
ule for each road segment, which minimizes the total HO
latency while having network connection through WiFi (not
cellular) whenever possible and preferring the handover to the
AP with fewer users. The HO schedule is a sequence list of
target PoAs in the order of the HO actions to be conducted by
a user when it moves along a particular road segment. The HO
schedule is derived by solving the following HO scheduling
problem.

We formulate the HO scheduling problem of road
segment-s, using the directed graph Gs = (Vs,Es). Let zab
be a binary variable indicating whether the edge eab (∈ Es) is
selected. Selecting eab means that the HO from the PoA-a to
the PoA-b is scheduled. If eab is selected, zab = 1; otherwise
zab = 0. Let w(eab, t) be a weight assigned to edge eab at
time t . The HO scheduling problem for the road segment-s at
a time t , started from the PoA-υ (υ ∈ Ss) and ended at any
PoA in Es, is formulated as (16) – (20).

min
∑
eab∈Es

zab w(eab, t) (16)

s.t.
∑

a∈Vs,eυa∈Es

zυa ≥ 1, (17)

∑
b∈Vs,eab∈Es

zab −
∑

c∈Vs,eca∈Es

zca = 0, ∀a ∈ �s (18)

∑
a∈Vs

∑
b∈Es,eab∈Es

eab ≥ 1, b 6= υ (19)

zab ∈ {0, 1}, ∀a, b ∈ Vs (20)

where �s is the set of all PoAs in Vs excluding the starting
PoA and the final PoAs.

The objective (16) seeks for the HO schedule that mini-
mizes the sum of weights. The constraint (17) ensures that at
least one of the outgoing edges of PoA-υ should be included
since it is a starting PoA. The constraint (18) ensures that
if the PoA-a in �s is included in the HO schedule, both
its incoming and outgoing edges should be selected together
since it is a connecting PoA. The constraint (19) ensures that
the HO schedule is ended at one of the PoA in Es, thus at least
one incoming edge to one of these PoAs should be selected.
The constraint (20) is self-explanatory.

B. WEIGHT OF EDGE
To solve the above HO scheduling problem, we first should
design a weight of each edge, i.e., w(eab, t) for eab ∈ Es.
Recall that the objectives of the HO scheduling problem are:
(1) maximizing the connection time on WiFi; (2) minimizing
the total HO latency taken to perform all HO operations
during moving on roads; and (3) preferring the handover to
the AP with fewer users. The weight value of each edge
should be assigned so that the objectives are fulfilled.

To encourage that a user selects WiFi (not cellular) for
communication whenever possible, the highest preference
should be given to a directed edge from BS to AP (∈ Evi

s ).
Thus, the edge belonging to Evi

s should have the smaller
weight value than the edges with the other types, because
of a minimization problem. Next, to achieve the objective of
minimizing the total HO latency, the second highest prefer-
ence is given to a directed edge between APs (∈ EA,s), since
the horizontal HO between APs has much shorter latency
than the vertical HO between AP and BS. Lastly, the lowest
preference is given to an edge from AP to BS (∈ Evo

s ) and
an edge between BSs (∈ EB,s), since the connection to BS
is unfavorable. Based on the above discussion, the weight of
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eab at a time t , denoted by w(eab, t), is.

w(eab, t) =


−card(Vs), if eab ∈ Evi

s

α
τab

T
+ β

ηb(t)
Nb

, if eab ∈ EA,s

1, if eab ∈ Evi
s
⋃
EB,s

(21)

In (21), card(Vs) is the cardinality of the set Vs, τab is the HO
latency from AP-a to AP-b, and ηb(t) is the number of users
connected to AP-b at time t . In addition, T is the maximum
possible HO latency and Nb is the maximum allowable num-
ber of users at PoA-b.

Now, we examine more specifically the weight value
according to each edge type, starting from the edges in EA,s.
The edge from AP-a to AP-b has the weight of α τabT +β

ηb(t)
Nb

.
The first term accounts for the HO latency and the second
term reflects the number of users associated with the target
AP, where α and β (α + β = 1) are the relative importance
factors of the first and second terms. Note that any edge
in EA,s has a positive value smaller than one, since each
term is normalized by its maximum value. The weight is
designed with the purpose of reducing the total HO latency
(the first term) while preferring the handover to the AP
with fewer associated users (the second term). Since the
handover to the AP with fewer associated users can help to
relieve the channel contention among users within AP, each
user may have an opportunity to get the higher throughput.
Furthermore, since the number of associated users at each
AP is changed over time, this term can give a randomness
effect to the HO schedule. Note that the graph representing
the PoA deployment on a road segment is a fixed factor.
In addition, because the HO latency between PoAs mainly
depends on its HO type which is a pre-determined parameter,
this term reflecting the number of associated users at each AP
is only the time-varying factor in (21). Therefore, without
this term, the HO schedule on a particular road segment
may always contain the same set of PoAs. This situation is
very undesirable since the users are concentrated to some
particular APs on a road segment and such load unbalancing
may incur the performance degradation.

On the other hand, for maintaining the network connection
through WiFi whenever possible, any directed edge from BS
to AP should have a weight smaller than zero, since an edge
between two APs has a positive value smaller than one. We
simply set the weight of any edge in Evi

s to −card(Vs). As a
result, whenever an AP becomes available, the user is forced
to connect to the AP.

An edge from BS to other BS is selected only when the
BS does not have an AP as its next neighbor. The HO from
AP to BS is also scheduled only when the AP has no neigh-
boring AP. Thus, when considering a positive weight value
smaller than one for an edge between APs, the weight of an
edge belonging to these types can be set to any positive value
equal to or larger than one. We simply assign the weight of
one to the edges from AP to BS and from BS to BS.

C. HO SCHEDULING ALGORITHM
The problem in (16) – (20) is a mixed integer linear pro-
gramming (MILP) problem, which can be efficiently and
quickly solved using any MILP solver such as CPLEX [21]
or LPsolve [22]. Then, the HO schedule is derived from the
solution of the problem, which is a set of selected edges.
Algorithm 2 returns the HO schedule of a user for the road
segment-s, which is a sequence list of target PoAs in order
of the HO actions to be conducted by the user while mov-
ing along the road segment. Like in Algorithm 1, the func-
tion EmptyList() generates an empty list and the function
InSertList(L, e) inserts e as the last element of a list L.

Algorithm 2 HO Scheduling on Road Segment-s, Started at
PoA-υ
1: Solve the problem (16) – (20) using MILP solver
2: Let E be the set of edges returned by MILP solver
3: Let V be the set of vertices whose edge is in E
4: Ls,υ ← EmptyList()
5: InSertList(Ls,υ , υ), a← υ

6: while E 6= ∅ do
7: if a ∈ B then
8: b← argmin b̂∈V,eab̂∈E

hs(ms1 , vs,b̂)
9: else
10: find b in V such that eab ∈ E
11: end if
12: InSertList(Ls,υ , b), E← E\{eab}, a← b
13: end while
14: return Ls,υ

Firstly, the starting PoA-υ is inserted to an empty list Ls,v
as the first element (lines 4 – 5). After that, the HO schedule
is derived by repeatedly identifying the next PoA to be con-
nected through the already selected edge until all edges are
processed (lines 6 – 13). If the current PoA-a is a BS (line 7),
there may be several possible outgoing edges (see Fig. 5).
Thus, to avoid skipping any edge in E, we should select the
outgoing edge to a PoA which is the closest to the start-
ing curve point of the corresponding road segment (line 8).
However, if the current PoA-a is an AP, there is only one
outgoing edge from AP-a in E (line 10). Then, the PoA-b
is inserted to the list of target PoAs. An example of the HO
schedule for the graph with starting PoA-a in Fig. 5 derived
by the Algorithm 2 is

(
AP-a, AP-c, BS-1, AP-d , AP-e, BS-1,

AP-f
)
.

VI. HANDOVER SCHEDULING OPERATION
The proposed HO scheduling is composed of an offline phase
and an online phase. In the offline phase, the server generates
a directed graph for each road segment, by utilizing the pre-
inputted information about network configurations and road
topologies. It is possible since the graph generation requires
only the static information about PoAs and road segments.
Meanwhile, since the weight values of edges are periodically
updated with the number of associated users reported by
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each PoA, the HO schedules cannot be computed in advance
and should be generated on demand. In the online phase,
when receiving the request for HO schedule from a user,
the server computes the HO schedule for the user by using
Algorithm 2. Note that the HO schedule delivered from the
server to the user is merely an ordered list of HO target PoAs.
Accordingly, the user should decide the HO triggering points
(i.e., when) by itself while moving along a road segment. The
block diagram in Fig. 6 summarizes the steps in the proposed
HO scheme. Now, we describe the HO schedule delivery and
the HO triggering in the online phase.

FIGURE 6. Block diagram of the proposed HO scheduling scheme.

A. HO SCHEDULE DELIVERY
When a user connects to the last PoA of the current HO sched-
ule or when it initially joins the network, the user request a
new HO schedule to the server through its serving PoA.3 For
this, the user should send a HO request (HO_REQ) packet,
which contains the information about its current location and
its serving PoA, to the server. Upon receiving this request,
the server checks the information in the HO_REQ packet and
identifies the possible future road segments to which the user
may move, as follows. If a user is currently connected to the
final PoA, it implies that the user is close to the end of the road
segment. Thus, by observing the current location of the user,
the server may figure out the next possible road segments to
which the user may move. On the other hand, if a user is not
currently connected to the final PoA, it implies that the user
has newly joined the network in the middle of a road segment
and its next road segment is the current one.

When recognizing the next possible road segments, the
server should compute the HO schedules for all possible road
segments since it cannot know the road segment of which the
user will finally move to. Assume that the PoA-υ is the cur-
rent serving PoA of the user. For any possible road segment-s,
the server gets the HO schedule Ls,υ , by executing the
Algorithm 2 with the starting PoA υ. Then, the server gen-
erates the information of (PoA ID, Channel ID, HO Type)
for each PoA in Ls,υ , where the PoA ID is the unique
identifier of the corresponding PoA, the Channel ID iden-
tifies the working channel of the PoA, the HO type indi-
cates whether the type of the HO event from the corre-
sponding PoA to the next PoA is L2, L3, or vertical HO.

3A user joining the network may select its serving PoA based on RSSI.

Let Is,υ (i) be the information for the ith PoA of Ls,υ and
let ns,υ be the number of PoAs in Ls,υ . Then, the HO
schedule information for road segment-s is configured as
Zs,υ =

(
θ1s , Is,υ (1), Is,υ (2), · · · , Is,υ (ns,υ )

)
, where θ1s is

the north azimuth value of the first moving path of the road
segment-s. After that, the server replies with a HO reply
(HO_REP) packet, which contains the HO schedule informa-
tion ZS1,υ ,ZS2,υ , · · · ,ZSκ,υ for all possible road segments
S1, S2, · · · , Sκ .
Upon receiving the HO_REP packet, if there are more than

one HO schedule (e.g., at the intersection), the user firstly
should select an appropriate HO schedule based on its final
moving direction, before updating the HO schedule. It may
be better to make the selection as late as possible until the
next road segment is manifested, as long as the user does
not get out of the service area of the current serving PoA.
Based on this reasoning, when the serving PoA of the user
is an AP, the user performs the HO schedule selection when
it approaches the service area boundary of AP (i.e., when
the RSSI value of the serving AP falls below the HO RSSI
threshold). Meanwhile, the user being currently served by the
BS performs the HO schedule selection when it first detects
a new AP, or approaches the cell edge.

When θc is the north azimuth value of the current moving
direction of the user, the user selects the HO schedule whose
north azimuth value is equal to θ∗s .

θ∗s = argmin
θi∈{θ

1
S1,θ

1
S2,...,θ

1
Sκ }

|θi − θc|, (22)

B. HO TRIGGERING AND EXECUTION
Since a user gets the HO schedule in advance before entering
a road segment, the user knows that it should perform the
handover to which PoAs while moving on the road seg-
ment. Additionally, the user has to decide when the handover
should be tried (HO triggering). We basically consider an
RSSI-based HO triggering.

Firstly, when the current PoA is a BS and the next PoA in
the current HO schedule is an AP, the user continually checks
the accessibility to the next APwhile communicating with the
serving BS, by intermittently scanning the working channel
of the AP. Note that such channel scanning does not affect
the data transmission since the user uses different network
interfaces for the LTE and WiFi. When detecting that the
RSSI value of the next AP is higher than a predefined min-
imum RSSI threshold, the user should immediately trigger
the handover to the AP, regardless of the RSSI status of its
serving BS. It allows the user to connect to the WiFi network
whenever possible. When the current PoA is a BS and there
is no neighboring AP, the horizontal HO mechanism of LTE
can be used. One the other hand, if the serving PoA is an AP,
the handover operation to the next PoA (either AP or BS) is
started when the RSSI of serving AP falls below a predefined
threshold.

Once the HO is triggered, the user and the target PoA
execute the HO protocol steps (e.g., horizontal HO between
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WiFi APs, horizontal HO between BSs, or vertical HO
betweenAP and BS). The readers can refer to [17] for the exe-
cution steps of horizontal HO betweenWiFi APs and [19] for
horizontal HO between LTE BSs. For the vertical HO in our
scheme, because the user uses different network interfaces to
access WiFi and LTE, it is merely needed to switch the active
network interface for data transmission either from LTE to
WiFi or vice versa.

Note that if the handover to a particular target PoA fails
after a certain number of trials, the user marks the PoA as
being unavailable. Then, the user scans the working channels
of neighboring PoAs and selects the PoA with the highest
RSSI as a HO target PoA. Afterwards, the user executes the
handover to the new target PoA by following the proposed
HO procedure. In addition, the user may report the unavail-
able PoA to the server. The server can make a further decision
regarding the unavailable PoA, for example by removing it
from the graph. Then, it will be excluded in any future HO
schedules until it is available.

C. HO SCHEDULE DELIVERY OVERHEAD
In the proposedHO scheme, the burden for computing theHO
schedule is moved from user to server, whereas a little com-
munication overhead for delivering the schedule information
from server to user is added (the overhead of HO request is
negligible). Let us estimate this delivery overhead.

Whenever a user reaches an intersection, the user receives
the HO schedules for all possible road segments. For each
PoA in a HO schedule, we use the PoA ID of 6 bytes,
the channel ID of 1 byte, and the HO type of 1 byte (totally
8 bytes). The HO schedule which contains Np PoAs uses
(8Np + 1) bytes, including the north azimuth value of 1 byte.
If the number of possible road segments at the intersection
is Nm, the whole HO schedule information delivered to the
user is (8Np+ 1)Nm bytes. Note that the value of Np depends
on the length of road segment. Since the length of a road
segment can be designed not to be too long, Np is likely to
be not large. The intersection is also commonly constructed
by a few of road segments, implying that the value of Nm is
also small. Note that the HO schedule information of a user
has the largest size at intersection. As a result, the information
amount of anyHO schedule is reasonably so small (a few hun-
dred bytes) as to be carried by a singleMAC frame.Moreover,
since the server sends such the HO schedule information to
a user only when it connects to the last PoA of the current
HO schedule or initially joins the network, the information
delivery overhead of the proposed scheme is expected to be
not high.

VII. PERFORMANCE EVALUATION
We evaluate the performance of the proposed scheme through
event driven simulation.

A. SIMULATION SETTINGS
We consider a particular region in the Manhattan
city (red-marked area) as shown in Fig. 7 whose size is

FIGURE 7. Simulation environment: Manhattan area.

approximately 1000 m × 1000 m. The detail information
for the roads on this area is got from OpenStreetMap [23].
The default number of vehicles is 300. We utilize the
SUMO tool [24] to generate the traffic model of the vehicles
inside the red-marked area. The moving speed of a vehicle
is uniformly distributed in the range of 0 ∼ 50 km/h.
Furthermore, we set 8 blocks within the area to be clean
blocks, in which there is no installed AP. Then, 600 APs are
randomly deployed according to a uniform distributionwithin
the area, excluding the clean blocks. It creates several road
segments which are not fully covered by the WiFi. On the
other hand, we deploy five LTE BSs with the service radius
of 500 m (one on each corner and one in the middle of the
red-marked area). Thus, the LTE network covers all the road
segments.

While moving along a road, the vehicles are connected to
PoAs for wireless Internet access. During simulation, down-
link UDP traffic with the default arrival rate of 4 Mbps is
sent to a user. At the same time, the user also sends uplink
UDP traffic whose arrival rate is 0.1 Mbps. The APs within
the same block are assigned into the same subnet with the
probability of 0.8. Thus, the L2 HO takes place only between
APs in the same block which belong to the same subnet. The
L2 HO execution steps include a single channel scanning,
authentication and association process, which take 80 ms to
finish. The L3 HO includes L2 HO with an additional DHCP
process and is assumed to takes 2 s to finish.4 Accordingly,
T = 2 s in (21). In addition, the maximum allowable number
of users at each AP is set to 10, i.e., Nb = 10, ∀b ∈ A in (21).
All packets in the buffer are assumed to be dropped when a
user executes the HO.

4Actually, these L2 and L3HO latency values of 80ms and 2 s respectively
were derived through experiment in the real vehicular network environment.
The experiment settings were the same with those in [17]. To measure the
L2 HO latency, we set the APs to be in the same subnet, thus there was no
DHCP process required during the HO. On the other hand, for the L3 HO,
we set the APs to be in different subnet and enabled the DHCP server on
each AP. The HO was triggered when the RSSI of the current serving AP
was equal or less than −80 dBm.
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In the simulation, we consider the IEEE 802.11n for
WiFi, of which the parameters are presented in Table 1. The
APs in proximity are assigned a different operating channel.
Thus, co-channel interference between the neighbor APs is
assumed to be negligible. For the channel model, we consider
pathloss, lognormal shadowing, and multipath fading. The
path loss is 33.3+ 36.7 log10 d (dB), where d (meters) is the
distance between AP and user [25]. The standard deviation
of shadowing is 8 dB and the multipath fading follows Jake’s
spectrummodel [26]. The average service radius of WiFi, Ra,
is approximately 80 m [27]. For the performance comparison
with the proposed scheme, we consider the handover schemes
in [11] and [14]. Similarly to the proposed scheme, in the
comparison schemes, a user connects to the BS only when
there is no available AP. Note that since all schemes access
the cellular network in the same manner, the performance
differences among three schemes are merely originated from
WiFi. Therefore, for the purpose of performance comparison,
we measure only the performance of WiFi. The total simula-
tion time is 1100 s.

TABLE 1. Simulation parameters for WiFi.

B. PERFORMANCE METRICS
The following metrics are used for performance evaluation.

• Number of HO events is the total number of L2 and
L3 HO events performed by a user moving along the
roads during its travel time (i.e., a simulation run time).

• Ratio of effective connection time is defined as the
ratio of the effective data transmission time excluding
the total time taken to finish all of the HO events, for the
whole travel time.

• Fairness index is calculated using Jain’s equation for
the total throughput of AP.

F =
(∑M

i=1 Xi
)2

M ·
∑M

i=1(Xi)2
, (23)

where M is the total number of APs and Xi is the
total throughput of AP-i during the whole travel time.
The higher fairness index implies the smaller differ-
ences between APs in their throughputs. In other words,
the APs are utilized more fairly.

• Packet drop ratio is the ratio of the packets dropped by
a user during its travel time due to HO events.

• Average throughput refers to the average throughput
per user, including uplink and downlink one.

C. SIMULATION RESULTS
Table 2 shows the average number of HO events according
to the HO type, and the ratio of effective connection time.
The default parameter settings are used. We fist discuss the
effect of α on the performance of the proposed scheme. Note
that α is a weight of HO latency (see (21)). Thus, with the
larger α, the proposed scheme tries to reduce the HO latency
by preferring the L2 HO with shorter latency compared to
the L3 HO, and this allows a user to get the longer effective
connection time. Accordingly, in the proposed scheme, as the
α gets larger, the average number of the L2 HO events and the
ratio of effective connection time increase.

TABLE 2. Comparison of the average number of HO events and the ratio
of effective connection time.

On the other hand, we can observe in Table 2 that the
proposed scheme generates the fewer HO events than the
schemes in [11] and [14]. It implies that the proposed scheme
more accurately selects the target APs. The scheme in [11]
selects a target AP, based on the instant information regard-
ing the current network status sent by the serving AP. This
information may not be accurate because of time delay, when
it is received by the users. Furthermore, the users in a certain
location at a particular time may receive the same informa-
tion, which causes them to select the same inappropriate AP
for HO. The scheme in [14] merely tries to maximize the
sojourn time of a user within the AP without considering the
HO latency between APs. Thus, it results in the fewer HO
events compared to the scheme in [11]. However, since its
target PoA selection highly depends on the record of pre-
vious moving direction which may not accurately represent
the future moving direction, it may still make an inaccurate
AP selection.

Figs. 8 and 9 depict the fairness index, the packet drop
ratio, and the average throughput, according to the number
of users and traffic arrival rate, respectively. First, we discuss
the influence of β on the performance of the proposed scheme
(α+β = 1). Note that β is a weight parameter for preferring
the AP with fewer associated users, in selecting a HO target
AP. Accordingly, as shown in Figs. 8(a) and 9(a), it is obvious
that the highest fairness index is achieved when β = 1,
because distributing the users among APs gets the highest
priority when β = 1. Since the contention among users gets
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FIGURE 8. Performance of the system for various number of users. (a) Average fairness index. (b) Average dropped packet of the user. (c) Average
throughput of the user.

FIGURE 9. Performance of the system for various downlink traffic arrival rate. (a) Average fairness index. (b) Average dropped packet of the user.
(c) Average throughput of the user.

severer with the smaller β, the number of packets in the buffer
increases as β decreases. As a result, with the smaller β,
the more packets are dropped during the handover operation
and the packet drop ratio increases (see Figs. 8(b) and 9(b)).
Meanwhile, in Figs. 8(c) and 9(c), we observe that the
throughput of the proposed scheme slightly decreases when
α is zero or too high. The reason is that when α = 0,
the effective connection time ratio decreases (see Table 2)
and this causes the decrease of user throughput. A too high α
also incurs the high contention and leads to the decrease of
throughput. From the above simulation results, it is observed
that the proposed scheme achieves better performance when
α is not zero while being much smaller than β.
Next, let us compare the performances of the pro-

posed scheme and the existing schemes. We firstly discuss
in Fig. 8(a) the throughput fairness performance according to
the number of users. In general, the fairness index increases
with more users due to averaging effect, because the users are
well distributed among the available road segments and more
APs have a chance to serve the users. However, regardless of
this condition, the fairness index of the scheme in [14] slightly
decreases with more users. The reason is that the scheme
in [14] merely selects a target AP to maximize the sojourn
time of the user within the AP. Thus, since the users moving
on the same road segment have a tendency to select the

same target APs, as the number of users increases, the users
are concentrated to only some particular APs in each road
segment, while degrading the fairness performance. On the
other hand, as already explained in Table 2, the scheme in [11]
may select a target AP based on old information.We observed
in simulation that many APs are left unused. As a result,
the scheme in [11] has the worst performance among the
schemes in throughput fairness.

Fig. 8(b) shows the packet drop ratio. Since the proposed
scheme aims at reducing the HO latency while preferring the
APs with fewer associated users, the users under the proposed
scheme experience the short HO period and less contention
among users within AP. As a result, the proposed scheme has
the lower packet drop ratio than the schemes in [11] and [14].
Also, as we can observe in Fig. 8(c), the features of the
proposed scheme, such as the less contention, longer effec-
tive connection time, and lower packet drop ratio, provide
the higher throughput to a user, compared to the schemes
in [11] and [14].

Next, we examine in Fig. 9 the performances of three
schemes according to downlink traffic load. With the higher
traffic arrival rate, the fairness in all schemes is improved
because the throughput difference between APs decreases
(see Fig. 9(a)). In addition, as the downlink arrival rate of
a user increases, it is natural that the packet drop ratios of
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all schemes get higher because each user has more packets
in the buffer (see Fig. 9(b)), and the total throughput of
user increases because of its increased downlink throughput
(see Fig. 9(c)). On the other hand, we can observe in Fig. 9
that the proposed scheme achieves much better performance
in all of fairness, packet drop ratio, and the user throughput,
than the schemes in [11] and [14]. As already described
in Fig. 8, it is caused by the desirable features of the pro-
posed scheme, which are the less contention, longer effective
connection time, and shorter HO latency.

In summary, the proposed scheme greatly outperforms
the schemes in [11] and [14], for various parameter
settings.

VIII. CONCLUSION
In this paper, we have proposed a graph-based HO scheduling
scheme for heterogeneous vehicular networks. The proposed
scheme exploits the characteristic that the movement of a
user is predictable with high accuracy on the basis of road
topology. It enables the computation of the HO schedule by
a central server in advance considering only the information
about the network configurations and road topologies. Using
the computed HO schedule, the user only needs to decide
when to initiate the connection to the next PoA while moving
on the road segment. This technique realizes a very fast
and efficient HO in the vehicular environment. Moreover,
since the HO scheduling is conducted by the central server,
the proposed scheme may take advantage of easily utilizing
abundant computing and storage resources in the cloud, and
the users are free from the burden of calculating their HO
schedules. Regardless of its centralized feature, the proposed
scheme introduces very low communication overhead. The
simulation results also show that the proposed scheme outper-
forms the comparison schemes on all performance metrics.
Therefore, we believe that the proposed scheme can help
strengthening the position of WiFi as an alternative tech-
nology of cellular network for providing a low-cost Internet
access in the vehicular environment.
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