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ABSTRACT The stereo-match to find the corresponding points in the left and right images from an
optical tracking system is a crucial step in 3-D point reconstruction. Unfortunately, the presence of ghost
markers remains an issue which is caused by indistinct correspondence when several markers are coplanar
with two optical centers. Such ghost markers can lead to erroneous tracking of medical instruments and
patients. Some methods have been proposed for this issue, but they are rarely applied in tracking systems.
To address the issue, we propose a robust stereo-match method for combining the maximum silhouette
reprojection consistency with the epipolar constraint into an objective function. For minimization of the
objective function, we reconstruct a virtual sphere through optimal triangulation and construct the 3-D
distance errors between the inverse projective rays of the marker contour and the reprojection contour on
the virtual sphere surface. A contour-detecting method is proposed to obtain the accurate contours of marker
blobs in images. Simulative and real experiments are performed to evaluate the performance of the proposed
stereo-match method. We compare the proposed method with other methods performed on several real data
sets which are acquired from a human phantom. The experimental results demonstrate that the proposed
method is more robust and efficient in searching the correct correspondences of the markers.

INDEX TERMS Ghost markers, image-guided therapy, optical tracking system, silhouette reprojection error,
stereo match.

I. INTRODUCTION
Optical tracking is a remote sensing technology com-
monly used for the conversion of the image observations
of infrared (IR) markers captured by multiple cameras into

three-dimensional (3D) positions. The position information
of IR markers is usually used for tracking the position and
orientation of medical instruments and patients in clinical
image-guided therapy [1]–[7]. Tracking medical instruments
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and patients in positioning lesions with high precision is a
common issue in a range of image-guided therapies includ-
ing orthopedic surgery [8], neurosurgery [9], [10], radio-
therapy [11], and even soft tissue surgery [12], [13]. One
important purpose of tracking medical instruments and
patients is to register the intraoperative physical anatomy to
preoperative images for the visualization of the movement of
a medical instrument on the preoperative images. The optical
tracking technology assists physicists or surgeons improving
therapy, thereby reducing invasiveness, treatment time, and
complications [11], [14].

Optical tracking systems (OTSs) have been used in clinical
image-guided therapies for more than two decades. An OTS
typically comprises two cameras and two rings of infrared
light sources mounted closely around the camera lenses [15].
Spherical markers coveredwith reflectivematerial are usually
affixed on medical instruments and skins of patients. Each
spherical marker should be placed in the field of view of OTS,
and the correspondences of markers in the two images should
be sought correctly for the unambiguous establishment of the
position of each marker in real time. This approach ensures
that the movement of the instruments and the change of
patient position are tracked in real-time.

However, even with the use of costly professional IR
marker-based tracking systems, such as Polaris (Northern
Digital, Inc., ON, Canada), which is widely used in clin-
ical image-guided therapy, ghost markers appear in some
instances when some markers become coplanar with two
optical centers (the Passive Polaris Spectra User Guide in
Section 4.12 provides statements of phantommarkers). Ghost
markers are attributed to the false correspondences of marker
sets in two images, which is called false stereo-match. In this
situation, the presence of ghost markers may cause erroneous
tracking of medical instruments and patients during treat-
ment. Studies have reported the influence of ghost markers
on therapy [16], [18].

Several researchers have developed many methods to
address the stereo-match problem [19]–[28]. The detection
of markers in two-dimensional (2D) images is not com-
plicated because the projection images of markers appear
as bright white spots with dark backgrounds. As these
bright white spots are homogeneous and smooth, determin-
ing a spot that belongs to a particular marker from an
image is impossible through the pixels of the spot. Thus,
stereo-match methods of adaptive support-weight [20], adap-
tive normalized cross-correlation method [21], SIFT [23],
and SURF [22] are unsuitable for IR maker-based OTSs.
An epipolar constraint is generally used for searching stereo
correspondence [24]–[26], but it is incapable of determining
correct correspondences for the markers coplanar with two
optical centers, and subsequent ghost markers are generated
after the reconstruction of 3D points. Some researchers use
3D metrics to discard ghost markers by determining the
marker combination that matches a predefined pattern [19],
[24], [27], [28]. Robert and Manuel Loaiza used a projective
invariant to distinguish a pattern formed by four colinear

markers and another pattern formed by five coplanar
markers [24], [28]. Stroian et al. [27] proposed a strategy in
which a 3D geometric volume is generated for each marker
defined by the two optical centers and a marker. Their study
provided a guideline for the placement of markers outside
the geometric volume of each other. Furthermore, using a CT
scan image as a pattern, Yan et al. [19] were able to detect
reference markers through their proposed method based on
pattern matching. They were able to eliminate ghost markers
by matching the CT scan pattern with the 3D positions of
markers reported by the Polaris tracking system. Although
these methods eliminate ghost markers by certain geometric
constraints, most of them are incompatible with many track-
ing systems, and they often require manual intervention.

Between two marker sets in different images, if the cor-
respondence can be precisely searched, it could reduce the
number of false corresponding point pairs which appeared in
the stereo-match step and subsequently reduce the number
of ghost markers in the 3D reconstruction step. Thus, we pro-
pose a robust stereo-match algorithm for searching the correct
correspondences between two marker sets. This algorithm
combines the geometric information of marker in a 2D image
with that in a 3D space. In the aforementioned methods, each
marker is represented as the centroid of pixels that belong
to a certain marker, whereas the other pieces of information
included in the pixels of each marker and the volume size
of the marker in 3D space are discarded. In this study, these
discarded pieces of information are used for searching correct
stereo-match correspondences. An objective function is then
established by minimizing the silhouette reprojection error
between the reprojection image and observed image for each
instance of combination correspondence between markers,
which we call the Maximum Silhouette Reprojection Con-
sistency (MSRC) method. This method enables to search the
correct combination correspondences with minimum error
via a nonlinear optimization method.

Some preliminaries on OTSs are provided in Section II.
The details of the MSRC method using the geometric infor-
mation of a marker in 2D image and 3D space are presented in
Section III. In Section IV, the proposed method is validated
with simulative and real data. Finally, conclusions are pro-
vided in Section V.

II. PRELIMINARIES
A. PINHOLE CAMERA MODEL
Apinhole cameramodel is introduced to describe the imaging
process of the OTS. P = [x, y, z]T is the coordinate of a 3D
point P in the world coordinate frame, and p = [u, v]T is the
image projection of point P. The relationship between the 3D
point P and its image projection p is expressed as

βp̃ = A
[
R t

]
P̃, (1)

where β is a nonzero scale factor, and R and t are the rotation
matrix and translation vector related world coordinate frame
to camera coordinate frame which are called the extrinsic
parameters, p̃ and P̃ are the homogeneous coordinates of
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image point p and 3D point P, andA is the intrinsic parameter
matrix; its form is given by

A =

fu 0 uo
0 fv vo
0 0 1

, (2)

where fu and fv are the effective focal length in the directions
of the image axes u and v, and (uo, vo) are the coordinates of
the principal point.

The geometric deformation of an object image in the cam-
era image plane is called distortion, which is introduced by
the camera lens. The distortion of the camera lens is caused
by several physical and technological reasons. The geometirc
distortion of the camera lens is primarily affected by the radial
distortion. The distortion effect can be described as

δu = (ud − uo)(k1r2c + k2r
4
c )

δv = (vd − vo)(k1r2c + k2r
4
c )

v = ud + δu
u = vd + δv,

(3)

where rc is the distance from the principal point to undistorted
image point p. The parameters k1 and k2 are the distor-
tion coefficients of the camera. These unknown parameters
involved in the pin-hole camera model can be acquired from
the results of the camera calibration.

FIGURE 1. Depict of the stereo vision model and the epipolar geometry.

B. MODEL OF STEREO VISION AND EPIPOLAR GEOMETRY
OTS is designed on the basis of the principle of stereo vision
(binocular vision), the model of which is shown in Fig. 1.
The coordinate frames of left and right cameras are denoted
as Ocl − XlYlZl and Ocr − XrYrZr , respectively. The corre-
sponding image coordinate frames of left and right cameras
are denoted as ol − ulvl and or − urvr , respectively. In this
paper, the coordinate frame of left camera is considered the
world coordinate frame. Assume that pl = [ul, vl]T and
pr = [ur , vr ]T are the projection coordinates of 3D point
P = [x, y, z]T in the image planes of left and right cameras,
respectively. Let P̃ = [x, y, z, 1]T, p̃l = [ul, vl, 1]T, and

p̃r = [ur , vr , 1]T be the homogeneous coordinates of P, pl ,
and pr , respectively. Based on the cameramodel, themapping
relationship between 3D point P and 2D image points pl , pr
can be expressed as

βl p̃l = Al
[
I 0

]
P̃

βr p̃r= Ar
[
R′ t ′

]
P̃,

(4)

where I is the 3×3 identity matrix, R′ and t ′ are the rotation
matrix and translation vector that transform the point coordi-
nates in the left camera frame to the right camera frame.

Points pl and pr in the left and right image are related by the
so-called epipolar geometry such that they should lie on a pair
of corresponding epipolar lines l l and lr in the two images.
The corresponding pair of points pl ↔ pr will satisfy the
following relationship

p̃Tr F̃pl = 0, (5)

where F is the fundamental matrix that it can be expressed as
a 3× 3 matrix

F = A−Tr [t]× R
′A−1l , (6)

where [∗]× is defined as a mapping from a 3D vector to a
3×3 antisymmetric matrixx1x2

x3


×

=

 0 −x3 x2
x3 0 −x1
−x2 x1 0

. (7)

The fundamental matrix F can be calculated by the intrinsic
and extrinsic parameters of the OTS [29].

When the calibration result of the stereo vision system
is obtained and the correspondence between the left and
right camera images are established, the coordinate of 3D
space point P can be solved by the triangulation based
on Eqs. (1)–(4). The objective of the triangulation method
is to solve the intersection of the two lines that connect
two optical centers to two corresponding image points in a
3D space. Generally, the measured coordinates in the two
camera image planes are inaccurate because of various types
of noise, such as model error, image noise, and lens distor-
tion [29]. Given two image coordinates with measurement
error, the rays emitted from the two optical centers to the
corresponding image points cannot be guaranteed to intersect
precisely in the 3D space. Thus, the coordinate of point P
in 3D space is needed for estimation via certain methods.

III. STEREO-MATCH METHOD
In this section, we describe the MSRC method for OTS. This
method constructs silhouette reprojection error and epipolar
constraint into an objective function to determine the correct
correspondences among combination markers via an optimal
method. The implementation of the method mainly com-
prises three steps. The centroids of the reflective markers
are detected in the left and right images in the first step.
The second step is the extraction of cases wherein more than
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two markers are present in the same epipolar line by applying
the epipolar constraint. The third step is the implementation
of the stereo-match algorithm using the silhouette reprojec-
tion error combined with the epipolar constraint. The stereo-
match algorithm in this step is, to the best of our knowledge,
the innovative part of this paper.

A. MARKER DETECTION METHOD
Marker detection, which involves the identification, segmen-
tation, and calculation of the centroids of markers in images,
is a step that follows image acquisition from two cameras.
This step is crucial in acquiring an accurate measurement of
the markers in images. Owing to the reflective coating in the
surfaces of the markers, the markers reflect near infrared light
emitted by the illuminators of the OTS back to the cameras.
Thus, the projection images of the markers are presented as
nearly round blobs with high intensity. However, most of
the other image area is almost black, indicating a relatively
high contrast to the markers. The commonly used method to
segment the bright blobs from the background is the imple-
mentation of a binary thresholding. However, the contour of
the marker is not well defined by a threshold. That is, a blurry
region appears between the background and the center region
of the marker. When the distance between the marker and
camera changes, the brightness of the marker varies at differ-
ent distances between the camera and marker, and the blurry
region of the marker’s contour changes accordingly. Fur-
thermore, the contour suffers from image digitization error
and image noise. These factors introduce uncertainties during
the determination of the marker’s contour, thereby heavily
affecting the detection accuracy of the marker centroid and
the accuracy of the OTS. In addition, some objects with a
glossy surface may indicate some high-intensity reflections,
called noise markers, which can be mistaken as markers.
Therefore, a marker detection method must be designed to
be capable of eliminating these high-intensity reflections.

Here, we propose a method to detect the correct markers.
The centroid of the marker is calculated first in a binary
image, and then the contour points of the marker are detected
along rays emitted from the calculated centroid in a confined
region. Assume that n pixels within a region Ri belong to a
marker blob in a binary image and that the coordinates of
pixel j inside the region Ri are denoted by mj = [uj, vj]T.
The estimated centroid ĉi = [uĉi , v

ĉ
i ] of the ith marker blob

that corresponds to region Ri is then calculated by ĉi =∑n
j=1mj

n . The height Hi and width Wi of the ith marker blob
are calculated as{

Wi = max(uj)−min(uj)
Hi = max(vj)−min(vj)

j = 1, 2, · · · , n. (8)

Let Jrat = Wi/Hi, t1, and t2 be the pixel aspect ratio of
the marker image, threshold value, and the threshold value
of the pixel aspect ratio, respectively. The area of the marker
image Ai is also computed, and two thresholds of the area
At1 and At2 are used to eliminate the noise blobs. The noise

blobs are identified by the following criteria using these
parameters:

1) The width or height is less than t1.
2) Max(Jrat , J

−1
rat ) is greater than t2.

3) The area of the marker image Ai satisfies the relation-
ship Ai < At1 or Ai > At2, where At1 < At2.

A rectangular region of height 2Hi and width 2Wi centered
on the calculated centroid of the marker blob is defined for
each marker blob, thereby confining the region for detecting
the contour of the marker. The contour points are detected
along the rays emitted from the calculated centroid such
that the rays are calculated at a same interval of angle 1θ .
The rays are presented as discrete points via the following
equations{

xk = uĉi + [L + k1l] cos θ
yk = vĉi + [L + k1l] sin θ, k = 1, 2, · · · ,M

(9)

where L = min(Wi,Hi)/4,1l is the interval space of any two
discrete points on the ray, which is set to 1 pixel in this paper,
and M ≤ max(Wi,Hi)/21l. The gradient magnitude along
the radial direction is calculated by using the grayscale value
of the points (xk , yk ) and the position next to the maximal
gradient magnitude is selected as the contour point. Then,
we fit the selected contour points to an ellipse to determine
the center of themarker blob. The contour of the fitting ellipse
is selected as the contour of the marker blob. The workflow
of marker detection is shown in Fig. 2.

FIGURE 2. Workflow of detecting centroid and edge for a marker blob.

B. SORTING OUT THE CASES OF MORE THAN TWO IMAGE
MARKERS ON THE SAME EPIPOLAR LINE
In the stereo-match problem, the epipolar constraint is com-
monly used in determining correspondences in two images.
Any point pair that satisfies the epipolar constraint should lie
on the corresponding epipolar line. The epipolar constraint
provides a reduced searching space from a 2D image to an
epipolar line. In enforcing this constraint, all the cases where
more than two markers lie on the same epipolar line can be
sorted out, and the cases with only one marker on the corre-
sponding epipolar line can be directly applied to reconstruct
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the 3D points by optimal triangulation [30], thereby reducing
implementation time.

Assume that the OTS has been calibrated with high accu-
racy. Thus, the fundamental matrix F is known. Given a
measured point pl in the left image, the corresponding epipo-
lar line λ = plF can be obtained in the right image. The
corresponding point pr of pl is usually unable to lie on the
line λ exactly because of the error involved in measuring
the marker centroids. In reality, the distance between the
corresponding point pr and the line λ is extremely short.
We let pr be the orthogonal projections on the line λ. Thus,
the perpendicular distance from the point pr to the epipolar
line λ is equal to the distance between the point pr and pr ,
denoted as d(pr , λ) = d(pr , pr ). A distance threshold dt is
set to find the corresponding point on the line λ. Any point p̂r
on the right image that satisfies the relationship d(p̂r , λ) ≤ dt
is considered to lie on the epipolar line λ.

Nevertheless, the marker centroids detected in images are
not the real marker centroids because of digitization errors
and image noise. Thus, the relationship described by Eq. (5)
is not equal to zero and yields a small value. The error
introduced by the detection of marker centroids will lead to
a large error in the following step of 3D point reconstruction.
Involving this error is necessary for obtaining an improved
estimation. The coordinates of the detected image points are
subject to Gaussian noise such that a deviation of Gaussian
distribution exists between the detected image points and
their correct coordinates in an image. Given a measured
corresponding point pair pl ↔ pr with noise, the correct
coordinates of the point pair p′l ↔ p′r should be close to the
point pair pl ↔ pr and satisfy the Eq. (5). We will consider
the following error into the cost function and seek the solution
to find the correct corresponding point pair p′l ↔ p′r

Ed = d(pl, p
′
l)
2
+ d(pr , p

′
r )
2, (10)

where d(∗, ∗) represents the Euclidean distance between two
points, and this function is subject to the epipolar constraint
p̃′Tr F̃p

′
l = 0, p̃′l and p̃′r are the homogeneous coordinates

of p′l and p
′
r .

The 3D points are easily reconstructed via an optimal tri-
angulation method proposed by Hartley and Strum [30] when
only one 2D point is presented on the corresponding epipolar
line. However, when several markers are coplanar with two
optical centers in a 3D space, several points are on the same
epipolar line. Distinguishing the correct correspondences of
point pairs from these image points on an epipolar line with-
out any other constraint is impossible. Some constraints, such
as the geometrical constraint of distances between points used
in [19] and ordering constraint [31], are used for finding
the correct correspondences. However, these constraints are
inconsistent because the stray markers are independent and
can move in 3D space. Thus, the false correspondences of
points will cause ghost markers to appear in the space.

To clearly explain the indistinct of correspondence when
multiple markers are located in a same plane with the two
optical centers, we take the case of two markers coplanar

FIGURE 3. False correspondences cause by two markers coplanar with
two optical centers that lead to ghost markers. (a) When the correct
corresponding pairs are pl1 ↔ pr1 and pl2 ↔ pr2 in the left and right
image planes, the real markers are P′

1 and P′

2, while P1 and P2 are ghost
markers. (b) If the correct corresponding pairs are pl1 ↔ pr2 and
pl2 ↔ pr1 in the left and right image planes, the real markers are
P1 and P2, whereas the ghost markers are P′

1 and P′

2.

with two optical centers to describe the phenomenon of ghost
markers. As shown in Fig. 3, the centroids of the projection
images of the two markers are denoted as pl1, pl2 and pr1,
pr2 in the two image planes. The four rays that connect the
two markers with two optical centers intersect each other at
four 3D points P1, P2, P ′1, and P

′

2, as shown in Fig. 3. If the
correct corresponding pairs are pl1 ↔ pr1 and pl2 ↔ pr2
in the image planes, the corresponding 3D points are related
to P ′1 and P ′2, whereas the other two 3D points P1 and P2
are ghost markers which are called vertical ghost markers.
Similarly, when the correct corresponding pairs are pl1 ↔
pr2 and pl2 ↔ pr1 in the image planes, the corresponding
3D points are related to P1 and P2, whereas the other two
3D points P ′1 and P ′2 are ghost markers which are called
horizontal ghost markers. Clearly the ordering constraint,
which is commonly used for stereo matching, are unable to
confirm whether the correspondences are corrected because
the reflective markers are stray distributed in the 3D space.
Thus, the method is insufficient in identifying the corrected
correspondences from the image points on a same epipolar
line when two or more markers are coplanar.

C. OBJECTIVE FUNCTION WITH SILHOUETTE
REPROJECTION ERROR
As described in the previous subsection, the sparse stereo-
match method combined with other constraints, such as
epipolar and ordering constraints, cannot address the issue of
multiplemarkers coplanar with two optical centers. Neverthe-
less, the case of multiple markers located in the same plane
with two optical centers is usually encountered in clinical
applications wherein OTS is used [16]–[18]. To the best of
our knowledge, the existing stereo-match methods are inca-
pable of addressing this case in real time. Thus, false stereo
matching frequently occurs and leads to the appearance of
ghost markers, which render the OTS to send the false 3D
coordinates of reflective markers to the navigation system.
Consequently, the navigation system stops working or the
treatment fails. Therefore, to satisfy the request of OTS in
clinical application, we propose a novel optimization strategy
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that addresses the case wherein multiple markers are located
in the same plane with the two optical centers, which com-
bines the epipolar constraint and silhouette reprojection error
into a cost function.

Suppose that two sets of N points lay on the same epipolar
line are detected on the two images, respectively. G = N !
groups enumerate all possible pairing of points that each
group contains N point pairs. For each point pair plij ↔ prij,
where i ∈ {1, 2, · · · ,N } and j ∈ {1, 2, · · · ,G} represent the
ith point pair in the jth group, assume that the corresponding
marker blobs are denoted as I lij : Dlij ⊂ R2 and Irij :
Drij ⊂ R2, of which the centroids are plij and prij. Given
the intrinsic and extrinsic parameters of the left and right
cameras, the 3D point X ij that corresponds to plij and prij
can be reconstructed via triangulation. Then, a virtual sphere
V ij is constructed and centered on the 3D point X ij with a
radius r . The surface of the sphere V ij is denoted as Sij(r).
Let π lij : R3

→ Dlij and π rij : R3
→ Drij be the projection

mapping from 3D point X ij to 2D image point plij and prij
in the left and right images, respectively. π−1lij : Dlij → R3

and π−1rij : Drij → R3 are an inverse projection from the 2D
image points plij and prij to the marker surface Sij(r). As the
3D space scene includes the reflective spherical marker and
the background, the background is located at infinity, and its
projection image in the image plane is totally black. Then,
the reprojection image Îkij : Dkij ⊂ R2 (where k = {l, r})
can be obtained via the inverse projection point pkij to the
3D real world. Visual rays emit from the optical center Ok
and back project to the scene of the 3D real world. Then,
the visual rays intersect with the surface of the reflective
marker at a point or intersect with the background at infinity.
If a ray intersects with the reflective marker, the image point
of the intersection point between the ray and the surface of the
reflective marker is assigned to 1. Otherwise, the image point
is assigned to 0 when the ray intersects with the background.
Thus, the reprojection image Îkij from the surface Sij(r) of the
sphereV ij to the image plane, which is visible to the camera k ,
is generated as follows

Îkij(p) =

{
1 π−1kij (p) ∈ Sij(r)
0 else,

k = l, r . (11)

The binary images H lij and Hrij of image I lij and Irij are
defined asH lij : Dlij→ {0, 1} andHrij : Drij→ {0, 1}whose
value is assigned to 1 as it lies inside or on the bright blob and
0 otherwise. The binary image Hkij is then denoted as

Hkij(p) =

{
1 p ∈ Ikij
0 else,

k = l, r (12)

Let φk : Dkij → {0, 1} be a binary function that mea-
sures the inconsistency between the binary image Hkij and
reprojection image Îkij, 1 for Hkij(p)kij 6= Îkij(pkij), and 0 for
Hkij(p)kij = Îkij(pkij). Then, the error term ESij(r) measured
silhouette reprojection error for image point pair Î lij ↔ Îrij

is thus expressed as

ESij(r) =
∫
Dlij

φl(H lij(p), Î lij(p))dp+
∫
Drij

φr (Hrij(p), Îrij(p))dp,

(13)

where dp is the area measured in the image plane. We mini-
mize Eq. (13) by forcing the silhouette reprojection image of
the virtual sphere’s surface to be consistent with the observed
marker image, which can acquire the virtual sphere’s radius r
approximated to the real radius for the correct correspon-
dences because it has lower error when the reprojection image
approximates the observed marker image.

As the OTS is essentially a binocular vision system,
the solution of the stereo-match problem is the establishment
of an objective function that integrates the silhouette repro-
jection error and epipolar constraint. Given the marker image
pair I li ↔ Iri, the objective function is presented in the
following form:

Eij(r, plij, prij) = Edij + E
S
ij subject to p̃′TrijF̃p

′
lij = 0, (14)

where Edij is related to Eq. (10). Thus, the complete objective
function for the jth group can be expressed as follows:

Ej =
1
N

N∑
i=1

Eij. (15)

Intuitively, the group that includes the correct correspond-
ing image pairs has the maximum silhouette consistency with
the observed images and corresponds to the minimum of
error defined in Eq. (15). Thus, the stereo-match problem
is reduced such that only determining the group with the
minimum error among all the combination groups is the sole
concern.

FIGURE 4. Relative position between the reprojection image and
observed image. (a) The reprojection image intersects with the observed
image; (b) the reprojection image is inside the observed image; (c) the
reprojection image covers the observed image.

D. OBJECTIVE FUNCTION MINIMIZATION
To minimize Eq. (13), we must establish the relationship
between the parameter set {r, plij, prij} and the observed
markers. First, we should parameterize the relationship
between the reprojection images and the observed images.
The relative position between the reprojection images and the
observed images includes three situations, as shown in Fig. 4.
Obviously, the silhouette reprojection error can be indicated
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in the area filled with blue, and it is expressed as

ESij(r) =
∫
D1

dp+
∫
D2

dp (16)

whereD1 andD2 are the total area of the observed and repro-
jection images subtracted to the intersection part. Following
Green’s theorem, the above equation can be reformulated as
follows∫

D1

dp+
∫
D2

dp =
1
2

∫
01−L1

(xdy− ydx)+
1
2

∫
L2−02

(xdy− ydx) (17)

where 01+02 = 0 is the contour of the observed image, and
L1 + L2 = L is the contour of the reprojection image. Obvi-
ously, when the contour L is close to the contour 0, the left
term of Eq. (17) is decreased to zero. Thus, the problem
reduces to find the optimal contour Lopt that approximates the
contour 0, which is essentially a least squares problem. Sup-
pose that we have determined all the points pk on the contour
0 and searched the corresponding points p̂k (r, plij, prij) on
the contour L. Then, minimizing Eq. (13) may reformulate,
thereby minimizing the function presented in the following
form

1
N1

N1∑
k

‖plk − p̂lk (r, plij, prij)‖2

+
1
N2

N2∑
k

‖prk − p̂rk (r, plij, prij)‖2, (18)

where N1 and N2 are the number of points on the contours
in the left and right images, respectively. Assigning corre-
spondences between the point sets of pk and p̂k (r, plij, prij)
is essential in minimizing the above expression. The point
pk on the contour 0 of the marker blob is easy to obtain
using the method proposed in the Part A of Section III. The
corresponding point p̂k (r, plij, prij) on the contour L then can
be determined based on the point pk . One of the best choices
is selected the closest point from the point p to the contour
L as the corresponding point p̂k (r, plij, prij). Thus, the opti-
mizationmethod can be used for theminimization of the pixel
distance between the observed point and reprojection point in
the 2D image plane. Nevertheless, the final goal of this paper
is to determine the real location and radius of themarker in 3D
space and the real corresponding relationship of the image
points in two image planes. The drawback of minimizing the
pixel distance in the 2D image plane is the inconsistencies
with the inverse projection distance error in 3D space that
different inverse projection distance errors may relate to the
same pixel distance error [32], [33]. Therefore, to increase
the robust of the stereo-match method, we propose a strategy
to optimize the distance error in 3D space. The detailed
optimization method is described below.

Considered the intersection point Q of two rays and
denotedQ = [xQ, yQ, zQ]T as the coordinate in camera frame
system. Assume that the corresponding marker centroid is
denoted as qd and a point on its contour is denoted as pd .

FIGURE 5. Optimizing corresponding points between the contour of the
observed image and the contour of the reprojection image in 3D space.

Let p = [up, vp]T and q = [uq, vq]T be the undistorted
coordinates of qd and pd , respectively, as shown in Fig. 5. The
problem of minimizing the 3D distance error is equivalent

to finding the closest point from the optical ray
−→
Ocp to the

projection contour of the sphere. The projection contour on
the sphere is a circle in 3D space. This circle is the set of
the tangent point between the rays emitted from the camera’s
optical center and the spherical marker. Denote a point on
the projection contour of the sphere as G = [x, y, z]T. The
geometrical relationship between the optical ray

−−→
OcG and

the line
−→
QG is satisfied by

−−→
OcG ⊥

−→
QG. Thus, the analytic

expression of the projection contour on the sphere is easy to
present as follows{

‖
−−→
OcG‖2 + ‖

−→
QG‖2 = ‖

−−→
OcQ‖2

‖
−→
QG‖2 − r2 = 0.

(19)

The closest point on the projection contour to the optical
ray
−→
Qcp is denoted as P̂ = [xp̂, yp̂, zp̂]T, which must lie on

the plane 5 formed by two optical rays
−→
Ocp and

−−→
OcQ. Let

ξ = [x5, y5, z5]T be an arbitrary point on the plane 5.
Algebraically, the plane 5 is expressed as

(
−→
Ocp×

−−→
OcQ) ·

−→
Ocξ = 0. (20)

Clearly, by combining Eqs. (19) and (20), the expression of
the closest point P̂ = [xp̂, yp̂, zp̂]T can be solved from the
equations 

‖

−−→

OcP̂‖2 + ‖
−→

QP̂‖2 = ‖
−−→
OcQ‖2

‖

−→

QP̂‖2 − r2 = 0

(
−→
Ocp×

−−→
OcQ) ·

−−→

OcP̂ = 0.

(21)

Denote the solution of Eq. (21) as [xp̂, yp̂, zp̂]T =

M (r, xQ, yQ, zQ, up, vp). Basing on Eqs. (1) and (4), we can
express the point Q = [xQ, yQ, zQ]T as a matrix
function of parameter vector of [ulq, vlq, urq, vrq]T. Thus,
[xp̂, yp̂, zp̂]T = M (r, xQ, yQ, zQ, up, vp) can be reformulated
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as [xp̂, yp̂, zp̂]T = M ′(r, ulq, vlq, urq, vrq, up, vp). The perpen-
dicular point from the closest point P̂ to the ray

−→
Ocp is denoted

as P = [xp, yp, zp]T such that it can be expressed by the point
P̂ and the ray

−→
Ocp as

‖
−−→
OcP‖2 + ‖

−→

PP̂‖2 = ‖
−−→

OcP̂‖2. (22)

Thus, the goal is to minimize the function of distance error
in 3D space as follows:

ESij =
1
N1

N1∑
k=1

‖Plijk − P̂lijk‖ +
1
N2

N2∑
k=1

‖Prijk − P̂rijk‖, (23)

where P̂lijk is the kth point on the left projection contour of the
sphere, P̂rijk is the kth point on the right projection contour
of the sphere, and Plijk and Prijk are the corresponding points
of the points P̂lijk and P̂rijk . Given an appropriate initial value
to the parameter vector of [r, ulq, vlq, urq, vrq]T, the parameter
vector can be solved via the Levenberg-Marquardt (LM) algo-
rithm. We summarize the MSRC algorithm in Algorithm 1.

IV. EXPERIMENTAL RESULTS
The proposed stereo-match algorithm for OTS combining
silhouette reprojection error with epipolar constraint is con-
ducted on both simulative and real data.

A. SIMULATION EXPERIMENTS
In the simulation experiments, the projection images of the
reflective spheres on the left and right images are synthesized.
We aim to assess the performance of MSRC method. Adopt-
ing the camera parameters based on real results of camera cal-
ibration is reasonable in creating synthetic images. The size
of each simulative image is 1600× 1200 pixels such that the
principal point is defined as [u0, v0]T = [800, 600]T pixel and
the skew factor is assumed to be zero. The two focal lengths
are defined as fu = 2700 pixel and fv = 2700 pixel in the
u and v directions, respectively. The distortion coefficients are
defined as k1 = 0.1mm−1, k2 = 0.17mm−1, and the distor-
tion center is assumed to be the principal point. The rotation
vector r and translation vector t between the camera coor-
dinate frames is defined as r = [0.004,−0.380,−0.004]T

and t = [350, 0, 0]T, respectively. The reflective spheres with
radius r = 5.75mm are randomly distributed in the front of
the two cameras within the field of view of OTS.We know the
intrinsic and extrinsic parameters of OTS; thus, the spheres
in 3D space that are coplanar with the two optical centers are
easily projected to the left and right image planes to create
the synthetic projection images. The simulative images are
captured randomly in the position of which the distance from
the markers to the camera is 800−1500 mm, and the distance
from the markers to the XOZ plane of the left camera system
is 0−400 mm. In the clinical application of OTS, more than
four markers rarely appear in the same plane with two optical
centers. Therefore, from a statistical and practical point of
view, we consider the case of three markers in the same plane

Algorithm 1Maximum Silhouette Reprojection Consistency
(MSRC) Algorithm

Require: {qdli | i = 1, · · · ,N }, {qdri | i = 1, · · · ,N }: the
marker centroid point sets lay on the same epiploar line;
{pdlk}i, {p

d
rk}i: the contour point sets of the markers qdli and

qdri;
Ensure: {qdli↔qdri}min: the correspondence of pair points

of the group obtained the minimum of the silhouette
reprojection error; Emin: the minimum of the silhouette
reprojection error;

1: compute the undistorted points qli, qri, plk , and prk of
the corresponding distorted points qdli , q

d
ri, p

d
lk , and p

d
rk

according to Eq. (3);
2: compute G = N ! groups of point pairs that the point

correspondence {qdli↔qdri} is unique for each group;
3: for each j do
4: for each i do
5: compute 3D point Qij through the optimal trian-

gulation method [30];
6: construct a virtual sphere V ij centered on the 3D

point Qij with a radius r ;
7: for each k do
8: compute P̂lijk and P̂rijk according to Eqs. (1),

(4), and (21);
9: compute Plijk and Prijk according to Eq. (22);
10: end for
11: construct Eij according to Eqs. (23) and (10);
12: compute the optimal solution Eoptij by employing

LM algorithm;
13: end for
14: compute Ej =

∑
i
Eoptij ;

15: if j==1 then
16: Emin = E1;
17: {qdli↔qdri}min← {q

d
li↔qdri}1;

18: else if Ej < Emin then
19: Emin = Ej;
20: {qdli↔qdri}min← {q

d
li↔qdri}j;

21: end if
22: end for
23: return {qdli↔qdri}min and Emin.

with two optical centers to validate the MSRC method in the
simulation experiments.

Two main types of noise affect the detection of image
contours, thereby affecting the robustness of the stereo-match
results and the accuracy of the 3D point reconstruction. The
first type of noise is the digitization error of the image
contour, and the second type of noise is the identification
error of the image contour. We consider these two types of
noise. To model the digitization error of the image contour,
we add Gaussian noise to the coordinates of contours of the
projection images such that its mean is set to zero and its
standard deviations range from 0 to 1 pixels. Then, these
coordinates are directly used for theMSRCmethod. Tomodel
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FIGURE 6. Effects of pixel noise on the detection of the image contour
affect the average absolute error of the proposed stereo-match method.
(a) The effect of the digitization error; (b) the effect of the identification
error.

FIGURE 7. Absolute errors of fifty trials for three noise levels cause by the
digitization error on the detection of the marker contour. (a) The noise
level of zero pixels; (b) the noise level of 0.4 pixels; (c) the noise level
of 1 pixel.

the detection error of image contour, a 3-by-3 Gaussian
filter of mean 0 and standard deviations that range from
0 to 1 pixels is first added to the projection image areas,
and then the marker contours are detected by the method
described in the Part A of Section III. Fifty independent trials
are performed for each noise level of each type of noise.

To clearly show the experimental results, we denote the
correct correspondences as Case 6 and denote the false cor-
responding group as Cases 1−5, respectively. The average
absolute errors of the objective function for six cases are
shown in Fig. 6. Eleven noise levels (including a zero-noise
level) are used for each type of noise. We selected three noise
levels for each type of noise to show the experimental results:
the noise level of zero pixel, the noise level of 0.4 pixels, and
the noise level of 1 pixel, as shown in Figs. 7 and 8. The
experimental results show that the proposed method can find
the correct correspondences in all the cases. As evident in the
figures, the absolute errors of the case of the correct corre-
spondences are minimal among the six cases in 50 indepen-
dent trials. The MSRC method obviously produces a smaller
error for the correct stereo-match correspondences than the
false stereo-match correspondences, because the parameters
of the correct correspondences are best consistent with the
ground truth.

To validate the influent of noise on the parameters involv-
ing in the MSRC method, we computed the errors of
the parameters in obtaining the correct correspondences.
The absolute errors of the marker radius r and the abso-
lute errors of the 3D reconstructed point Q are calculated.
Figure 9 shows the influence of different noise lev-
els for each type of noise on the parameter vector of

FIGURE 8. Absolute errors of fifty trials for three noise levels cause by the
identification error on the detection of the marker contour. (a) The noise
level of zero pixel; (b) the noise level of 0.4 pixel; (c) the noise level
of 1 pixel.

FIGURE 9. Effects of detection error of the marker contour on the
parameters involving in the proposed stereo-match method.
(a) Reconstructed radius r of the spherical marker; the red curve
represents the effect of the digitization error and the blue curve
represents the effect of the identification error; (b) the coordinates of the
3D reconstruction marker centers; the red curve represents the effect of
the digitization error and the blue curve represents the effect of the
identification error; (c) the pixel coordinates of the marker blob’s
centroids affected by the digitization error; (d) the pixel coordinates of
the marker blob’s centroids affected by the identification error.

[r,Q, ulq, vlq, urq, vrq]T. As can be observed from Fig. 9(a),
the influence of both noises on the marker radius is minimal,
whereas the error caused by the edge detected error is larger
than the error caused by the digitization error. The absolute
error of the 3D reconstructed pointQ increases nearly linearly
with the noise level after the addition of the digitization error,
as shown in Fig. 9(b). For the edge-detected error, the abso-
lute error of the 3D reconstructed pointQ is maintained at the
same level for noise levels of 0−0.4 pixel, and it is reduced
in the noise level of 0.5 pixel. Then, it changed slightly from
noise levels of 0.5−1 pixels. The absolute errors of parame-
ters (ulq, vlq, urq, vrq) increase almost linearly with the noise
level caused by the digitization error. The absolute errors of
(ulq, vlq, urq, vrq) caused by the edge detected error have the
same tendencywith the absolute error of the 3D reconstructed
point Q; this situation can be explained by the digitization
error involved in the edge error has a slight influence on the
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parameters (ulq, vlq, urq, vrq). The reducing error occurred in
the noise level of 0.5 pixels can be ascribed to the digitization
error in which the intersection of the sight ray and the image
plane will take a pixel even when the real intersection part is
less than half of one pixel. These results indicate that the edge
detected error plays a more important role on the parameter
vector of [r,Q, ulq, vlq, urq, vrq]T than the digitization error.
For two types of noise, the maximum error of the marker
radius is less than 0.22 mm, the maximum error of the 3D
reconstructed pointQ is less than 0.45 mm, and the maximum
error of the parameters (ulq, vlq, urq, vrq) are below 0.6 pixels.
Nevertheless, the parameters calculated by theMSRCmethod
are sufficiently accurate from a practical point of view. There-
fore, the results of the simulative experiments demonstrate
that the MSRC method is accurate and robust to both types
of image noise.

FIGURE 10. Scanning the entire human phantom with the four reflective
spherical markers adhered on the surface. (a) Setup for the 3D scanning
of the human phantom; (b) fitting the spherical markers from the point
cloud data.

B. EVALUATION WITH REAL DATA
The MSRC method is applied in real image data. A human
phantom with four reflective spherical markers adhered
in the surface is made. A hand-held portable 3D scanner
(HandySCAN; Creaform, Levis, Quebec, Canada) is used to
acquire a point cloud of the skin surface of the entire human
phantom that it has a very high accuracy (up to 0.1 mm),
as shown in Fig. 10. The coordinates of the four spherical
markers can be fitting from the point cloud data which are
regarded as ground truth for the experiments. Themean fitting
error of the spherical markers’ raduises is less than 0.1 mm.
We constructed an OTS that can track the reflective spherical
markers at 60 frames per second to perform the experiments.
The detailed design of the OTS is seen in our previous
works [15], [34]. The human phantom is placed in the field of
view of the OTS, the image pairs of three markers coplanar
with the two optical centers are then captured by moving
the position and orientation of the human phantom. Ghost
markers can be divided into two categories: vertical and
horizontal ghost markers, as showed in Fig. 3. If the line
connecting the two ghost markers are more vertical to the line
connecting the two sensors, these ghost markers are classified
as vertical ghost markers, otherwise they are classified as

horizontal ghost markers. A data set containing 30 image
pairs is captured for each category of ghost markers. Another
data set containing 30 image pairs is also captured as the
usual testing data in which any two markers are not coplanar
with the two sensors. We perform the MSRC method in these
three data sets to investigate its validity and robustness, and
evaluate its performance in comparison with the epipolar
constraint (E-Constraint) method and the epipolar combined
with ordering constraint (EO-Constraint) method.

FIGURE 11. Appearance of ghost markers by implementing different
methods on the two data sets. (a) Implementing different methods on the
data set containing the vertical ghost markers; (b) implementing different
methods on the data set containing the horizontal ghost markers.

For the usual testing data, all the three methods can find the
correct corresponding points and reconstruct the coordinates
of all the markers. The reconstruction coordinates of the
spherical markers are registered with the coordinates of the
fitting markers (ground truth data). The mean registration
errors are 0.1 mm, 0.1 mm, and 0.1 mm for the E-Constraint
method, the EO-Constraint method, and the MSRC method,
respectively. Figure 11 shows the results of the appearance
of ghost markers by performing the three methods on the
data sets containing the vertical and horizontal ghost markers.
The E-Constraint method reconstructs 3 × 3 markers (three
real markers and six ghost markers) while testing it on these
two data sets. The results indicate that the epipolar constraint
is unable to eliminate the ghost markers when two or more
markers coplanar with the two optical centers. The presence
of ghost markers in this situation can be observed in the
Polaris tracking system (Northern Digital, Inc., ON, Canada)
which is applying the E-Constraint method [19], [27].
The EO-Constraint method is performed well on the data set
containing the vertical ghost markers due to the images of
markers are arranged in the same ordering along the epipolar
line in the left and right images. However, ghost markers
are presented when the EO-Constraint method is performed
on the data set containing the horizontal ghost markers due
to the orderings of points are diferent in the two images.
In some situations (e.g. the results of the 12th and 17th image
pairs), three ghost markers are presented as their orderings
in the two images are totally different (e.g. [pl1, pl2, pl3] ↔
[pr3, pr1, pr2]). As expected, ghost markers do not presented
when performing the MSRC method on the two data sets,
which turn out that the MSRC method is able to eliminate
ghost markers.
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FIGURE 12. Point registration error of the EO-Constraint method and the
MSRC method. (a) Point registration error obtained on the data set
containing the vertical ghost markers; (b) point registration error
obtained on the data set containing the horizontal ghost markers.

Figure 12 shows the comparative results of the point regis-
tration error between the fitting markers and the reconstruc-
tion markers performed by the EO-Constraint and MSRC
methods. The average errors of the point registration error
are 0.11 mm and 0.11 mm for the EO-Constraint and MSRC
methods performed on the data set containing the vertical
ghost markers, respectively. Nevertheless, the point regis-
tration error ranges from 7.61 mm to 95.78 mm for the
EO-Constraint method performed on the data set containing
the image pairs of horizontal ghost markers, while the average
error of the point registration error is 0.13 mm for the MSRC
method. It is noticeable that the MSRC method proposed in
this article finds the correct correspondences in all the cases
relative to the E-Constraint and EO-Constraintmethods, since
the information including in the MSRC method is more close
to the ground truth.

To further evaluate the availability of the MSRC method,
the radiuses of the reconstruction spherical markers are com-
pared with the real radius of the spherical marker. Canny
filter, Laplacian of Gauss filter, and the method described in
the Part A of Section III are applied to detect the contours of
the marker images in the two data sets containing the vertical
and horizontal ghost markers. These three contour-detecting
methods (coded in C++ with the OpenCV library) are per-
formed on an Intel(R) Xeon(R) E3-1225 V2 CPU (3.20 GHz)
with 8 GB RAM running under Windows 7. The average
running time of detecting all contours in an image pair is
0.0106 s, 0.0106 s, and 0.0069 s for Canny filter, Laplacian of
Gauss filter, and the presented method, respectively. The con-
tours with maximal gradient magnitude are obtained through
our presented method for comparisons, denoted as maximal
gradient method. Figure 13 shows the absolute errors between
the radius of the reconstruction marker and the radius of
the real spherical marker by performing the four contour-
detecting methods on the data sets containing the vertical
and horizontal ghost markers. The absolute error acquired by
Laplacian of Gauss filter is higher than the other methods.
The absolute error curve of the Canny filter is almost overlap-
ping to the error curve of the maximal gradient method that
the contours detected by these two methods are very close to
each other, as shown in Fig. 13(b). The error curve acquired

FIGURE 13. Absolute error between the radius of the reconstructed
marker and the radius of the real spherical marker using the marker
contours detected by Canny filter, Laplacian of Gauss filter, maximal
gradient method and the presented method to apply on the two data sets
containing ghost markers. (a) The absolute error; (b) one example of the
detected contours.

by the presented method indicates that this method can obtain
a better accuracy than the other methods. In other words,
the presented method is superior to the other methods both in
the computing time and the contour-detecting accuracy. Thus,
the MSRC method involved the presented contour-detecting
approach can search the correct correspondences accurately
and reconstruct the radius of the spherical marker within an
error of 0.4 mm.

V. CONCLUSIONS
In this paper, a robust stereo-match method for OTS is pro-
posed. OTS has been used in image-guided therapies for
more than two decades. However, ghost markers remain a
problem in this system even when costly professional IR
marker-based tracking systems, such as Polaris (Northern
Digital, Inc., ON, Canada), are used because some markers
are coplanar with two optical centers. To date, manymethods,
including ordering and geometrical constraint, have been
established to address the phenomenon of ghost markers that
combine epipolar constraint and other constraints. Although
these methods eliminate ghost markers in some instances,
most of them are incompatible with many tracking systems
and often require manual intervention. To eliminate ghost
markers, we propose a robust stereo-match method combin-
ing maximum silhouette reprojection consistency with epipo-
lar constraint for the OTS. Given the aim of searching the
correct correspondences, an objective function is established
for the minimization of the 3D distance from the inverse
projective rays of the marker contour to the 3D reprojection
contour on the virtual sphere surface. Additionally, we com-
bine the epipolar constraint to increase the efficiency of the
proposed method and the accuracy of the reconstructed 3D
point. The subsequent procedure of parameter optimization is
implemented by Levenberg-Marquardt algorithm. To verify
the availability of the MSRC method, we use synthetic and
real data to implement the MSRC method. The experimen-
tal results demonstrate the validity and robustness of this
method.

Overall, the proposed stereo-match method effectively
eliminates the ghost markers. A drawback of the proposed
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method is that it consumes more computation time than non-
optimization methods. Nevertheless, performing the com-
putation of each marker pair on GPU kernels by using a
parallel strategy is feasible because the computation step for
each marker pair is independent. Thus, the computational
cost can be reduced to an acceptable level for real-time
implementation.
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