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ABSTRACT In tracking a maneuverable target, a proper estimation method with better filtering accuracy,
stronger robustness, and faster convergence speed is crucial to the tracking system. The perfor-
mance of conventional nonlinear Gaussian approximate filters may decline when the target engages in
abrupt state changes or the noise covariance matrix is unknown and time-varying. In order to over-
come these problems, a new variational Bayesian-based strong tracking interpolatory cubature Kalman
filter (VB-STICKF) is deduced in this paper. Gaussianweighted integrals in the nonlinear filter are performed
using the interpolatory cubature rule, which has better numerical characteristics for maneuvering target
tracking. Moreover, by introducing the strong tracking filter into ICKF, the fading factor is used to modify
the predicted error covariance, and the residual sequences are forced to be orthogonal, thus the decreasing
performance resulted by the states change and the uncertain process noise could be effectively prevented.
Furthermore, the measurement noise can be estimated online by variational Bayesian approach based on the
inverse wishart distribution, the robustness of dealing with the uncertain measurement noise is improved.
The detailed derivation of VB-STICKF for the general nonlinear models is presented in the paper. A target
tracking problem with model uncertainty and time-varying process and measurement noise is utilized to test
the performance of the proposed filter, the experimental results of three different scenarios demonstrate the
improved filtering performance of the deduced VB-STICKF algorithm.

INDEX TERMS Interpolatory cubature Kalman filter, strong tracking, variational Bayesian, accuracy and
robustness.

I. INTRODUCTION
The maneuvering target tracking mainly handles the state
estimation problem of the tracking filter to achieve the accu-
rate estimation of the target state, which is the basis for the
follow-up tasks, such as target recognition, data fusion, and
command decision [1]–[3]. The main means of the target
tracking system is the radar, however, with the development
of technological means and the complexity and diversity of
tracking objects, various target tracking systems and meth-
ods, such as radar tracking, infrared tracking, laser tracking,
sonar tracking and image tracking, etc, have been developed
successively, which further promote the development of
the target tracking technology. Maneuvering target tracking
has drawn increasing attention because of its widespread

application in the fields of the national defense and the
civil. In the areas of the military applications, the target
tracking ismainly used for long-rangewarning of battlefields,
space target surveillance and early warning, ballistic missile
defense, precision guidance, drone mission planning, and
low-altitude penetration, etc. For example, the target tracking
system use the radar to detect the space target information of
the satellites and ballistic missiles, and predict their motion
parameters and thewarning time. In the field of the civil appli-
cations, the target tracking is mainly used for the aviation and
traffic control, port vessel navigation and collision avoidance,
driverless driving, and electronic medicine, etc.

The research of the target tracking mainly focuses on two
aspects [4], one is the modeling of the motion characteristics
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of the target, numbers of the single models and the multi-
ple models have been proposed, such as the singer model,
the current statistical (CS) model, the Jerk model, and the
interacting multiple model (IMM), and so on. Another is
the research of the filtering tracking algorithm, the target
dynamic models and the tracking algorithms have intimate
ties, target dynamics during the different phases are sub-
stantially different. What a more natural and ideal practice
is to develop different models specific for each phase that
more fully exploit the inherent characteristics of the portion,
however, it is impractical. The applicability of any target
dynamic model for a practical problem can hardly be eval-
uated without referring to the corresponding tracking algo-
rithms, this is because that the established dynamical models
can hardly match the maneuvering process endowed with a
variety of uncertainties. We can consider solving the prob-
lem with the filtering tracking algorithm, so the research
of the filtering algorithm with better filtering accuracy and
better robustness to resist the model uncertainty and the time-
varying process and measurement noise is significant.

The maneuvering target tracking is a representative non-
linear filtering model. An effective approach for nonlinear
filtering problem is the Gaussian approximate (GA) filters
method [5], [6], which can be achieved by computing the
Gaussian approximation to the posterior probability density
function (PDF), numbers of GA filtering algorithms using
the Bayesian framework have been intensively proposed
in recent decades [7], [8]. Since the posteriori distribution
is unavailable, which can only be estimated by the prior
information of the state and the approximation methods,
thus forming some suboptimal nonlinear filters, such as
extended Kalman filter (EKF), Gauss-Hermite quadrature
filter (GHQF), the cubature Kalman filter (CKF), and the
unscented Kalman filter (UKF), etc. However, EKF linearizes
the nonlinear models by calculating Jacobian matrix, whose
filtering performance will decline when the systems have
the complex non-linear character. UKF may load to diverge
owing to the fact that the possible negative weight coefficients
exist in the integration process [9]. Due to the computational
complexity of the GHF with the dimension, GHF is diffi-
cult to deal with the high-dimensional systems. Among the
Gaussian approximate filters, CKF has higher filtering accu-
racy, better numerical stability and lower computational com-
plexity than the conventional nonlinear filtering algorithms,
such as EKF andUKF. However, it is not sufficiently effective
in solving some nonlinear filtering problems [10], [11].
Recently, considerable amount of high-degree nonlinear fil-
tering algorithms have been derived to improve the perfor-
mance of GA filters. Based on the fifth-degree cubature
rule, Jia et al. proposed a fifth-degree CKF in [10].
Different to the orthogonal sampling of the fifth-degree CKF,
a fifth-degree non-orthogonal spherical simplex-radial cuba-
ture Kalman filter (SSRCKF) algorithm has been deduced
in [12]. Other high-degree nonlinear filters, such as the
fifth-degree embedded cubature Kalman filter (ECKF) [13],
fifth-degree UKF [14], fifth-degree interpolatory cubature

Kalman filter (ICKF) [15], fifth-degree cubature quadra-
ture Kalman filter (CQKF) [16], [17], and seventh-degree
CKF [18], have been proposed successively, which show
better filtering performance than traditional third-degree fil-
ters without considering the computational complexity. Since
ICKF owns better numerical characteristics than existing
fifth-degree GA filters with low computational complexity
in [15], the nonlinear filtering algorithm used in the paper
is ICKF.

Although ICKF can achieve better estimation accuracy in
solving the target tracking problem, the performance may
decline, which is caused by a high maneuver or the unknown
and time-varying process and measurement noise covariance
matrix. In order to overcome these problems, a concept of
strong tacking filter (STF) is introduced in [19]–[21], which is
a kind of adaptive Kalman filtering algorithms [22]. An adap-
tive fading factor from STF is added to the filter update,
thus the filtering gain matrix could be adaptively adjusted
on-line and the residual sequence is forced to be orthogonal,
the decreasing performance resulted by model uncertainty
could be effectively prevented. However, it isn’t allowed to
introduce the STF into the ICKF indirectly since that the
derivation of STF is based on theoretical frame of EKF,
the linear equivalent description of STF to deal with normal
nonlinear system was deduced in [23]. An high-degree cuba-
ture Kalman filter combined with STF has been derived to
overcome the decreasing filtering accuracy of conventional
CKF when the states of the target suddenly change in [24].
Liu and Wu [4] introduced the STF algorithm into SSRCKF
to handle the nonlinear target tracking problem, which is
approximated by the spherical simplex-radial cubature rule.

The decreasing performance resulted by the model uncer-
tainty could be effectively prevented by introducing the STF
into nonlinear filters [1], [4], [24], however, the noise statis-
tics may be uncertain in the practical application, which also
may affect the filtering accuracy and even lead the filter to
diverge. Adaptive Kalman filter methods can be used to deal
with this problem, which includes correlation, covariance
matching, maximum likelihood and Bayesian methods [25].
The classical Sage-Husa adaptive Kalman filter can’t guar-
antee that noise statistics always converge to the right covari-
ance matrices [26]. The innovation-based adaptive Kalman
filter have the drawback of the excessive calculation in the
application [27]. Recently, a new variational Bayesian (VB)
and Kalman filtering based algorithm is derived and applied
to the joint estimation of the measurement noise variances
together with the state, however, the algorithm only can
solve the linear state space models [28]. Moreover, the vari-
ational Bayesian and GA filters based algorithms for the
nonlinear systems are deduced in [29]–[32]. Furthermore,
By introducing the inverse wishart priors, Huang et al. [33]
proposed a new adaptive Kalman filter, which shows good
filtering performance for the linear model with uncertain
process and measurement noise statistics. Meanwhile, many
outlier-robust Student’s t-based filtering algorithms using the
variational Bayesian approaches have been proposed to solve
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the filtering and smoothing problems of systems with both
heavy-tailed process and measurement noises, which provide
approximations to posterior filtering and smoothing PDFs.

In this work, we propose a new VB based strong track-
ing interpolatory cubature Kalman filter (VB-STICKF) to
overcome the decreasing filtering performance resulted by
the model uncertainty and the time-varying process and
measurement noise, which combines ICKF, equivalent STF
algorithm and deduced VB based Gaussian approximate filter
approach. VB-STICKF is based on the Bayesian framework,
under the assumption of the Gaussian distribution and the
inverse wishart distribution, Gaussian approximate filter with
the fading factor modification is proposed to handle the
maneuvering target tracking problem. The main contribution
of the paper is that an adaptive filtering algorithm with good
filtering accuracy and strong robustness is proposed, we not
only consider the condition that the target engages in abrupt
state changes, but also take the time-varying process and
measurement noises into consideration. By introducing the
adaptive fading factor into the equations of time update and
measurement update of Gaussian approximate filter, the fil-
tering performance degradation caused by the states change
and the time-varying process noise could be effectively pre-
vented, based on the framework of the deduced Gaussian
approximate filter based strong tracking filter algorithm,
we use VB approach based on the inverse wishart distribution
to estimate the measurement noise, which can effectively
refine the decreasing filtering performance caused by the
time-varying measurement noise.

The rest of the work is given by as follows: The intro-
duction of ICKF algorithm, the deduced VB approach and
STF for the nonlinear models are presented in Section II. The
proposed VB-STICKF is reported in Section III. Section IV
presents experimental results and performance comparisons.
Conclusion is summarized in Section V.

II. METHODS
In this section, the fifth-degree ICKF, the deduced VB
approach and STF for the nonlinear Gaussian state-space
models are respectively described.

A. FIFTH-DEGREE ICKF
Consider a general and discrete expression of nonlinear
models: {

xk = f (xk−1)+ ωk−1
zk = h(xk )+ νk

(1)

where (1) is the process and the measurement equation,
xk ∈ Rn denotes the n-dimensional system state vector at
time k , zk ∈ Rm denotes the m-dimensional measurement
vector. ωk−1 and νk denote zero-mean Gaussian white noise
with the covariance matrices Qk−1 and Rk , respectively.
f is the state propagated function and h is the measurement
propagated function.

Based on the theoretical framework of Bayesian filtering,
the nonlinear filtering problem can be solved by the

Gaussian filtering approach, where the filtering distribution is
assumed to be approximately Gaussian. Gaussian approxima-
tion to posterior density function is widely used to achieve the
Gaussian integrals inGAfilters. Different filtering algorithms
can be obtained by different selections for the Gaussian inte-
gral approximations, themulti-dimensional Gaussian integra-
tion methods can be described as follow.

I[g] = π−n/2
∫
Rn
g(x)e−x

T xdx (2)

where I[g] is the general form of multi-dimensional Gaussian
integrals, which can be approximated by a 2m+1 degree fully
symmetric interpolatory cubature rule

I [g] ≈ Q(m,n)[g] =
∑

p∈P(m,n)

W(m,n)
P g[λ] (3)

where [λ] is the generator of the sampling point set, W(m,n)
P

are the weighted coefficients of [λ], which can be described
as

W(m,n)
P = 2−K

∑
|k|≤m−|p|

n∏
i=1

aki+pi∏ki+pi
j=0,6=pi

(λ2pi − λ
2
j )

(4)

where K denotes the number of non-zero entries, a0 = 1, ai
can be given by

ai =
1
√
2π

∫
+∞

−∞

e−x
2/2

i−1∏
j=0

(x2 − λ2j )dx (i > 0) (5)

P(m,n) and the formula g[λ] are described as follows

p(m,n) = { (p1, . . . , pn)| 0 ≤ pn ≤ · · · ≤ p1, |p| ≤ m} (6)

g[λ] =
∑
q∈5p

∑
s

g[s1λp1 , s2λp2 , . . . , snλpn ] (7)

where 5p means that we need to compute all distinct per-
mutations of the set of the integers p, si = ±1, λ = [λp1 ,
λp2 , . . . , λpn ], λpi ≥ 0, λ0 = 0, p ⊂ {0, 1, . . . ,m} and

|p| =
n∑
i=1

pi.

The special fifth-degree interpolatory cubature rule (ICR)
has been deduced in [15], when m = 2 and |p| ≤ 2,
Q(2,n) denotes a new fifth-degree ICR, thus |p| = 0,
|p| = 1, or |p| = 2.
pi = 0 and K = 0 when |p| = 0, the interpolatory cubature

point set λ = 0 and the corresponding weight W (2,n)
0 can be

obtained as

W (2,n)
0 = 1−

n

λ21

+
n(n− 1)

2λ41
+
n(3− λ21)

λ21λ
2
2

(8)

If |p| = 1, we get pi = 0 or pi = 1, and only one of them
is 1, K = 1, the interpolatory cubature point set λ and the
corresponding weight W (2,n)

1 are respectively given by

λ = λ1ei (i = 1, . . . , n) (9)

W (2,n)
1 =

1
2
[
1

λ21

+
3− λ21

λ21(λ
2
1 − λ

2
2)
− (n− 1)

1

λ41

] (10)
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where ei denotes the i-th column of a unit matrix. If |p| = 2,
then pi = pj = 1 (i 6= j) or pi = 2. When pi = pj = 1, then
K = 2, the interpolatory cubature point sets λ = λ1s+l or
λ = λ1s−l , where s

+

l , s
−

l and the corresponding weightW (2,n)
2

can be defined as follows

{s+l } = {ei + ej : i < j, i, j = 1, 2, . . . , n} (11)

{s−l } = {ei − ej : i < j, i, j = 1, 2, . . . , n} (12)

W (2,n)
2 =

1

4λ41
(13)

If pi = 2, then K = 1, the interpolatory cubature point
set λ and the corresponding weight W (2,n)

3 are respectively
given by

λ = λ2ei (i = 1, . . . , n) (14)

W (2,n)
3 =

3− λ21
2λ22(λ

2
2 − λ

2
1)

(15)

The free parameters λ1 and λ2 have been calculated in [15],
they can be written as follows{

λ1 =
√
5∓
√
10

λ2 =
√
5±
√
10

(16)

According to the above analysis, the corresponding inter-
polatory cubature point sets and the weighted coefficients are
respectively obtained as |p| is set as different numerical value,
the fifth-degree ICR is concluded as

Q(m,n)[g] = W (2,n)
0 g[0]+W (2,n)

1

n∑
i=1

[g(λ1ei)+ g(−λ1ei)]

+W (2,n)
2

n(n−1)/2∑
i=1

[g(λ1s+i )+ g(−λ1s
+

i ))

+ g(λ1s−i + g(−λ1s
−

i )]

+W (2,n)
3

n∑
i=1

[g(λ2ei)+ g(−λ2ei)] (17)

We can obtain fifth-degree ICKF algorithm when the fifth-
degree ICR is used as Gaussian integration method in GA
filter. What’s more, the existing fifth-degree CKF is the
transformation form of the fifth-degree ICKF by selecting the
parameters λ1 =

√
(n+ 2)/2 and λ2 =

√
n+ 2.

B. VARIATIONAL BAYESIAN APPROXIMATION
ALGORITHM FOR GAUSSIAN
APPROXIMATE FILTER
This section deduces a noise adaptive VB based Gaussian
approximate filter, which gives one general filtering approach
for the nonlinear systems with unknown measurement noise.
Based on the Variational Bayesian approximation and the
inverse wishart (IW) distribution, the filtering estimation is
approximated by the fifth-degree interpolatory cubature inte-
gration rule.

Under the Bayesian framework, the posterior probability
density p(xk | z1:k ) provides a complete statistical description

of the state, which can be obtained by combining the filter
predictive density p(xk | z1:k−1) and the filter likelihood den-
sity p(zk | z1:k−1). We assume that the filtering distribution
is approximately Gaussian, the state space model can be
reformulated as:

xk ∼ p(xk | xk−1) = N(f (xk−1),Qk )

zk ∼ p(zk | xk ) = N(h(xk),Rk ) (18)

The purpose of the filtering algorithm is to estimate the
joint posterior distribution of the state together with the noise
covariance p(xk ,Rk | z1:k ), the predictive distribution of the
measurement noise p(Rk |Rk−1) is difficult to calculate since
that the dynamical model of the noise variance is uncertain,
the IW distribution is chosen as the measurement noise pre-
dicted distribution in this paper. Suppose that the dynamic
models of the state and the noise covariance are mutually
independent, the joint posterior probability density function
of the state xk−1 and the measurement noise covariance Rk−1
at time k − 1 can be approximated by the product of a
Gaussian distribution with mean x̂ k−1|k−1 and covariance
P k−1|k−1 and an IW distribution with parameters v̂ k−1|k−1
and V̂ k−1|k−1

p(xk−1,Rk−1| z1:k−1)

= p(xk−1| z1:k−1)p(Rk−1| z1:k−1)

= N(xk−1|x̂k−1|k−1,Pk−1|k−1)IW(Rk−1|v̂k−1|k−1,V̂k−1|k−1)

(19)

As the dynamic models of the state and the measure-
ment noise can map the current distributions to the predicted
distributions in the same manner, thus, the joint predicted
distribution can be formulated as :

p(xk ,Rk | z1:k−1)

= p(xk | z1:k−1)p(Rk | z1:k−1)

= N(xk |x̂k|k−1,Pk|k−1)IW(Rk |v̂k|k−1, V̂k|k−1) (20)

where x̂k|k−1 and Pk|k−1 can be calculated by matching the
prediction terms of Gaussian approximate filter, the sufficient
statistics of the IW distribution at the prediction step can be
modeled by as follows

v̂k|k−1 = η(v̂ k−1|k−1 − m− 1)+ m+ 1 (21)

V̂ k|k−1 = ηV̂ k−1|k−1 (22)

where η is a real number and 0 < η ≤ 1, m is the mea-
surement vector dimension, the parameters of the expected
measurement noise v̂k|k and V̂ k|k are updated by the factor ρ.
Furthermore, the filtering posterior distribution p(xk ,Rk | z1:k )
at time k can be given by:

p(xk ,Rk | z1:k ) = p(xk | z1:k )p(Rk | z1:k )

= N(xk |x̂k|k ,Pk|k )IW(Rk |v̂k|k , V̂k|k ) (23)

The joint posterior distribution can’t be obtained by com-
bining the predicted and the likelihood distribution due to
the coupled state and measurement noise covariance, to make
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the computations of the joint posterior tractable, the posterior
distribution is approximated by VB approach, which approxi-
mates the joint posterior distribution of the state and the noise
variances by a factorized form

p(xk ,Rk | z1:k ) ≈ Qx(xk )QR(Rk ) (24)

whereQx(xk ) andQR(Rk ) are the factorized form distribution,
which also can be seen as the yet uncertain probability densi-
ties. Based on (23), Qx(xk ) = N(xk |x̂k|k ,Pk|k ), QR(Rk ) =
IW(Rk |v̂k|k , V̂k|k ), Qx(xk ) is the Gaussian distribution with
mean x̂k|k and covariance Pk|k , andQR(Rk ) is the IW distribu-
tion with the parameters v̂k|k and V̂k|k .Qx(xk ) andQR(Rk ) can
be formed by minimizing the Kullback-Leibler (KL) diver-
gence between the true distribution and the approximation,
theminimum of KL divergence with respect to the probability
densities is given by

Qx(xk ) ∝ exp(
∫

log p(z1:k , xk ,Rk |z1:k−1)QR(Rk )dRk )

QR(Rk ) ∝ exp(
∫
log p(z1:k , xk ,Rk |z1:k−1)Qx(xk )dxk ) (25)

The integrals in the exponentials of (25) can be expanded
as follows∫

log p(z1:k , xk ,Rk |z1:k−1)QR(Rk )dRk

= −
1
2
(zk − h(xk))T

〈
(Rk )−1

〉
R
(zk − h(xk))

−
1
2
(xk − x̂ k|k−1)T(P k|k−1)−1(xk − x̂ k|k−1)+ C1∫

log p(z1:k , xk ,Rk |z1:k−1)Qx(xk )dxk

= −
1
2
(v̂k|k−1 + m+ 2) log |Rk | −

1
2
tr{V̂ k|k−1(Rk )−1}

−
1
2

〈
(zk − h(xk))T(Rk )−1(zk − h(xk))

〉
x
+ C2 (26)

where 〈•〉R =
∫
(•)QR(Rk )dRk , 〈•〉 x =

∫
(•)Qx(xk )dxk , and

C1, C2 are constants. If QR(Rk ) = IW(Rk |v̂k|k , V̂k|k ), we can
derive that the expectation in the first equation of (26) can be
rewritten as〈

(Rk )−1
〉
R
= (v̂k|k − m− 1)(V̂k|k )−1 (27)

that is, the equivalent expression of the measurement noise
variance matrix can be seen as Rk = (v̂k|k −m− 1)−1(V̂k|k ).
If Qx(xk ) = N(xk |x̂k|k ,Pk|k ), the expectation in the second
equation of (26) can be reformulated as〈
(zk − h(xk))T(Rk )−1(zk − h(xk))

〉
x

= tr{
〈
(zk − h(xk))(zk − h(xk))T

〉
x
(Rk )−1} (28)

where the above expectation can be computed by the
Gaussian integration methods proposed in [34]. it can be
also obtained that QR(Rk ) is an IW distribution with the

following sufficient statistics at the measurement step as
follows:

vk = v̂k|k−1 + 1 (29)

V̂ k|k = V̂ k|k−1 +

∫
(zk − h(xk ))(zk − h(xk ))T

×N (xk |x̂k|k ,Pk|k )dxk (30)

The integral in (30) is determined by the selections of the
cubature rule for theGaussian integral approximations, which
is carried out by the fifth degree ICR in the paper, Thus,
we have

V̂ k|k

= V̂ k|k−1 +W
(2,n)
0 (zk − h(X0i,k|k ))(zk − h(X0i,k|k ))T

+W (2,n)
1

2∑
j=1

n∑
i=1

(zk − h(X ji,k|k ))(zk − h(X ji,k|k ))T

+W (2,n)
2

6∑
j=3

n(n−1)/2∑
i=1

(zk − h(X ji,k|k ))(zk − h(X ji,k|k ))T

+W (2,n)
3

8∑
j=7

n∑
i=1

(zk − h(X ji,k|k ))(zk − h(X ji,k|k ))T (31)

where X ji,k|k is the sampling fifth-degree ICR points with
mean x̂ k|k and covariance P k|k , by substituting the expecta-
tions (27) and (28) into (26), a general VB adaptive Gaussian
approximation filter algorithm for the nonlinear models can
be obtained as follows by matching the parameters in left and
right hand sides of (25)
1) Compute the parameters of the predicted distribution:

x̂ k|k−1 = E(xk | z1:k−1)

=

∫
f (xk−1)N(xk−1|x̂ k−1|k−1,

P k−1|k−1)dxk−1 (32)

P k|k−1 = E((xk − x̂ k|k−1)(xk − x̂ k|k−1)T
∣∣∣ z1:k−1)

=

∫
f (xk−1) f T (xk−1)× N(xk−1|x̂ k−1|k−1,

Pk−1|k−1)×dxk−1−x̂k|k−1x̂
T
k|k−1+Qk−1

(33)
v̂k|k−1 = η(v̂ k−1|k−1 − m− 1)+ m+ 1 (34)
V̂ k|k−1 = ηV̂ k−1|k−1 (35)

2) Compute the Variational Measurement Update as fol-
lows: set x̂(0)k|k = x̂ k|k−1, P

(0)
k|k = P k|k−1, vk = v̂k|k−1+

1, V̂
(0)
k|k = V̂ k|k−1, and compute the following:

ẑ k|k−1 =
∫
h (xk)× N(xk |x̂ k|k−1,P k|k−1)dxk

(36)

P zz,k|k−1 =

∫
h (xk)hT (xk)× N(xk |x̂ k|k−1,

×P k|k−1)dxk − ẑ k|k−1ẑ
T
k|k−1 (37)

P xz,k|k−1 =

∫
xkhT (xk)× N(xk |x̂ k|k−1,P k|k−1)dxk

− x̂ k|k−1ẑ k|k−1 (38)
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Iterate the following update equations, say N , steps are set
as i = 0, . . . ,N :

P(i+1)
zz,k|k−1 = P zz,k|k−1 + (vk − m− 1)−1V̂

(i)
k|k (39)

K (i+1)
= P xz,k|k−1(P

(i+1)
zz,k|k−1)

−1 (40)

x̂(i+1)k|k = x̂ k|k−1 + K (i+1)(zk − ẑ k|k−1) (41)

P(i+1)
k|k = P k|k−1 − K (i+1)P(i+1)

zz,k|k−1[K
(i+1)]T (42)

V̂
(i+1)
k|k = V̂ k|k−1 +

∫
(zk − h (xk))(zk − h (xk))T

×N(xk |x̂
(i)
k|k ,P

(i)
k|k )dxk (43)

Set V̂ k|k = V̂
(N )
k|k , x̂k|k = x̂(N )

k|k , Pk|k = P(N )
k|k .

We can see that the prediction step of the algorithm con-
sists of the Gaussian approximation filter prediction and
the heuristic prediction, the variances are increased by the
factor η, the update step can be used as a fixed point iter-
ation with the obtained expected noise covariance. All the
multidimensional integrals in the filtering algorithm can be
computed by Gaussian integral approximations based on the
selection of different integral rules. The integral in (43) can
be performed exploiting the appropriate integral rules, it is
important to note that the mean and the covariance of the
sampling points are x̂ k|k and P k|k at time k , respectively.

C. STRONG TRACKING FILTER ALGORITHM FOR
NONLINEAR MODELS
EKF is a most widely used nonlinear filtering algorithm
with the advantages of simpler engineering implementation
and lower computational account. However, EKF has strict
requirements on the system model, the strong nonlinearities
and the uncertainties of the system model will result in a
decrease in the accuracy of the state estimation, and even
cause the filter to diverge.

It has been proven that the residual sequences are the mutu-
ally uncorrelated Gaussian white noise sequences when the
theoretical model is exactly matched to the actual model [35].
Inspired by this theory, Zhou et al. [36] proposed a STF
algorithm to improve the robustness of EKF when the system
is with the model uncertainty. A general structure of the STF
algorithm for the nonlinear system can be given by :

x̂ k|k = x̂ k|k−1 + Kkγ k (44)

where γ k = zk|k − h
(
x̂k|k−1

)
is the theoretical value of the

residual sequence at time k , x̂ k|k−1 = f (x̂ k−1|k−1) is one-step
state prediction, a sufficient condition for the above filter
with the strong tracking filter characteristics is to adjust the
filtering gain Kk adaptively, making it satisfy the following
two conditions simultaneously:{

E[(x̂ k|k − x̂ k|k−1)(x̂ k|k − x̂ k|k−1)T] = min
E[γ k+j(γ k )

T] = 0, k = 1, 2, 3 . . . ; j = 1, 2, . . .
(45)

where the first equation in (45) is the performance indicator of
EKF, which means achieving the optimal estimation with the

least mean square error, the second equation in (45) reveals
that residual sequences should remain orthogonal to each
other in different times, the above two equations constitute
the orthogonality principle.

The orthogonality principle has obvious physical signifi-
cance, when the established model does not exactly match the
actual system, the residual sequences are forced to be orthog-
onal by adjusting the filtering gain Kk adaptively, which has
uncorrelated Gaussian white noise-like properties. It means
that all valid information in the residual sequence have been
extracted by the filter, so that the STF algorithm have the
ability to track the system state with high precision when the
system model is uncertain. In this way, the algorithm can be
given by as follows

x̂ k|k−1 = f (x̂ k−1|k−1) (46)

Pk|k−1 = λkFk/k−1Pk−1/k−1FT
k/k−1 + Qk−1 (47)

ẑk|k−1 = h
(
x̂k|k−1

)
(48)

Kk = Pk|k−1HT
k (HkPk|k−1HT

k + Rk )
−1 (49)

x̂ k|k = x̂ k|k−1 + Kk (zk|k − ẑk|k−1) (50)

Pk|k = (I − KkHk )Pk|k−1 (51)

where λk is the fading factor, Fk/k−1 and Hk are the process
matrix and measure matrix, respectively, they are calculated
by the first-order Taylor series expansion.

Fk/k−1 =
∂f (xk−1)
∂xk−1

|xk−1 = x̂ k−1|k−1 (52)

Hk =
∂h(xk )
∂xk
|xk = x̂ k|k−1 (53)

Then, λk can be obtained by the following equations

λk = max(1,
tr[Nk ]
tr[Mk ]

) (54)

Nk = V k −HkQk−1H
T
k − βRk (55)

Mk = HkFk/k−1Pk−1/k−1FT
k/k−1H

T
k − βRk (56)

V k =


ε1ε

T
1 , k = 1

ρV k−1 + ε1ε
T
1

1+ ρ
, k ≥ 2

(57)

εk = zk|k − ẑk|k−1 (58)

where tr[•] is the trace operation, 0 < ρ ≤ 1 is the forgetting
factor, β ≥ 1 is the softening factor.
By introducing the STF into the EKF and modifying

the predicted state error covariance matrix by an adap-
tive fading factor, thus the filtering gain could be adap-
tively adjusted on-line, the residual sequence is forced to be
orthogonal, which has effectively refined the poor filtering
performance caused by the uncertainty factors. Relying on
the fading factor, the STF algorithm makes full use of the
effective information in the residual sequence and shows
better robustness to resist the uncertainties of the system
model. When there is no large model mismatch, the fad-
ing factor can be automatically taken as 1, just like EKF,
it does not affect the estimation accuracy of the system state.
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However, the STF algorithm still need to compute the
Jacobian matrix since that the derivation of STF is based
on theoretical frame of EKF, it isn’t allowed to introduce
the STF into the Gaussian approximate filter indirectly,
Wang et al. [23] has provided the linear equivalent description
of STF and could deal with normal nonlinear system,Hk ,Nk
andMk can be defined as follows

Hk = (Pxz,k|k−1)T[(Pk|k−1)−1]T (59)

Nk = V k − (Pxz,k|k−1)T[(Pk|k−1)−1]TQk−1(Pk|k−1)
−1

×Pxz,k|k−1 − βRk (60)

Mk = Pzz,k|k−1 + Nk − V k + (β − 1)Rk (61)

where Pk|k−1, Pxz,k|k−1 and Pzz,k|k−1 are one-step predicted
state error covariance matrix, the predicted measurement
covariance matrix and the measurement cross-covariance
matrix before introducing STF into Gaussian approximate
filter, respectively, which can be approximated by the fifth-
degree ICR mentioned in the paper. An adaptive fading
factor λk for the normal nonlinear system can be obtained by
substituting (60) and (61) for (55) and (56), the subsequent
derivations for the normal nonlinear models are similar to
STF algorithm according to (46)-(51), it is worth mentioning
that the nonlinear filtering problem is solved by the Gaussian
approximate filters method, the multidimensional Gaussian-
weighted integrals are approximated by the fifth-degree ICR
in the paper, the specific application of STF in the proposed
VB-STICKF algorithm is shown in Section III.

III. VARIATIONAL BAYESIAN BASED ADAPTIVE
STRONG TRACKING INTERPOLATORY CUBATURE
KALMAN FILTER
In this section, a VB based adaptive strong tracking ICKF
(VB-STICKF) is proposed for a target tracking problem with
uncertain models and time-varying process and measurement
noise, which can modify the prediction state error covariance
by a fading factor, and the time-varying measurement noise
can be estimated by VB approximation. VB-STICKF algo-
rithm can be formulated by the following steps:

1) Initialization: The initial state is assumed to be
Gaussian distribution with x̂0|0 and P0|0{

x̂0|0 = E(x0|0)
P0|0 = E((x̂0|0 − x0|0)(x̂0|0 − x0|0)T )

(62)

The corresponding weights of the fifth-degree ICKF
W (2,n)

0 ,W (2,n)
1 ,W (2,n)

2 ,W (2,n)
3 with free parameters λ1 and λ2

are calculated through the analyses of the derived fifth-degree
ICKF, and the interpolatory cubature point sets ξ l can be
achieved based on ICR (l = 1, 2, . . . , 2n2 + 2n+ 1).

2) Time update: Assume that the state estimation x̂ k−1|k−1
and the corresponding covariance P k−1|k−1 at time
k − 1 are known, that is, the posterior distribu-
tion p(xk1 z1:k−1) = N(xk−1|x̂ k−1|k−1,P k−1|k−1) is
known. Factorize covariance matrix P k−1|k−1 using

Cholesky decomposition

P k−1|k−1 = Sk−1|k−1STk−1|k−1 (63)

Evaluate the fifth-degree interpolatory cubature points
(l = 1, 2, . . . , 2n2 + 2n+ 1)

X l,k−1|k−1 = Sk−1|k−1ξ l + x̂k−1|k−1 (64)

Evaluate cubature points through the state equation in (1)
(l = 1, 2, . . . , 2n2 + 2n+ 1)

X∗l,k−1|k−1 = f (X l,k−1|k−1) (65)

Compute the predicted state

x̂k|k−1 = W(2,n)
0 X∗l,k−1|k−1 +W(2,n)

1

2n+1∑
l=2

X∗l,k−1|k−1

+W(2,n)
2

2n2+1∑
l=2n+2

X∗l,k−1|k−1

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

X∗l,k−1|k−1 (66)

Estimate the one-step predicted error covariance without
introducing the fading factor

P k|k−1 = W (2,n)
0 X∗l,k−1|k−1(X

∗

1,k−1|k−1)
T

+W (2,n)
1

2n+1∑
l=2

X∗l,k−1|k−1(X
∗

1,k−1|k−1)
T

+W (2,n)
2

2n2+1∑
l=2n+2

X∗l,k−1|k−1(X
∗

1,k−1|k−1)
T

+W (2,n)
3

2n2+2n+1∑
l=2n2+2

X∗l,k−1|k−1(X
∗

1,k−1|k−1)
T

− x̂ k|k−1x̂
T
k|k−1 + Qk−1 (67)

Compute the parameters of the predicted measurement
noise,which can be given by as follows:{

v̂k|k−1 = η(v̂ k−1|k−1 − m− 1)+ m+ 1
V̂ k|k−1 = ηV̂ k−1|k−1

(68)

where η is a real number and 0 < η ≤ 1, m is the
measurement vector dimension.

3) Measurement update: We set x̂(0)k|k = x̂k|k−1, P
(0)
k|k =

P k|k−1, vk = v̂k|k−1 + 1, V̂
(0)
k|k = V̂ k|k−1, factorize

covariance matrix P k|k−1 using cholesky decomposi-
tion

P k|k−1 = Sk|k−1STk|k−1 (69)

Compute the fifth-degree interpolatory cubature points
(l = 1, 2, . . . , n2 + 2n+ 1)

X l,k|k−1 = Sk|k−1ξ l + x̂k|k−1 (70)
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Compute the propagated fifth-degree interpolatory
cubature points (l = 1, 2, . . . , n2 + 2n+ 1)

Zl,k|k−1 = f (X l,k|k−1) (71)

Compute the predicted measurement

ẑk|k−1 = W(2,n)
0 Zl,k|k−1 +W(2,n)

1

2n+1∑
l=2

Zl,k|k−1

+W(2,n)
2

2n2+1∑
l=2n+2

Zl,k|k−1 +W(2,n)
3

2n2+2n+1∑
l=2n2+2

Zl,k|k−1

(72)

Compute the innovation covariance matrix

Pzz,k|k−1 = W(2,n)
0 Zl,k|k−1(Zl,k|k−1)T

+W(2,n)
1

2n+1∑
l=2

Zl,k|k−1(Zl,k|k−1)T

+W(2,n)
2

2n2+1∑
l=2n+2

Zl,k|k−1(Zl,k|k−1)T

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

Zl,k|k−1(Zl,k|k−1)T

− ẑk|k−1ẑ
T
k|k−1 + Rk (73)

Compute the cross-covariance matrix

Pxz,k|k−1 = W(2,n)
0 X l,k|k−1(Zl,k|k−1)T

+W(2,n)
1

2n+1∑
l=2

X l,k|k−1(Zl,k|k−1)T

+W(2,n)
2

2n2+1∑
l=2n+2

X l,k|k−1(Zl,k|k−1)T

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

X l,k|k−1(Zl,k|k−1)T

− x̂k|k−1ẑ
T
k|k−1 (74)

Estimate the fading factor λk
Nk = V k−(Pxz,k|k−1)T[(Pk|k−1)−1]TQk−1(Pk|k−1)

−1

×Pxz,k|k−1 − βRk
Mk = P(i+1)

zz,k|k−1 + Nk − V k + (β − 1)Rk
λk = max(1, tr[Nk ]/tr[Mk ])

(75)

where

V k =


ε1ε

T
1 , k = 1

ρV k−1 + ε1ε
T
1

1+ ρ
, k ≥ 2

, εk = zk|k − ẑk|k−1.

Estimate the predicted error covariance modified by the
fading factor λk

P ′k|k−1 = λk(P k|k−1 − Qk−1)+ Qk−1 (76)

By utilizing the predicted state x̂ k|k−1 and the error
covariance P ′k|k−1 modified by the fading factor λk , the mod-
ified interpolatory cubature points X ′l,k|k−1, the modified
propagated interpolatory cubature points Z′l,k|k−1, the mod-
ified predicted measurement ẑ′k|k−1, the modified mea-
surement innovation covariance without the measurement
noise variance P ′zz,k||k1 and the modified measurement
cross-covariance P ′xz,k|k−1 can be calculated as following
equations:

P ′k|k−1 = Sk|k−1STk|k−1 (77)

X ′l,k|k−1 = Sk|k−1ξ l + x̂k|k−1 (78)

Z′l,k|k−1 = f (X ′l,k|k−1) (79)

ẑ′k|k−1 = W(2,n)
0 Z′l,k|k−1 +W(2,n)

1

2n+1∑
l=2

Z′l,k|k−1

+W(2,n)
2

2n2+1∑
l=2n+2

Z′l,k|k−1

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

Z′l,k|k−1 (80)

P ′zz,k||k1 = W(2,n)
0 Z′l,k|k−1(Z

′

l,k|k−1)
T

+W(2,n)
1

2n+1∑
l=2

Z′l,k|k−1(Z
′

l,k|k−1)
T

+W(2,n)
2

2n2+1∑
l=2n+2

Z′l,k|k−1(Z
′

l,k|k−1)
T

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

Z′l,k|k−1(Z
′

l,k|k−1)
T

− ẑk|k−1ẑ
T
k|k−1 (81)

P ′xz,k|k−1 = W(2,n)
0 X ′l,k|k−1(Z

′

l,k|k−1)
T

+W(2,n)
1

2n+1∑
l=2

X ′l,k|k−1(Z
′

l,k|k−1)
T

+W(2,n)
2

2n2+1∑
l=2n+2

X ′l,k|k−1(Z
′

l,k|k−1)
T

+W(2,n)
3

2n2+2n+1∑
l=2n2+2

X ′l,k|k−1(Z
′

l,k|k−1)
T

− x̂k|k−1(ẑ
′

k|k−1)
T (82)

Iterate the following, say N , steps i = 0, . . . ,N − 1
Compute themodifiedmeasurement innovation covariance

P(i+1)
zz,k||k−1 = P ′zz,k||k−1 + R

(i)
k

where R(i+1)k is the equivalent expression of the measurement
noise variance matrix, which can be can be estimated by

R(i)
k = (v̂k − m− 1)−1V̂

(i)
k
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Compute the filtering gain

K (i+1)
= P ′xz,k|k−1(P

(i+1)
zz,k||k−1)

−1 (83)

Estimate the updated state

x̂(i+1)k|k = x̂ k|k−1 + K (i+1)(zk − ẑ
′

k|k−1) (84)

Compute the filtering estimation error covariance matrix

P(i+1)
k|k = P ′k|k−1 − K

(i+1)P(i+1)
zz,k||k−1[K

(i+1)]T (85)

The parameters of themeasurement noise V̂
(i+1)
k is updated

by as follow

V̂
(i+1)
k = V̂ k|k−1 +

∫
(zk − h

(
x̂(i)k|k

)
)(zk − h

(
x̂(i)k|k

)
)T

×N(xk |x̂
(i)
k|k ,P

(i)
k|k )dxk (86)

The integral in (86) is determined by the selections of the
cubature rule for the Gaussian integral approximations, in this
paper, a fifth-degree ICR is used to compute the Gaussian
integral.

Set V̂ k|k = V̂
(N )
k , x̂k|k = x̂(N )

k|k , Pk|k = P(N )
k|k , Rk = R(N )

k .
The VB-STICKF combines the advantages of STF, VB and

ICKF, which has better filtering accuracy and stronger robust-
ness against model uncertainties and time-varying noise
statistics, the proposedVB-STICKF algorithm is summarized
in Table 1, and the flow chart of the algorithm is shown
in Fig.1.

IV. EXPERIMENT AND DISCUSSION
In this section, the deduced VB-STICKF algorithm is
compared with third-degree CKF, third-degree SSRCKF,
fifth-degree SSRCKF, fifth-degree CKF, ICKF, VB-STF
(STF with VB approximation), third-degree VB-STCKF
(third-degree CKF with VB-STF), third-degree VB-
STSSRCKF (third-degree SSRCKFwith VB-STF) in a target
tracking application, where the fixed radar is used to track the
maneuvering target with the unknown turn rate, the scenario
has been employed to validate the filtering performance of
different algorithms.

The nonlinear process equation is formulated as follow

xk =



1
sin�T
�

0 −(
1− cos�T

�
) 0

0 cos�T 0 − sin�T 0

0
1− cos�T

�
1

sin�T
�

0

0 sin�T 0 cos�T 0
0 0 0 0 1


× xk−1 + uk−1 + wk (87)

where the state xk = [xk , ẋk , yk , ẏk , �], xk and yk denote
positions, ẋk and ẏk denote velocities at time k , � is uncer-
tain turn rate of the target, uk−1 is the system maneuver
input, T is the sample time and T = 1, simulation time
t = 100s, the process noise wk ∼ N (0,Q) with the

TABLE 1. VB-STICKF algorithm.

covariance Q = diag[q1M q1M q2T ], q1 = 0.01m2s−3,
q2 = 2.625× 10−5s−3, and

M =
[
T 3/3 T 2/2
T 2/2 T

]
(88)

Assume the radar locates in the origin of the cartesian
coordinate system, the range and the bearing offered by
the radar are chosen as the measurement information, thus,
the corresponding measurement equation is formulated as

yk =
[
rk
θk

]
=

(√
x2k + y

2
k

tan−1(yk , xk )

)
+ vk (89)
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FIGURE 1. VB-STICKF algorithm flow chart.

where vk is the measurement noise, vk ∼ N (0,R) with
R = diag[σ 2

r , σ
2
θ ], where σr = 10m, σθ =

√
10mrad , and the

true initial state x0 and the covariance P0|0 can be described
as

x0 = [1000m, 300m/s, 1000m, 0,−3◦/s] (90)

P0|0 = [100m2, 10m2/s2, 100m2, 10m2/s2, 100mrad2/s2]

(91)

In each Monte Carlo run, x0 is generated randomly from
the normal distribution N (x̂0; x0,P0|0), the simulation results
are based on 200 Monte Carlo experiments, other parameters
are chosen as: ρ = 0.95, β = 3.5, N = 10, η = 1− e−4.
The root-mean square errors (RMSE) can be selected as

the performance metric to access the results of the statistical
analysis of different filters, which can be described as

RMSEpos(k) =

√√√√ 1
M

M∑
i=1

(x ik − x̂
i
k )

2 + (yik − ŷ
i
k )

2 (92)

RMSEvel(k) =

√√√√ 1
M

M∑
i=1

(ẋ ik − ˆ̇x
i
k )

2 + (ẏik − ˆ̇y
i
k )

2 (93)

RMSE�(k) =

√√√√ 1
M

M∑
i=1

(�i
k − �̂

i
k )

2 (94)

where M is the total number of Monte Carlo simulation,
i denotes the ith Monte Carlo run, k denotes the k-th discrete
time point of the total simulation time. (x ik , y

i
k ) and (ẋ ik , ẏ

i
k )

denote the true position and velocity, respectively. (x̂ ik , ŷ
i
k ) and

( ˆ̇x ik , ˆ̇y
i
k ) denote the estimated position and velocity, respec-

tively. Moreover, �i
k and �̂i

k denote the true and estimated
turn rate, respectively. The metrics used to access the results
of statistical analysis is themean and standard deviation of the
calculated RMSEs of the position, velocity and turn rate over
the time, the mean MRMSE(χj,k ) and the standard deviation
STDRMSE(χj,k ) are given by

MRMSE(χj,k ) =
1
Nd

Nd∑
k=1

χj,k (95)

STDRMSE(χj,k ) =

√√√√ 1
Nd − 1

Nd∑
k=1

(χj,k − χ̂j,k )2 (96)

where Nd = t/T , which denotes the number of the discrete
time, χj,k and χ̂j,k denote the jth element of the true and
estimated states of the statistical results at time k .

Target dynamics during the different phases are sub-
stantially different, which may be endowed with a vari-
ety of uncertainties, including those concerning trajectory
loft or depression, thrust profile management, target weight,
propellant specific impulse, sensor bias, and external environ-
mental disturbs, etc, many of these uncertainties stem from
the uncertainty in the target type [1]–[3]. The performance of
the derived VB-STICKF is demonstrated by a target tracking
model when the system states suddenly change and the noise
covariance matrix is unknown and time-varying, three differ-
ent scenarios are utilized to verify the filtering accuracy and
the robustness of the deduced filtering algorithm.

A. SCENARIO 1
Due to the incomplete prior knowledge and the strong
nonlinear motion characteristics of the maneuvering target,
the target tracking system may lose the ability to track the
target, which seriously affects the real-time property of the
tracking system. For example, for anti-radiation missiles,
they will quickly change the states of the motion once the
beam direction of the radar is measured; Cruise missiles are
widely used inmilitarywarfare due to the capabilities of small
radar cross section and the low-altitude penetration, which
make corresponding maneuvers according to the changes in
topography and landform; With the rapid development of
the warhead maneuvering orbiting technology, the electro-
magnetic interference technology, and the child bullets, etc,
the maneuvering orbits of ballistic missiles will also may
cause the target tracking system to lose the tracking ability,
even resulting in the divergence of the tracking filter of the
ballistic missile defense.

We take the ballistic and space targets (BT) as an example,
namely, ballistic missiles, decoys, debris, satellites, pro-
jectiles, etc. The entire flight path of a BT is commonly
divided into three basic phases: boost, ballistic, and reentry.
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The significant forces affects the motion of BTs present in the
different phases are boost (thrust, gravity, and aerodynamic),
coast (gravity), and reentry (aerodynamic and gravity).
However, the motion of a BT can’t be predetermined accu-
rately. In this section, we considers a target maneuver tracking
scenario where the target make a sudden motion [37], [38].
To test the robustness of the proposed VB-STICKF, we
assume that the target makes an uniform motion with-
out the maneuver during the first 20s, that is, uk−1 =
[0m, 0m/s, 0m, 0m/s, 0◦/s], then, it makes a maneuver with
uk−1 = [0m, 5m/s, 0m,−5m/s, 0.2◦/s] in the interval of
20–30s, the scenario is executed to compare the performance
of VB-STICKF and others filtering algorithms listed in
the paper, the RMSEs on the position estimation, velocity
estimation, and the turn rate estimation of different filtering
algorithms are shown in Figs. 2-4, respectively, the curve
of the adaptive fading factor of the proposed VB-STCKF
algorithm is shown in Fig. 5

FIGURE 2. Root mean square error (RMSE) of the estimated position.

FIGURE 3. RMSE of the estimated velocity.

As a whole, we can see from the curves of calculated
RMSEs of the position, velocity, and turn rate that all the
filtering methods exhibit a more or less fluctuation or even
diverge due to a mismatch model, which is mainly induced
by the fact that the target make a sudden maneuver, resulting
in the established model does not match the actual system.
As can be seen from Fig. 2, it denotes the calculated RMSEs
of the position. Nine different methods show an indiscernibly
close performance when the target makes an uniform motion

FIGURE 4. RMSE of the estimated turn rate.

FIGURE 5. The adaptive fading factor.

without any maneuver during the first 20s. Once the maneu-
ver begins at time t = 21s, we can conclude from Fig. 2 that
the VB-STF, the third-degree VB-STCKF, the third-degree
VB-STSSRCKF, and the proposed VB-STICKF all have the
ability to converge quickly, that is, the nonlinear filters with
STF algorithm show slighter fluctuation and faster conver-
gence rate than the filtering methods without the fading factor
modification. Here we give a deep analysis and description.

According to the analysis of section II, STF algorithm is
based on the orthogonality principle, which has uncorrelated
Gaussian white noise-like properties. It means that all valid
information in the residual sequence have been extracted by
the filter. When the target make a sudden maneuver, that
is, the established model does not exactly match the actual
system, which causes the abnormal change in one-step state
prediction x̂ k|k−1 = f (x̂ k−1|k−1) due to the function f (•),
the residual sequences γ k = zk|k − h

(
x̂k|k−1

)
also change,

the residual sequences may be not mutually orthogonal.
By introducing the STF and modifying the predicted state
error covariance matrix by an adaptive fading factor, thus the
filtering gain could be adaptively adjusted on-line, the resid-
ual sequence is forced to be orthogonal, which has effectively
refined the poor filtering performance caused by the uncertain
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factors. Relying on the fading factor, the STF algorithm
makes full use of the effective information in the residual
sequence and shows better robustness to resist the uncertain-
ties of the systemmodel. It can be clearly seen from Fig.5 that
the VB-STICKF produces a fading factor greater than 1 after
the target make a sudden maneuver, and then the fading factor
decreases until it drops to 1, thus ensuring strong tracking
ability to track the target state and avoiding over-adjustment
of the filtering gain. The results show the effectiveness
of the STF algorithm and the superiority of the proposed
VB-STICKF algorithm. When there is no large model mis-
match, the fading factor can be automatically taken as 1, just
like the only nonlinear filter, it does not affect the estimation
accuracy of the system state.

In addition, we can see from Figs. 2 that the proposed
VB-STICKF shows better filtering accuracy and faster con-
vergence rate compared with other algorithms. We can also
see from Fig.2 that curves of the fifth-degree CKF, the fifth-
degree SSRCKF and ICKF are nearly overlapped, the local
magnification processing is performed to analyze and com-
pare three fifth-degree filtering methods, ICKF has slightly
better filtering performance. Similarly to the RMSEs in posi-
tion, Figs. 3 and 4 show RMSEs of the velocity and the turn
rate of different filtering algorithms in an interval of 0–100s,
the proposedVB-STICKF also has better estimation accuracy
and faster convergence speed than other filtering algorithms.

Now we mainly focus on the analysis of VB-STF algo-
rithm, although it inherits the advantages of the strong robust-
ness of STF algorithm, it can be seen from Fig. 2 -Fig.4 that
VB-STF still show much larger fluctuation than other non-
linear filters with STF algorithm, such as the third-degree
VB-STCKF, the third-degree VB-STSSRCKF, and the pro-
posed VB-STICKF. This is because that the STF is based
on theoretical frame of EKF, nevertheless, the derivation of
EKF is based on the first-order Taylor series approximation
for nonlinear functions, which can only achieve first-order
accuracy induced by introducing high-order truncation errors,
so it has worse filtering accuracy than other GA filters for
themaneuvering target tracking problem, especially as shown
in Fig.4. Furthermore, as shown in Fig.2- Fig.3, owing to the
fact that VB-STF owns the strong robustness of STF algo-
rithm, although VB-STF can only obtain first-order accuracy
for nonlinear functions, it still has the better ability to track
the maneuvering target than other nonlinear filters without
STF algorithm. To quantitatively describe the tracking perfor-
mance, the mean and the standard deviation of the calculated
RMSEs of the position, velocity and turn rate over the time
interval in Figs. 2-4 are given in Table 2 for comparison.

The difference of the fluctuation of RMSEs over time can
be also reflected on quantitative comparison of the filtering
results. We take ICKF and VB-STSSRCKF as the represen-
tative methods for comparison. Gaussian approximate fil-
ter used in the paper is ICKF, 3rd-degree VB-STSSRCKF
with known measurement noise covariance mentioned in the
paper can be seen as STSSRCKF, which is proposed for
maneuvering target tracking when the target make a sudden

TABLE 2. Performance comparison when the system states change.

maneuver in [22], the algorithm combines STF and SSRCKF.
The proposed VB-STICKF is compared with ICKF and
3rd-degree VB-STSSRCKF and the filtering results are
described qualitatively. The MRMSEs of the position,
the velocity and the turn rate from the proposed filter are
respectively reduced by 74.49%, 44.75% and 12.38% as
compared with the existing ICKF, in addition, the MRMSEs
of the position, velocity and turn rate from the proposed
filter are respectively reduced by 24.68%, 9.05% and 0.15%
as compared with the existing 3rd-degree VB-STSSRCKF,
the quantitative comparison of the results show the effective-
ness of the STF algorithm and the superiority of the proposed
VB-STICKF algorithm.

As a whole, it can be seen from Table 2 that the pro-
posed VB-STICKF has significantly smaller MRMSEs and
STDRMSEs than other filtering methods, which indicates the
slighter fluctuation and the faster convergence rate of the pro-
posed filter as compared with the existing methods. The same
conclusion can be obtained that the proposed VB-STICKF
outperforms the other methods considerably, which has the
highest estimation accuracy and the fastest convergence rate
of the position estimation, the velocity estimation and the turn
rate estimation, suggesting that VB-STICKF algorithm not
only has the robustness of STF against model uncertainties,
but also inherits the ability to better to process the nonlinear
target tracking problem.

B. SCENARIO 2
In the practical application, because of the complex battle-
field environment and the changeable target motion charac-
teristics, the uncertainties of the environment and the model
parameters can produce unpredictable modeling errors,
resulting in the uncertainties of the target itself, which is
characterized by the performance of the uncertain motion
as well as the unknown or time-varying process noise
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statistical characteristics, that is, the process noise statistical
characteristics during the different phases differ significantly
in general. The process noise is generally assumed to be zero-
mean Gaussian white noise distribution, which obviously
does not accord with the actual situation. In this section,
in order to test the robustness of the proposed VB-STICKF,
we deliberately make the process noise covariance matrix
to satisfy an inaccurate and time-varying form. The initial
parameters have been defined as description above, the true
process noise covariance Q′ can be described as

Q′ = (10+ 2.5 cos(
πk
t
))Q (97)

where Q = diag[q1Mq1 Mq2 T ] is the nominal covariance
matrix in the interval of 0–100s, t is simulation time, k
denotes time variable. the scenario is executed to examine the
performance of the derived VB-STICKF and other filtering
algorithms, the RMSEs on the position estimation, velocity
estimation, and turn rate estimation of different filtering
algorithms are shown in Figs. 6-8, respectively, the curve
of the adaptive fading factor of the proposed VB-STCKF
algorithm in the scenario is shown in Fig. 9

FIGURE 6. RMSE of the estimated position.

FIGURE 7. RMSE of the estimated velocity.

Overall, we can see from Figs. 6-8 that the third-
degree CKF, the fifth-degree CKF, the third-degree SSRCKF,
the fifth-degree SSRCKF and ICKF exhibit larger fluctuation
than other nonlinear filtering methods with the fading factor
modification due to a mismatch model, which is mainly

FIGURE 8. RMSE of the estimated turn rate.

FIGURE 9. The adaptive fading factor.

induced by the time-varying process noise covariance, result-
ing in the establishedmodel does not match the actual system.
It is obviously that VB-STF, third-degree VB-STCKF, third-
degree VB-STSSRCKF, and the proposed VB-STICKF all
have strong robustness against the time-varying process noise
and better estimation accuracy, which is mainly induced by
the fact that the adaptive fading factor from STF is added to
the equations of the measurement update, thus the filtering
gain matrix could be adaptively adjusted on-line, and the poor
performance resulted by the process noise uncertainty could
be effectively prevented, the detailed explanations can be see
in scenario 1 and the derivation of STF. In addition, we can
conclude that the proposed VB-STICKF shows better estima-
tion accuracy and faster convergence speed among all listed
filers in the simulation. Now we mainly focus on the analysis
of VB-STF algorithm, which is similar to the scenario 1.
Although it inherits the advantages of the strong robustness of
STF algorithm, it can be seen from Fig. 6 -Fig.7 that VB-STF
still show much larger fluctuation than other nonlinear filters
with the fading factor modification, what’s more, as shown
in Fig.8, the curve of the calculated RMSEs of the turn
rate is divergent. This is because that the VB-STF can only
achieve first-order accuracy induced by introducing high-
order truncation errors. As shown in the Fig. 9, VB-STICKF
produces a fading factor greater than 1when the process noise
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covariance matrix is unknown and time-varying, and then the
fading factor decreases until it drops to 1, the algorithmmakes
full use of the effective information in the residual sequence
and shows better robustness to resist the unknown and time-
varying process noise statistics. To quantitatively describe the
tracking performance, the mean and the standard deviation
of the calculated RMSEs of the position, velocity and turn
rate over time interval in Figs. 6-8 are given in Table 3 for
comparison.

TABLE 3. Performance comparison when the process noise vary.

The difference of the fluctuation of RMSEs over time
can be reflected on quantitative comparison of the filtering
results. We also take ICKF and VB-STSSRCKF as the
representative methods for comparison since that Gaussian
approximate filter used in the paper is ICKF and the
3rd-degree VB-STSSRCKF is proposed in the open litera-
tures for maneuvering target tracking. The MRMSEs of the
position, the velocity and the turn rate from the proposed filter
are respectively reduced by 81.55%, 55.90% and 11.08% as
compared with the existing ICKF, in addition, the MRMSEs
of the position, velocity and turn rate from the proposed
filter are respectively reduced by 17.91%, 8.49% and 1.55%
as compared with the existing 3rd-degree VB-STSSRCKF,
the quantitative comparison of the results also show the
effectiveness of the STF algorithm and the superiority of the
proposed algorithm.

As a whole, it can be seen from Table 3 that the pro-
posed VB-STICKF has significantly smaller MRMSEs and
STDRMSEs than other filtering methods, which means the
proposed VB-STICKF has slighter fluctuation and faster
convergence rate than the existing methods. The same con-
clusion can be also obtained that the proposed VB-STICKF
outperforms the other methods considerably, which has the
best performance in terms of the filtering accuracy and the
convergence rate among all listed filers in the simulation.

C. SCENARIO 3
For the problem of the maneuvering target tracking,
we should not only consider the uncertainties of the target
itself, but also take the uncertainty of the tracking system
into consideration, that is, the measured errors of the target
tracking means [39]. With the complex battlefield environ-
ment increasingly and the continuous development of stealth
technology, more and more attention has been paid to the
maneuvering target tracking in complex environments. For
example, various kinds of fighters, drones, and missiles can
not only take off and attack in the dark, but also carry out tasks
under extreme conditions such as high winds, heavy rains,
and low temperatures, resulting in the uncertainties of the
tracking system, which is characterized by uncertain or time-
varying measurement noise statistical characteristics, that
is, the measurement noise statistical characteristics during
the different phases differ significantly in general. This is
because that the accuracy of measurement information is
easily disturbed by the external environment as well as the
sensor errors, what’s more, the uncertainty of measurement
information may be caused by the clutter, false alarms and
the effect of the adjacent targets [40]. The measurement noise
is generally assumed to be zero-mean Gaussian white noise
distribution, which obviously does not accord with the actual
situation. In this section, we deliberately make the mea-
surement noise covariance matrix to follow an time-varying
form to test and compare the robustness of the proposed
VB-STICKF. The initial parameters have been defined as
description above, the true measurement noise covariance R′

can be formulated as

R′ = (10+ 0.5 cos(
πk
t
))R (98)

where R = diag[σ 2
r , σ

2
θ ] is the nominal covariance matrix

in the interval of 0–100s, t is simulation time, k denotes time
variable. the scenario is executed to examine the performance
of the deduced VB-STICKF and other filtering algorithms,
the RMSEs on the position estimation, velocity estimation,
and turn rate estimation of different filtering algorithms are
shown in Figs. 10-12, respectively.

FIGURE 10. RMSE of the estimated position.
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FIGURE 11. RMSE of the estimated velocity.

FIGURE 12. RMSE of the estimated turn rate.

As can be seen from Figs. 10-12, it is obviously that
the third-degree CKF, the fifth-degree CKF, the third-degree
SSRCKF, the fifth-degree SSRCKF and ICKF exhibit much
larger errors as compared with the filtering methods with
variational Bayesian (VB) estimation when the measurement
noise covariance is time-varying. This is because that pro-
posed VB based strong tracking Gaussian approximate filter
can effectively estimate the state along with the time-varying
measurement noise for the nonlinear systems, VB approxima-
tion is utilized to estimate the measurement noise covariance
and the GA filter is exploited to deal with the nonlinearities,
so the filtering methods with VB estimation have strong
robustness against the time-varying measurement noise and
better estimation accuracy, the detailed explanations can be
seen in the derivation of VB approximation algorithm for
GA filter of the section II. It is worth mentioning that the
calculated RMSE from VB-STF shows much larger fluctu-
ation and error than other GA filters with VB estimation
in Fig. 10-Fig.11, in addition, as shown in Fig.12, the curve
of the calculated RMSE of the turn rate is even divergent,
this is mainly induced by the fact that VB-STF is based on
theoretical frame of EKF, which has poor filtering accuracy
in estimating the states of the strongly nonlinear system
since that EKF only can achieve the first-order Taylor series
approximation for nonlinear functions. We can also conclude
from Figs.10-12 that the curves of the fifth-degree Gaussian
filtering based algorithms are nearly overlapped, the local

magnification processing is performed to analyze the estima-
tion accuracy, the conclusion can be obtained that ICKF has
slightly better filtering performance to process the nonlinear
problems. In addition, we can see from Figs. 10-12 that the
proposed VB-STICKF shows the best performance in terms
of the filtering accuracy and the convergence speed among all
listed filers in the simulation. To quantitatively describe the
tracking performance, the mean and the standard deviation of
the calculated RMSEs of the position, velocity and turn rate
over the time interval in Figs. 10-12 are given in Table 4 for
comparison.

From Table 4, the same conclusion can be obtained that
the proposed VB-STICKF outperforms the other methods
considerably, which has smaller MRMSEs and STDRMSEs
than other filtering methods, suggesting that the VB-STICKF
algorithm not only has the ability to better to process the
nonlinear target tracking model, but also can effectively
estimate the time-varying measurement noise. We take ICKF
as the representative method for comparison since that GA
filter used in the paper is ICKF, the MRMSEs of the position,
the velocity and the turn rate from the proposed filter are
respectively reduced by 14.70%, 23.84% and 22.09% as
compared with the existing ICKF, the STDRMSEs of the
position, the velocity and the turn rate from the proposed filter
are respectively reduced by 24.20%, 26.07% and 22.60% as
comparedwith the existing ICKF. The results demonstrate the
superiority of the deduced variational Bayesian based strong
tracking Gaussian filtering algorithm.

TABLE 4. Performance comparison when the measurement noise vary.

GA filters used in the paper is ICKF, the computational
complexity is almost proportional to the number of sample
points, which are listed in Table 5.

We can see from Table 5 that the number of VB-STICKF
is 61, the time consumption is acceptable compared with
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TABLE 5. Number of sample points of different algorithms.

other filters. From the results of the simulation, we can
conclude that the proposed VB-STISCKF shows the best
performance considering the balance between the filtering
performance and the computational cost.

V. CONCLUSION
In this work, we have concentrated on handling the problem
of the maneuvering target tracking models with abrupt state
changes and time-varying process and measurement noise,
a novel variational bayesian based strong tracking interpo-
latory cubature kalman filter (VB-STICKF) is deduced. The
algorithm has provided the linear equivalent describe of STF
and could deal with the normal nonlinear system, a fifth-
degree interpolatory cubature rule is introduced to numeri-
cally compute the numerical integrals. What’s more, based on
the frame of recursive Bayesian estimation, the measurement
noise can be estimated online by the deduced variational
Bayesian approximation algorithm, which can be utilized to
estimate the measurement noise along with the states for the
nonlinear models. Simulation results illustrate that proposed
VB-STICKF algorithm not only has better estimation accu-
racy and filtering performance compared with other filtering
algorithms, but also has better robustness to resist the model
uncertainty and the time-varying process and measurement
noise.
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