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ABSTRACT In a cognitive heterogeneous network (HetNet), cognitive small cell base stations (SBSs)
can perceive and utilize the frequency band belonging to massive MIMO enabled macrocell base stations
opportunistically. There is a performance tradeoff between the macrocell-tier and the SC-tier. To restrict the
cross-tier interference from SBSs to macrocell users (MUs), we adopt the concept of exclusion region (ER).
Amulti-user scheduling with zero-forcing precoding strategy is proposed to maximize the utility of the entire
HetNet. The involved multi-user scheduling problem is formulated as the maximization of a general utility
function. However, the problem is intractable for two reasons: First, it depends on ergodic rate bothering
online scheduling. Second, ERs formed by different scheduled MUs may intersect with each other which
makes the problem difficult to solve. Therefore, we convert the maximization problem into a simplified
version and design an interfering SBS cluster splitting-based iterative user selection algorithm to figure out
the scheduled MU set and its corresponding precoder. Simulation results reveal that the proposed scheme
achieves significant gains compared with existing strategies and that the proposed strategy is efficient for
dense HetNets.

INDEX TERMS Cognitive HetNets, exclusion region, interfering small cell base station cluster, massive
MIMO, multi-user scheduling, performance tradeoff.

I. INTRODUCTION
In order to meet the ever growing demands of wireless
data transmitting, standard bodies and academic commu-
nities have introduced cutting edge techniques to improve
data rate and network capacity [1], such as heterogeneous
networks (HetNets) [2], massive MIMO [3], cognitive small
cell (SC) [4], secure transmissions [5], [6], etc. HetNets
of macrocells underlaid with multiple SCs is an emerging
technology to address the network performance challenges,
in which macrocells can provide large scale coverage, SCs
can provide higher spatial reuse and network capacity. With
elaborate precoding schemes, a massive MIMO macrocell
base station (MBS) can transmit signal concurrently to mul-
tiple intended macrocell users (MUs) over the same band
with the benefit of space division multiple access (SDMA).
Furthermore, it can create energy efficiency and spectrum
efficiency downlink transmission [7]. The HetNet of a multi-
user massive MIMO macrocell underlaid with dense SCs
has been considered as one of the candidate techniques

for 5G cellular networks [8]. Unfortunately, the cross-tier
interference between the macrocell-tier and the SC-tier has
become one of severest challenges for successful HetNets
deployment [9]. One of typical approaches for mitigating the
interference involves orthogonalizing the frequency allocated
to the macrocell-tier and the SC-tier [10]. Nevertheless, this
operation mode decreases frequency reuse efficiency [11].
In co-channel deployment scenarios, orthogonalization over
time domain is proposed by introducing almost blank sub-
frames (ABSs) where some subframes of the macrocell are
reserved for SCs so as to reduce the cross-tier interfer-
ence, which is also known as enhanced inter-cell interfer-
ence coordination (eICIC) [12]. An alternative solution is to
empower cognitive capabilities to SC base stations (SBSs)
to form cognitive HetNets [4]. Cognitive SBSs can perceive
channel occupation of the MBS and access the channel
opportunistically [13]. When the interference generated by a
cognitive SBS to a scheduled MU exceeds a certain thresh-
old Ith, the SBS will be obliged to abandon transmitting [14].
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FIGURE 1. The cognitive HetNets model.

Thus, multiple exclusion regions (ERs) are formed around co-
scheduled MUs [15].

In this paper, we consider the co-channel cognitive HetNet
consisting of a multi-user massive MIMO macrocell under-
laid with dense cognitive SCs. Thus, multiple co-scheduled
MUs will form multiple ERs, as shown in Fig.1. SBSs within
ERs which are called inactive SBSs have to abandon trans-
mitting to protect scheduled MUs. Meanwhile, SBSs outside
ERs which are called active SBSs can transmit insusceptibly.
In this manner, the dominant cross-tier interference from
SBSs to co-scheduled MUs is avoided by the cognitive capa-
bilities of SBSs. However, the cross-tier interference avoid-
ance is at the expense of sacrificing transmitting opportunities
of SBSs in ERs. SchedulingMUswill increase network utility
of the macrocell-tier, but will reduce network utility of the
SC-tier. It can be observed that there is a performance trade-
off between the macrocell-tier and the SC-tier. Therefore,
multi-user scheduling strategy of the MBS is crucial for the
cognitive HetNets.

Existing researches on multi-user scheduling lie in single-
tier network, in which multi-user scheduling strategies
depend on the status of single-tier users, e.g., channel qual-
ity, relationships between channels, geographical locations,
etc. In conventional multi-user MIMO networks, multi-
user scheduling strategies have been extensively studied
in [16]–[19] and references therein. Dimic and Sidiropou-
los [16] consider greedy user selection with two types of
precoding schemes, called zero-forcing dirty-paper (ZF-DP)
precoding and ZF precoding, respectively. The work in [17]
provides a suboptimal user selection with ZF beamforming,
in which selected users are semi-orthogonal to each other.
Summarizing user selection with ZF precoding schemes
in [17] and [18] the work in [18] proposes a general math-
ematical framework of greedy user selection based on ZF
precoding. Huang et al. [19] discover flaws of ‘‘redundant
users’’ and ‘‘local optimum’’ in previous works, and pro-
pose a greedy user selection with swap (GUSS) algorithm.
In multi-user massive MIMO networks, conventional multi-
user scheduling strategies are inadvisable owing to the fact
that huge number of antennas will heavily complicate multi-
user scheduling algorithms. Therefore, multi-user scheduling

strategies for massive MIMO networks mainly concentrate
on designing low-complexity scheduling algorithms and on
scheduling strategies with limited channel state informa-
tion (CSI). The work in [20] proposes a two-stage precoder
in FDD massive MIMO networks, in which scheduled MUs
are selected from multiple groups based on their covariance
matrix and the downlink precoder is decomposed into an
outer precoder and an inner-precoder. Considering the ran-
domness of both channel matrixes and locations of MUs,
the work in [21] proposes two low-complexity user selec-
tion methods for downlink TDD massive MIMO systems.
Zhang et al. [22] propose a joint beamforming and user
scheduling approach based on statistical channel state infor-
mation (SCI) of MUs. The work in [23] designs a novel
two-phase-feedback based user scheduling and beamforming
method, in which cones constructed by orthogonal reference
beams are designed to select semi-orthogonal MUs.

Although multi-user scheduling with precoder design has
been extensively studied, little attention is paid to multi-user
scheduling strategies in HetNets. In the co-channel cognitive
HetNet consisting of a multi-user massive MIMO macrocell
underlaid with dense cognitive SCs, we propose a multi-
user scheduling strategy considering not only the gains of
the macrocell-tier, but also the loss of the SC-tier. Then,
the multi-user scheduling strategy is formulated as the maxi-
mization of a general utility function which relies on ergodic
rate of both the marocell-tier and the SC-tier. However,
the problem is intractable for two reasons: Firstly, it depends
on ergodic rate which is difficult to acquire an online solution.
Secondly, ERs formed by co-scheduled MUs may intersect
with each other which makes the problem intractable. So, we
design an interfering SBS cluster (ISC) splitting based online
solution to figure out the scheduled MU set and its corre-
sponding precoder.

The key contributions of the paper can be summarized in
the following:
• We consider the multi-user scheduling strategy in a

co-channel cognitiveHetNet, where theMBS transmits signal
concurrently to multiple MUs over the same band. Multiple
ERs are formed around co-scheduled MUs owing to the
cognitive capabilities of SBSs.
• We propose a multi-user scheduling strategy from the

perspective of performance tradeoff. The multi-user schedul-
ing strategy considers both gains of the macrocell-tier and
loss of the SC-tier.
• The multi-user scheduling strategy is formulated as the

maximization of a general utility function, which can achieve
sum rate maximization, proportional fairness and harmonic
mean fairness according to different utility functions.
• Since the maximization problem is intractable, it is con-

verted into a simplified version. Then, we proposed an ISC
splitting based iterative user selection algorithm to figure out
the scheduled MU set and its corresponding precoder.

The rest of the paper is organized as follows. Section II
describes the network model and transmitting model.
Section III gives the problem formulation of the multi-user
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scheduling strategy. Section IV presents the ISC splitting
based multi-user scheduling algorithm. Numerical results
are presented in section V. Finally, we conclude this work
in section VI.

Notation: we use uppercase boldface letters for matrices
and lowercase boldface letters for vectors. For a matrix H ,
the symbols HT, HH, H -1, and H† denote the transpose,
the conjugate transpose, the inverse, and the pseudo-inverse
of matrix H , respectively. IN is N × N dimension identity
matrix. We use CN (m,N) to denote the circular symmetric
complex Gaussian distribution with mean m and covariance
matrix N . The Euclidean norm of vector x is denoted by ‖x‖.
A denotes a set and |A| denotes the cardinality of set A.
A\B denotes complementary set of B in A. The subscript 0
is dedicated for the macrocell and subscripts of other letters
are for SCs.

II. SYSTEM MODEL AND TRANSMITTING MODEL
A. NETWORK MODEL
We consider the downlink of a TDD co-channel cognitive
HetNet, in which one macrocell is underlaid with dense
cognitive SCs. The MBS is equipped with N antennas and
serves a set of MUs in U . Let S = {1, 2, · · · , |S|} denote the
set of cognitive SBSs which are uniformly distributed under
the coverage of the macrocell. Each SBS is equipped withM
antennas and serves |Ej| small cell users (SUs), where j ∈ S
is the index of the SBS, Ej denotes SU set served by SBS j
(1 ≤ |Ej| ≤ M ). Each user (MU or SU) is equipped with
a single antenna and is only associated to one base station.
In the scheduling slot t , theMBS selects a set of co-scheduled
MUs K from the candidate MU pool U , and transmits signal
concurrently to selected MUs over the entire band. Since
massive MIMO regime is applied, it is assumed that the
number of co-scheduled MUs is significantly less than the
antenna number of the MBS, i.e. |K| � N . We assume that
all base stations are perfectly synchronized and perfect CSI
is available. It should be emphasized that the availability of
perfect CSI is an idealistic assumption for massive MIMO
networks. However, the proposed strategy here is still useful
as a reference point.

B. CHANNEL MODEL
In this paper, TDD protocol is preferred for the reason that the
downlink channel can be estimated with the uplink channel
by channel reciprocity [24]. In the scheduling slot t (no more
tautology later), the channel between the MBS and MU k
is denoted by g0,k,t ∈ CN×1. We assume the channel g0,k,t
is equal to a complex fast fading factor times an amplitude
factor that accounts for geometric attenuation and shadow
fading, i.e.,

g0,k,t = β
1/2
0,k,th0,k,t , (1)

where β1/20,k,t is the large-scale fading which consists of path
loss and shadow fading. β0,k,t = r−α0,k,tζ0,k,t , where r0,k,t
is the distance between the MBS and MU k , α ∈ [2, 6]

is the path loss exponent, ζ0,k,t is a shadow fading variable
with the distribution of 10 log10 ζ0,k,t ∼ N (0, σi). The small-
scale fading h0,k,t is an independent and identical distribu-
tion (i.i.d.) random vector with the distribution of h0,k,t ∼
CN (0, IN ).

C. INTERFERING SBS CLUSTER MODEL
In the cognitive HetNet, cognitive SBSs can perceive the
channel occupation of the MBS and access the channel
opportunistically to avoid cross-tier interference. SBSs
whose interference to surrounding MUs excesses the inter-
ference threshold Ith, will stop transmitting to guarantee their
performance. Here, we assume that SBSs who interfere MU
k as ISC Ck , and

Ck = {j ∈ S :
∑
l∈Ej

pj,l,t
∥∥∥gHj,k,twj,l,t∥∥∥2 ≥ Ith}, (2)

where pj,l,t is the power allocated to SU l ∈ Ej by SBS
j, gj,k,t is the interference channel gain between SBS j and
MU k , wj,l,t ∈ CM×1 is the unit-norm precoding vector
of SBS j for SU l. We assume that each SBS develops its
precoder and power allocation only depending on its own
SUs regardless of scheduling status of the macrocell. For
convenience, the union set of ISCs formed by co-scheduled
MUs is denoted by Csum, where

Csum =
⋃
k∈K

Ck . (3)

Similar to [25] and reference therein, we assume that inter-
fering channels form cognitive SBSs to MUs are available.
In the cognitive HetNet, each SBS can estimate channels
from itself to surrounding MUs directly by pilot signal of
MUs or indirectly through a band manager [26]. In addition,
each SBS can sense pilot signal periodically and can estimate
the interference to surrounding MUs. If possible interference
from the SBS to an MU exceeds Ith, the SBS stops transmit-
ting and feedbacks identifications (IDs) of interfered MUs to
the MBS via X2\S1 interface. Otherwise, the SBS transmits
signal insusceptibly. After that, the MBS can list all ISCs
formed byMUs. For example, if MU k is interfered by SBS l,
f , and n, the ISC formed byMU k is denoted by Ck = {l, f , n}.

D. TRANSMITTING MODEL
For a scheduled MU k ∈ K, the downlink received signal is
given by

y0,k,t

=
√
p0,k,tgH0,k,tw0,k,tx0,k,t︸ ︷︷ ︸

intended signal

+

∑
i∈K,i6=k

√
p0,i,tgH0,k,tw0,i,tx0,i,t︸ ︷︷ ︸

inter-user interference signal

+

∑
j∈S\Csum

∑
l∈Ej

√
pj,l,tgHj,k,twj,l,txj,l,t︸ ︷︷ ︸

cross-tier interference signal

+ nt︸︷︷︸
noise

, (4)

where p0,k,t and pj,l,t are the power allocated to MU k ∈ K
by the MBS and to SU l ∈ Ej by SBS j, respectively.
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∑
k∈U p0,k,t ≤ P0 and

∑
l∈Ej pj,l,t ≤ Ps, where P0 and Ps

are the maximal transmitting power of the MBS and that of
each SBS, respectively. g0,k,t ∈ CN×1 and gj,l,t ∈ CM×1

denote channel vectors from the MBS to scheduled MU k
and from SBS j to SU l ∈ Ej, respectively. w0,k,t ∈ CN×1

is the unit-norm precoding vector of the MBS for MU k .
x0,k,t ∼ CN (0, 1) and xj,l,t ∼ CN (0, 1) denote the user data
at the MBS towards MU k and at SBS j towards SU l ∈ Ej,
respectively. nt ∼ CN (0, δ2) is the additive white Gaussian
noise (AWGN), where δ2 is the noise power.

For simplicity, we assume that ZF precoding is applied
by SBSs, the inter-user interference within each SC is elim-
inated. Then, the downlink received signal at SU l ∈ Ej is
given by

yj,l,t =
√
pj,l,tgHj,l,twj,l,txj,l,t︸ ︷︷ ︸

intended signal

+

∑
k∈K

√
p0,k,tgH0,l,tw0,k,tx0,k,t︸ ︷︷ ︸

cross-tier interference signal

+

∑
f ∈S\Csum,f 6=j

∑
i∈Ef

√
pf ,i,tgHf ,l,twf ,i,txf ,i,t︸ ︷︷ ︸

co-tier interference signal

+ nt︸︷︷︸
noise

,

(5)

where g0,l,t is the interference channel gain from the MBS to
SU l ∈ Ej.

For MU k ∈ K, the dominant cross-tier interference is
avoided by cognitive capabilities of SBSs. The residual cross-
tier interference generated by SBSs outside ERs is treated as
noise. Then, the signal to interference plus noise ratio (SINR)
of MU k is given by

γ0,k,t =
p0,k,t

∥∥∥gH0,k,tw0,k,t

∥∥∥2
I0,k,t + Î0,k,t + δ2

, (6)

where I0,k,t =
∑

i∈K,i 6=k
p0,i,t

∥∥∥gH0,k,tw0,i,t

∥∥∥2 and Î0,k,t =∑
j∈S\Csum

∑
l∈Ef

pj,l,t
∥∥∥gHj,k,twj,l,t∥∥∥2 are the inter-user interference

and the cross-tier interference suffered byMU k , respectively.
Analogously, the SINR of SU l ∈ Ej is given by

γj,l,t =
pj,l,t

∥∥∥gHj,l,twj,l,t∥∥∥2
Ij,l,t + Îj,l,t + δ2

, (7)

where Ij,l,t =
∑

f ∈S\Csum,f 6=j

∑
i∈Ef

pf ,i,t
∥∥∥gHf ,l,twf ,i,t∥∥∥2 and Îj =∑

k∈K
p0,k,t

∥∥∥gH0,l,tw0,k,t

∥∥∥2 are the co-tier interference and the

cross-tier interference suffered by SU l ∈ Ej, respectively.
Thus, the ergodic rate of MU k ∈ K and that of SU l ∈ Ej

are given by

R0,k = E{log2
(
1+ γ0,k,t

)
}, (8)

and

Rj,l = E{log2
(
1+ γj,l,t

)
}. (9)

III. PROBLEM FORMULATION
To describe the multi-user scheduling problem, we define a
scheduling indicator vector 00,t to denote scheduling status
of MUs, where 00,t = [00,1,t , · · · , 00,k,t , · · · , 00,|U |,t ].
When 00,k,t = 1, it indicates that MU k is scheduled and
SBSs in Ck are inactive. Otherwise, MU k is unscheduled and
SBSs in Ck are active, i.e.,

00,k,t =

{
1, MU k is scheduled,

0, MU k is unscheduled,
k ∈ U . (10)

We define a utility function u(z) to evaluate user
performance, in which u(z) is a concave and monotonically
increasing function and z ∈ [0,∞) is the variable of the
utility function. A typical utility function is u(z) = z, which
maximizes sum rate. Other alternative choices are u(z) =
log(z) for proportional fairness among users or u(z) = −1/z
for harmonic mean fairness. In this paper, we maximize
the overall network utility which consists of three portions,
the network utility of the macrocell-tier, that of SCs inside
ISCs, and that of SCs outside ISCs.

Possible network utility of the macrocell-tier is given by

A =
∑
k∈U

00,k,tu(R0,k ). (11)

For an ER formed by anMU (Supposing k), the scheduling
status ofMU k is repellent to active states of SCs in its formed
ER. Since the scheduling indicator of MU k is denoted
by 00,k,t , active states of SCs in the ER are denoted by
1 − 00,k,t . Therefore, possible network utility of SCs inside
ERs is denoted by

B =
∑
j∈Csum

∑
l∈Ej

(
1− 00,k,t

)
u(Rj,l). (12)

When U and Ith are known in advance, the network utility
of SCs outside ERs is irrelevant to 00,t . Therefore, the max-
imization of A + B is selected as the objective function and
the multi-user scheduling problem is formulated by

P1 : max
00,k,t

A+ B

s.t. 00,k,t ∈ {0, 1} , ∀k ∈ U . (13)

It can be observed that the multi-user scheduling problem
relies on ergodic rate. However, practical scheduling strate-
gies welcome online solutions. To seek a scheduling strategy
working slot by slot, we denote the achievable rate of MU k
and that of SU l ∈ Ej by

r0,k,t = log2
(
1+ γ0,k,t

)
, (14)

and

rj,l,t = log2
(
1+ γj,l,t

)
. (15)

Meanwhile, the time average rate of MU k and that of SU
l ∈ Ej in scheduling slot t are given by

R0,k,t =
1

t − 1

t−1∑
s=1

r0,k,s, (16)
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and

Rj,l,t =
1

t − 1

t−1∑
s=1

rj,l,s. (17)

By definition, ergodic rate can be approximately estimated
by time average rate with sufficient duration, i.e.,

R0,k ≈ R0,k,t =
1

t − 1

t−1∑
s=1

r0,k,s, t � 0, (18)

Rj,l ≈ Rj,l,t =
1

t − 1

t−1∑
s=1

rj,l,s, t � 0. (19)

Without loss of generality, we take MU k as an example,
SUs have similar forms. According to standard stochastic
approximation recursions [27], the time average rate of MU
k can be updated at every slot, i.e.,

R0,k,t+1 = R0,k,t + η0,k,t (r0,k,t − R0,k,t ), (20)

where η0,k,t is a sufficiently small step-size for MU k which
can be either a constant or a known variable. Meanwhile,
applying Taylor expansion, we have [28]:

u(R0,k,t+1) ≈ u(R0,k,t )+
du(R0,k,t )
d(R0,k,t )

(R0,k,t+1−R0,k,t ), (21)

where du(R0,k,t )
dR0,k,t

is the first-order derivative of the utility func-
tion on R0,k,t . Substituting (20) into (21), we have

u(R0,k,t+1) ≈ u(R0,k,t )+
du(R0,k,t )
d(R0,k,t )

η0,k,t (r0,k,t − R0,k,t ).

(22)

When t � 0, we have

u(R0,k ) ≈ u(R0,k,t )+
du(R0,k,t )
d(R0,k,t )

η0,k,t (r0,k,t − R0,k,t ). (23)

Similarly, the network utility of SU l ∈ Ej is approxi-
mated by

u(Rj,l) ≈ u(Rj,l,t )+
du(Rj,l,t )
d(Rj,l,t )

ηj,l,t (rj,l,t − Rj,l,t ), (24)

where ηj,l,t is a sufficiently small step-size for SU l ∈ Ej.
Since R0,k,t , u(R0,k,t ), η0,k,t ,

du(R0,k,t )
dR0,k,t

, Rj,l,t , u(Rj,l,t ), ηj,l,t ,

and du(Rj,l,t )
dRj,l,t

are available at slot t , the maximization problem
P1 can be decomposed into an optimization problem solved
slot-by-slot. The online solution for scheduling slot t corre-
sponds to a sum of weighted achievable rate as follows.

P2 : max
00,k,t

Ã+ B̃

s.t. 00,k,t ∈ {0, 1} , ∀k ∈ U , (25)

where 
Ã =

∑
k∈U

00,k,tλ0,k,tr0,k,t ,

B̃ =
∑
j∈Csum

∑
l∈Ej

(
1−00,k,t

)
µj,l,trj,l,t ,

(26)

λ0,k,t =
du(R0,k,t )
dR0,k,t

and µj,l,t =
du(Rj,l,t )
dRj,l,t

depend on the
derivative of the utility function u(z). In case of u(z) = z,
du(R0,k,t )
dR0,k,t

= 1 represents sum rate maximization. In case

of u(z) = log(z), du(R0,k,t )
dR0,k,t

=
1

R0,k,t
represents proportional

fairness among users.
Rearranging the objective function of P2, we have

Ã+ B̃ =
∑
k∈U

00,k,tλ0,k,tr0,k,t−
∑
j∈Csum

∑
l∈Ej

00,k,tµj,l,trj,l,t

+

∑
j∈Csum

∑
l∈Ej

µj,l,trj,l,t . (27)

Since the third term on the right side of (27) is positive and
has nothing to do with 00,k,t , the optimization problem P2 is
equivalent to

P3 : max
00,k,t

∑
k∈U

00,k,tλ0,k,tr0,k,t−
∑
j∈Csum

∑
l∈Ej

00,k,tµj,l,trj,l,t

s.t. 00,k,t ∈ {0, 1} , ∀k ∈ U , (28)

where the first term of the objective function of P3 can be
considered as possible gains of themacrocell-tier, and the sec-
ond term can be considered as the cost paid by the SC-tier.
The difference of these two terms can be interpreted as the
net gains of the network. It should be noticed that we do not
consider the effect of scheduling overhead on network utility.
In this paper, the scheduling overhead of an MU and that of a
SBS are equal which will not affect scheduling decisions of
the MBS.

The solution of the optimization problem P3 is intractable
for two reasons. Firstly, optimal variables are discrete. Sec-
ondly, any one of optimal variables may be related to multiple
different ISCs, which is called multi-couplings. Although
the optimal solution of P3 can be acquired by exhaustively
searching over all possible MU combinations, the size of
searching space increases exponentially with |U |, which is
unaffordable for practical systems. Therefore, we propose a
low-complexity algorithm to solve P3 in the next section.

IV. ISC SPLITTING BASED MULTI-USER
SCHEDULING STRATEGY
The intractability of themaximization problem P3mainly lies
in multi-couplings. Therefore, we firstly consider a type of
special cases in which any one of optimization variables is
only related to its corresponding ISC, which is called single-
coupling (For the optimal variable 00,k,t , its corresponding
ISC is Ck ). Then, we propose an iterative user selection algo-
rithm to obtain the scheduled MU set and its corresponding
precoder. Secondly, we consider general cases with multi-
couplings and propose an ISC splitting scheme to transform
general cases into special versions.

A. A TYPE OF SPECIAL CASES
The type of special cases is described as follows. ∀i, k ∈ U ,
ISCs formed by them are disjoint, i.e.,

Ci ∩ Ck = ∅, ∀i, k ∈ U . (29)
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FIGURE 2. The comparison of cognitive HetNets layouts without
scheduling and that with the proposed scheduling. The yellow triangle,
blue triangles, black triangles, red dots, green dotted line, and black solid
line represent the MBS, active SBSs, inactive SBSs, scheduled MUs,
boundary of ERs, and boundary of the macrocell, respectively.
(a) A random layout of special cases. (b) A random layout of
general cases.

A random layout of special cases is shown in Fig. 2 (a).
For a special case, the second term of the objective function
of P3 can be disassembled into summations for each ER, i.e,
the objective function of P3 can be arranged as

∑
k∈U

00,k,tλ0,k,tr0,k,t−
∑
j∈Csum

∑
l∈Ej

00,k,tµj,l,trj,l,t

=

∑
k∈U

00,k,tλ0,k,tr0,k,t −
∑
k∈U

∑
j∈Ck

∑
l∈Ej

00,k,tµj,l,trj,l,t

=

∑
k∈U

00,k,t (λ0,k,tr0,k,t −
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t ), (30)

where the weighted sum rate of SCs in all ERs is converted
into summations of weighted sum rate of SCs in each ER.
From (30), the optimal problem P3 can be decomposed into
|U | subproblems. For an MU k ∈ U , its corresponding

subproblem is given by

P4 : max
00,k,t

00,k,t (λ0,k,tr0,k,t−
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t )

s.t. 00,k,t ∈ {0, 1} . (31)

When λ0,k,t ,µj,l,t , r0,k,t , rj,l,t are available, the solution of P4
is easy to obtain by relaxing 00,k,t [29]. Let 0 ≤ 00,k,t ≤ 1,
subproblem P4 is relaxed as a linear programming, i.e.,

f (00,k,t ) = 00,k,t (λ0,k,tr0,k,t−
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t ), (32)

where f (00,k,t ) is the objective function of P4 after relaxing
00,k,t . The solution of (32) is acquired by letting its derivative
be zero. The derivative of (32) is given by

df (00,k,t )
d00,k,t

= λ0,k,tr0,k,t−
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t . (33)

Letting df (00,k,t )
d00,k,t

= 0, the optimal solution of (32) is acquired.
Then, the solution of P4 is described as follows. When
(λ0,k,tr0,k,t−

∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t ) ≥ 0, 00,k,t = 1. Otherwise,

00,k,t = 0.
From the perspective of network performance, λ0,k,tr0,k,t

is the gains of scheduling MU k ,
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t is the

cost of scheduling MU k . (λ0,k,tr0,k,t −
∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t )

is the net gains of scheduling MU k . When the net gains is
positive, MU k should be scheduled. Otherwise, MU k should
be unscheduled. This is consistent with the mathematical
framework.

In the above analysis, the rates of MUs are assumed to be
known in advance. However, they are difficult to acquire if all
scheduled MU are not predetermined. Therefore, we design
an iterative searching algorithm to figure out the scheduled
MU set and its corresponding precoder.

To describe the iterative searching algorithm, we make
the following assumptions. In the ith iteration, the candidate
MU set is denoted by M(i)

C . The ith selected MU is denoted
by K (i). The set of all currently selected MUs is denoted by
K(i) = {K (1) ,K (2) , · · · ,K (i− 1)}. The MU scheduling
procedures are described as follows.

Initially, the candidate MU set is M(0)
C = U , and the

scheduled MU set is K(0)
= ∅.

Step 1: Update the candidate MU set M(i)
C .

M(i)
C = U\K(i). (34)

Step 2: ∀k ∈M(i)
C , possible net gains of scheduling MU k

is given by

1(k)
= λ0,k,tr0,k,t −

∑
j∈Ck

∑
l∈El

µj,l,trj,l,t . (35)

Step 3: Select the MU with the maximum net gains
in step 2.

K (i) = arg max
k∈M(i)

C

1(k). (36)
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FIGURE 3. An example of two intersecting ISCs. ISC Ck and Cm are
formed by candidate MU k and by candidate MU m. They are intersecting
with each other and SBS j is the shared element.

In step 3, we denote the maximal objective function of (36) by
1max. The iterative algorithm is terminated when 1max < 0
or entire MUs in U are selected. 1max < 0 implies that
scheduling remaining MUs will not increase overall network
gains.

B. ISC SPLITTING BASED MULTI-USER
SCHEDULING ALGORITHM
In this subsection, we extend network topology to general
cases, i.e., there are multi-couplings in the network. Graph-
ically, two or more ISCs may be intersecting. Fig. 2 (b)
shows an example of general cases. Due to multi-couplings,
we design an ISC splitting scheme to transform multi-
couplings into single-coupling. Here, we illustrate the princi-
ple of ISC splitting scheme by an example of two intersecting
ISCs shown in Fig. 3. Supposing ISC Ck and Cm are intersect-
ing and SBS j is the shared element. Possible net gains of
candidate MU m and that of candidate MU k are given by

1(m)
= λ0,m,tr0,m,t −

∑
f ∈Cm

∑
i∈Ef

µf ,i,trf ,i,t , (37)

and

1(k)
= λ0,k,tr0,k,t −

∑
j∈Ck

∑
l∈Ej

µj,l,trj,l,t . (38)

When 1(m) > 0 and 1(m) > 1(k), MU m is the prior
scheduled MU. When 1(k) > 0 and 1(k) > 1(m), MU k is
the prior scheduled MU. If we assume that MU m is the prior
scheduled MU and MU k is the candidate MU, possible net
gains of MU k is given by

1(k)
= λ0,k,tr0,k,t −

∑
j∈Ck

∑
l∈El

µj,l,trj,l,t , (39)

where Ck denotes interfering SBS set excepted SBS j. There-
fore, the proprietary interfering SBS set of candidate MU k is
denoted by Ck = Ck\{j}. In summary, we have

Cm ∪ Ck = Cm ∪ Ck = Cm ∪ Ck , (40)

where Cm = Cm\{j}. Meanwhile, Cm ∩ Ck = ∅ and
Cm ∩ Ck = ∅. Obviously, the union set of all ISCs is split
into a group of newly disjoint ISCs in a certain order.

Next, we apply the ISC splitting scheme into generalized
network cases. In the ith iteration, we assume that the inter-
fering SBS union set formed by all currently selected MUs is
denoted by L(K(i)) =

⋃
k∈K(i) Ck . Then, the generalized MU

scheduling procedures are described as follows.
Initially, the candidate MU set is M(0)

C = U , the selected
MU set is K(0)

= ∅, and the interfering SBS union set is
L(K(0)) = ∅.
Step 1: Update the candidate MU set M(i)

C and the
interfering SBS union set.

M(i)
C = U\K(i), L(K(i)) =

⋃
k∈K(i)

Ck . (41)

Step 2: ∀k ∈M(i)
C , possible net gains of scheduling MU k

is then calculated by

1(k)
= λ0,k,tr0,k,t −

∑
j∈Ck

∑
l∈El

µj,l,lrj,l,t . (42)

where Ck = Ck\[Ck ∩ L(K(i))] is the interfering SBS set of
MU k excepted the intersection set of Ck and L(K(i)). From
the perspective of network architecture, the newly interfering
SBS set of MU k should exclude SBSs whose active state has
been determined by selected MUs.

Step 3: Select the MU with the maximum net gains
in step 2.

K (i) = arg max
k∈M(i)

C

1(k). (43)

Since r0,k,t is crucial to determine the scheduled MUK(i),
it is necessary to calculate the allocated power and the pre-
coding vector of MU k . In the ith iteration, ZF precoder of
possible scheduled MU set (K(i)

∪ k) is given by

W (K(i)
∪ k)=G(K(i)

∪ k)†, (44)

where W (K(i)
∪ k) = [w0,K(1),t , · · · ,w0,K(i−1),t ,w0,k,t ]T.

G(K(i)
∪ k) = [g0,K(1),t , · · · , g0,K(i−1),t , g0,k,t ] is the chan-

nel matrix of possible scheduled MU set (K(i)
∪ k) in the

ith iteration.
As the dominant cross-tier interference has been avoided

by ISCs, and the residual is treated as noise, the allocated
power of MU k can be obtained directly by using water-
filling, i.e.,

p0,k,t =
(

τ

‖w0,k,t‖2
− 1

)+
, (45)

where (·)+ denotes max{·, 0}, and τ is the water level
satisfying ∑

k∈K(i)∪k

(τ − ‖w0,k,t‖
2)+ = P0. (46)

Thus, we can calculate r0,k,t by the allocated power p0,k,t
and the precoding vector w0,k,t . This strategy is called multi-
user scheduling with direct ZF precoding. The procedures of
the strategy are summarized in Algorithm 1.
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Algorithm 1 The Iterative Multi-User Scheduling With
Direct ZF Precoding
Require: U .
Ensure: K,W0,t , and allocated power P0,t .
Initialize:M(0)

C = U , K(0)
= ∅, L(K(0)) = ∅.

repeat
Update the candidate MU set M(i)

C .
Update the union set of ISCs L(K(i)).
for k ∈M(i)

C do
Calculate the precoding matrix by ZF and allocated
power by water-filling.
Calculate possible net gains of scheduling MU k by
(42).

end for
Select the MU with maximal net gains;

until 1max < 0 or K(i)
⋂

U = U .
K = K(i), precoder and allocated power are values in the
ith iteration.

In addition, we propose a low-complexity strategy called
multi-user scheduling with indirect ZF precoding which is
implemented in two steps. Firstly, the scheduled MU set
is determined by estimated MU rate, and then water-filling
power allocation and ZF precoder are calculated based on
the scheduled MU set. To estimate MU rate in each iteration,
we adopt the maximum ratio transmitting (MRT) precoding,
which is proximate to ZF precoding in performance and is
simply the conjugate transpose of the downlink channel, i.e.,

ŵ0,k,t =
gH0,k,t
‖g0,k,t‖2

, (47)

where ŵ0,k,t is the estimated precoding vector. In this man-
ner, the precoding vector is calculated once in initializing
step. After scheduled MU set is determined, ZF precoding
is applied to eliminate inter-user interference. The procedures
of the multi-user scheduling with indirect ZF precoding algo-
rithm are summarized in Algorithm 2.

C. COMPLEXITY ANALYSIS
The computation complexity is evaluated in terms of the
number of complex multiplications. The optimal scheduled
MU set (upper bound) can be obtained by exhaustively
searching over all possible scheduled MU combinations.
Approximately

∑N
k=1

(
|U |
k

)
k5N complex multiplication oper-

ations are required to complete one selection [21], which is
unaffordable in practice. The complexity of the multi-user
scheduling with direct ZF precoding strategy is O(N 3

|U |),
which is equivalent to the strategy in [19]. For the multi-user
schedulingwith indirect ZF precoding strategy, the evaluation
of ŵ0,m,t involves amultiplication of two (1×N ) vectors. This
operation is replicated over |U |MUs. Therefore, the complex-
ity of the multi-user scheduling with indirect ZF precoding
strategy is roughly O(N |U |). Although the complexities of
strategies in [21] are O(1), these strategies are under the

Algorithm 2 The Iterative Multi-User Scheduling With Indi-
rect ZF Precoding
Require: U .
Ensure: K,W0,t , and allocated power P0,t .

Initialize: M(0)
C = U , K(0)

= ∅, L(K(0)) = ∅, and
estimate the precoder Ŵ0,t = [ŵ0,1,t , · · · , ŵ0,|U |,t ] by
(47).
repeat
Update the candidate MU set M(i)

C .
Update the union set of ISCs L(K(i)).
for k ∈M(i)

C do
Calculate the allocated power by water-filling.
Calculate possible net gains schedulingMU k by (42).

end for
Select the MU with maximal net gains.

until 1max < 0 or K(i)
⋂

U = U .
K = K(i), precoder and allocated power are calculated by
ZF precoding and by water-filling with determined K.

premise that the optimal number of scheduled MUs (K?) is
predetermined which is a complicated issue.

V. PERFORMANCE EVALUATION
We assume that the macrocell has a geographical circular
coverage with the MBS located at the center. The MBS is
equipped with large scale antennas. Each SBS is deployed
with 4 antennas and serves 2 SUs. The distance between adja-
cent antenna elements is half of the wavelength. ZF precoding
and water-filling power allocation are applied by SBSs. MUs
and SBSs are uniformly scattered within the coverage of the
macrocell. The channel model in [30] is followed by SCs.
Extra simulation parameters are summarized in Table 1.

TABLE 1. Simulation parameters.

We employ the widely-used utility function of sum rate
maximization, i.e., u(z) = z. Monte Carlo simulation with
10000 times channel realizations is utilized to obtain mean-
ingful simulation results. In addition, the average sum rate
of the entire network is chosen as the performance metric,
which is averaged over 2000 scheduling slots. We compare
the proposed algorithm with several existing strategies as
follows.

(1) Conventional multi-user scheduling with ZF precoding
strategy [19].
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FIGURE 4. Average sum rate vs. antenna number of the MBS.

(2) Cognitive HetNets without scheduling [13], where the
macrocell is equipped with massive MIMO and all of MUs
are scheduled concurrently over the same band.

(3) The low-complexity multi-user scheduling strategy
called K?-RUS [21].
(4) The optimal solution is acquired by exhaustively

searching as the upper bound.
Fig.4 shows the average sum rate versus antenna number

of the MBS (N ) for the multi-user scheduling with direct
ZF precoding strategy and for the multi-user scheduling
with indirect ZF precoding strategy, respectively. We assume
that |U | = 20 and |S| = 60. It is observed that there
is a gap between two strategies. This is because that the
scheduled MU set of the multi-user scheduling with indi-
rect ZF precoding strategy is solved by estimated precoder.
Moreover, the gap becomes narrower with N increasing. The
reason behind this is that the performance of MRT precoding
approaches that of ZF precoding with large scale antennas.
The simulation result can provide guides in designing net-
works. When the antenna number of the MBS is small, multi-
user scheduling with direct ZF precoding should be employed
because of its higher performance and affordable complexity.
Otherwise, multi-user scheduling with indirect ZF precoding
strategy should be employed. Since the multi-user scheduling
with direct ZF precoding strategy always outperforms the
multi-user scheduling with indirect ZF precoding strategy,
we will only compare the latter (referred to as the proposed
strategy hereafter) with other strategies.

In Fig.5, we illustrate the principle of the proposed strategy
in a graphical way. We assume that SBSs have the same
rate of rj,t , that MUs have the same rate of r0,k,t , and that
2rj,t < r0,k,t < 3rj,t , where rj,t is the sum rate of SBS j. For
∀k ∈ U , we have

∑
j∈Ck rj,t = |Ck |rj,t . Therefore, the sum

rate of SBSs in Ck can be represented by the number of SBSs.
We further assume that the MU is scheduled if the number
of its proprietary interfering SBSs is less than 3, i.e., when
|Ck | < 3, MU k is scheduled. Otherwise |Ck | ≥ 3, the MU is
unscheduled. Fig.5 (a) shows a random network snapshot of
cognitive HetNets without scheduling [13]. Fig.5 (b) shows
the network snapshot with the proposed strategy employed.
It is observed that the number of dedicated interfering SBSs

FIGURE 5. The comparison of cognitive HetNets layouts without
scheduling and that with the proposed scheduling. The yellow triangle,
blue triangles, black triangles, red dots, green dotted line, and black solid
line represent the MBS, active SBSs, inactive SBSs, scheduled MUs,
unscheduled MUs, boundary of ERs, and boundary of the macrocell,
respectively. (a) The network snapshot with the proposed strategy. (b) The
network snapshot with the proposed strategy.

FIGURE 6. The sum rate before and after the proposed strategy applied
in Fig.5.

for MU 5,7,12,13,14, and 20 is greater than or equal to 3.
Then, they are unscheduled. The number of dedicated inter-
fering SBSs for other MUs is smaller than 3. Then, they are
scheduled.

The sum rate of Fig.5 (a) and that of Fig.5 (b) are illustrated
in Fig.6. The left group of histograms represents sum rate
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of the macrocell-tier, that of the SC-tier, and that of the
overall network in Fig.5 (a). Meanwhile, the right group of
histograms represents corresponding sum rate in Fig.5 (b).
By comparison, it is found that the proposed strategy acquires
more sum rate of the SC-tier by sacrificing less sum rate
of the macrocell-tier. In this manner, the overall sum rate is
improved.

FIGURE 7. Average sum rate vs. number of candidate MUs.

Fig.7 illustrates average sum rate versus the number of
MUs (|U |) for the case of 70 SCs. It is observed that signifi-
cant gains is obtained by the proposed scheme with large |U |.
For large number of candidate MUs (|U | > 26), the proposed
strategy achieves approximate gains of 40 bps/Hz, 43 bps/Hz,
and 71 bps/Hz compared with conventional strategy,
K?-RUS, and cognitive HetNets strategy. We discuss per-
formance of these various strategies in three segments. The
first segment is 0 < |U | ≤ 10, the average sum rate of all
strategies increases with |U | growing. This is because that
these five strategies will schedule all of candidateMUs in this
segment, their performance are similar. With |U | increasing
to the second segment 10 < |U | ≤ 26, performance of three
compared strategies first increase, and at a turning point, they
start to decrease, but the speeds diminish with the number of
MUs growing. The reason behind the turning point is that
the obtained average sum rate of the macrocell-tier is firstly
greater than and is then less than the loss average sum rate
of the SC-tier. The speed diminishment is due to the fact that
the gap between the obtained average sum rate and the lost
average sum rate declines with the number of candidate MUs
growing. For the proposed strategy, it schedules MUs who
can maximize net sum rate of the overall network. When
the number of candidate MUs continues to increase into the
third segment |U | > 26, the performance of the proposed
strategy, that of conventional strategy, and that of K?-RUS
tend to be stable. For cognitive HetNets without scheduling
strategy in the third segment, although the number of ISCs
will increase with the growth of scheduledMUs, newly added
ISCs will intersect with existing ISCs with higher probability,
the increasing speed of inactive SBSs will decline. Therefore,
the performance degradation is slower.

Fig.8 shows the average sum rate versus the number of
SCs for the case of |U | = 20. As the number of SCs

FIGURE 8. Average sum rate vs. number of SCs.

increasing from 20 to 100, the average sum rate of these
strategies increase, but increasing speeds decline. The decline
is attributable to the fact that growing of SCs’ population
will intensify co-tier interference among SCs.When the num-
ber of SC is 100, increments of approximate 50 bps/Hz,
53 bps/Hz, and 80 bps/Hz are obtained by the proposed
scheme compared to conventional strategy, K?-RUS, and cog-
nitive HetNets, respectively. Furthermore, Fig. 8 reflects that
the proposed strategy is more efficient than other strategies
for dense HetNets.

VI. CONCLUSION
In this paper, we consider a cognitive HetNet of a multi-user
massive MIMO macrocell underlaid with dense cognitive
SCs, in which multiple ERs are formed around co-scheduled
MUs due to cognitive capabilities of SBSs. Then, the cross-
tier interference fromSBSs toMUs are avoided at the expense
of sacrificing transmitting opportunities of cognitive SBSs.
In such a cognitive HetNet, multi-user scheduling of the
MBS depends not only on the macrocell-tier, but also on
the SC-tier. Therefore, we propose a multi-user scheduling
strategy from the performance tradeoff perspective. The pro-
posed strategy considers both the gains of the macrocell-
tier and the loss of the SC-tier. We formulate the multi-user
scheduling problem as the maximization of a general utility
function which relies on ergodic rate. Next, the maximization
problem is converted into an online version which depends on
achievable rate. Because of multi-couplings in the network,
we design an ISC splitting based multi-user scheduling strat-
egy to figure out the scheduled MU set and its corresponding
precoder. Simulation results confirm that our proposed strat-
egy is more favourable for improving network performance
in HetNets and is more efficient for dense network.

For future work, we will extend the current research from
two directions. The first is to evaluate the performance of the
proposed strategy in the cognitive HetNets with limited CSI.
The second is to analyze the performance of the proposed
strategy under limited cognitive capabilities of SBSs.
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