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ABSTRACT The need of processing and analyzing massive statistics simultaneously requires the derivatives
of matrix-to-scalar functions (scalar-valued functions of matrices) or matrix-to-matrix functions (matrix-
valued functions of matrices). Although derivatives of a matrix-to-scalar function have already been defined,
the way to express it in algebraic expression, however, is not as clear as that of scalar-to-scalar functions
(scalar-valued functions of scalars). Due to the fact that there does not exist a uniform way of applying
‘‘chain rule’’ on matrix derivation, we classify approaches utilized in existing schemes into two ways: the
first relies on the index notation of several matrices, and they would be eliminated while being multiplied;
the second relies on the vectorizing of matrices and thus they can be dealt with in the way we treat vector-to-
vector functions (vector-valued functions of vectors), which has already been settled. On one hand, we find
that the first approach holds a much lower time complexity than that of the second approach in general.
On the other hand, until now though we knowmost typical functions that can be derived in the first approach,
theoretically the second approach is more generally fit for any routine of "chain rule." The result of the second
approach, nevertheless, can be also simplified to the same order of time complexity with the first approach
under certain conditions. Therefore, it is important to establish these conditions. In this paper, we establish
a sufficient condition under which not only the first approach can be applied but also the time complexity
of results obtained from the second approach can be reduced. This condition is described in two equivalent
individual conditions, each of which is a counterpart of an approach sequentially. In addition, we generalize
the methods and use these two approaches to do the derivatives under the two conditions individually. This
paper enables us to unify the framework of matrix derivatives, which would result in various applications in
science and engineering.

INDEX TERMS Matrix derivatives, index notation, Kronecker product, chain rule, matrix calculus, time
complexity.

I. INTRODUCTION
With the deepening of researches on the function of matri-
ces, it is gradually important to find a method to calculate
the matrix derivatives, i.e., the derivative of matrix-to-scalar
functions (scalar-valued functions of matrices) or matrix-
to-matrix functions (matrix-valued functions of matrices).
The applications of matrix derivatives have been exten-
sively involved in in many real life optimization problems
such as signal processing [1]–[7], machine learning [8]–[10],
image processing [11], [12], complex networks [13]–[15],
social science [16], [17], and various optimization prob-
lems [18]–[20].

However, the principle of matrix derivatives is yet to be
clearly defined. Firstly, although matrix-to-scalar function
derivatives has been mentioned in a lot in existing works,
see for examples in [21]–[23], the chain rule that plays a
key role in doing the derivatives, nevertheless, is not based
on a clear definition [24]. Actually the chain rule in this
situation is very difficult, if not impossible, to be put into use
directly, as it falls short of approach generality and theoretical
analysis. Secondly, for the matrix-to-matrix function deriva-
tives, researchers pointed out that some existing notations
may be unsuitable because they would have ‘‘no interpreta-
tion’’ in some cases, and thus an useful chain rule does not
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exist [21], [25]. Considering these situations, we focus on the
relatively better studied matrix-to-scalar function derivatives
in this work. However, our results shall still have prevalent
meaning of guidance in matrix derivatives. That is not only
because matrix-to-matrix function derivatives are generally
implicitly involved as numerous intermediate matrix vari-
ables, but also because there exist operations or mutually
dependent relations among those variables. Tomake a conclu-
sion on existing works that have applied chain rule on matrix
derivatives, we classify their methods into two approaches.
In the following parts, we suppose that any ordinary m × n
matrix (which means it is not a Kronecker product or commu-
tationmatrix or similar-sizedmatrix) satisfies that mn = O (1).
On one hand, some articles, including [13] and [26],

express the derivatives by calculating scalar-to-scalar func-
tions derivatives for every element of the variable matrix, and
re-arrange these derivatives according to the index notation
of the elements of the variable matrix. This is because the
matrix-to-scalar function can be considered as a scalar-to-
scalar function with its variable being an element of the vari-
able matrix. In this work, we mainly consider a scalar-valued
function F(U ) where matrix U is a function of X and want
to find the derivative of F(.) with respect to X . In this
case, the element ∂Up,q

∂Xi,j
of a fourth order tensor is always

involved [27], [28]. While applying the chain rule, it would
be multiplied by many elements of other fourth-order tensors
which serve as ‘‘links’’ in the chain of derivatives. After that,
those elements are summed up according to their index nota-
tions. We name this method as the ‘‘Index Approach’’. Note
that the time complexity of determiningmatrix differentiation
can be very high. Although it can be reduced to O

(
n6
)
by

noting those tensors as matrices and doing matrix product,
and to O

(
n4
)
by calculating the product of the vector in the

first position with each of the followingmatrices sequentially,
O
(
n4
)
is still much more than tolerance of computation.

However, through properly arranging the index notation in
the Index Approach, the process of the derivatives can be
realized through matrix products and summation. It is well
known that the time complexity of products1 of the matrices
involved in the approach is O

(
n3
)
, therefore we can reduce

the complexity of matrix-to-scalar scalar function derivatives
toO

(
n3
)
. Note that such aO

(
n3
)
complexity can be achieved

in various cases, as almost all the derivatives of matrix-to-
scalar functions in science and engineering applications can
be exactly decomposed into the product of two or more matri-
ces with their index notations, which represent the position of
each element of the derivatives, corresponding to those of the
functions and variables. It is necessary to mention we could
indeed construct a function that the Index Approach fails to
handle, as illustrated in the Case study section. This suggests
that the procedures of Index Approach may be limited to
certain condition.

On the other hand, we know that a vector is a special
form of a matrix in which all elements are organized in a

1Here we only consider the naïve matrix multiplication.

line, and a matrix can always be stacked to a vector form.
Since derivatives of a vector-to-vector function have been
well defined and discussed, derivatives of a matrix-to-matrix
function can be operable. In [29] and [30] and textbooks [21]
and [31] the authors introduced another approach, which is
to vectorize the function matrix and the variable matrix by its
columns separately and then derive the vectorized function
matrix to the vectorized variable matrix according to the
principle of vector derivatives. Therefore, we can call it ‘‘Vec
Approach’’. It is worthwhile to notice that, although vector-
izing matrix to vectors provides a general way for matrix
derivatives, the Vec Approach may be inapplicable in some
situations. For example, considering the problem proposed
in [32] and [33], each column of an input matrix represents an
external source for controlling. In this case, stacking the input
matrix into a vector will lose the physical meaning within
each column, and what’s worse, makes the network becomes
uncontrollable.

Besides, if we process the derivation in the Vec Approach,
from an m × n sized matrix to a p × q one, we would get
a derivative with its size mn × pq. Since Vec Approach is
the same as derivatives of vector-to-vector function, condi-
tions fit for this approach are general. However, supposing
that O

(m
n

)
= O

(
p
q

)
= O

(
n
p

)
= O (1) as done ear-

lier, and that the derivatives are going to be multiplied by
one another sequentially, the time complexity of derivatives
achieved in this approach can be as high as O

(
n4
)
(only

when products are calculated under proper sequence, similar
to that of the Index Approach mentioned earlier), which is
unwieldy for application. Also, the outcomes in [21]–[23]
have all involved the Kronecker product ⊗ and the commu-
tation matrix Tp,q. Since there are many elements occurring
repeatedly in a Kronecker-product matrix, a waste of space
complexity forms and would lead to an unnecessarily high
time complexity while the Kronecker product is involved in
multiplication.

This kind of difference leads to a huge variation on the
time complexity of the outcomes, even though the out-
comes belong to the same definition and algorithm which
are just different seemingly. There did exist some attempts to
reduce the complexity of the results that come from the Vec
Approach. Al-Zhour and Aziz [34] introduced an access that
has reduced the time complexity of the original result, which
consists of Kronecker product, fromO

(
n4
)
toO

(
n3
)
, a result

similar to that of the Index Approach. However, the access
in [34] is not a general approach. Therefore, a question should
be put forward that under which condition would the Index
Approach be equivalent to2 the Vec Approach.

In this paper, we propose two sufficient conditions to get
O
(
n3
)
-sized derivatives via the Index Approach, or the

Vec Approach, respectively, when determining the matrix-
to-scalar function derivatives. Also, for those satisfying the
conditions, we give general ways to get O

(
n3
)
results.

22Here ‘‘equivalent’’ means that anymatrix functionwhich can be derived
in one approach if and only if it can be derived in another.
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FIGURE 1. The structure of matrix derivatives while applying chain rule
for matrix-to-scalar function derivatives, in which matrix-to-matrix
function derivatives are generally involved. Parts in the dashed
rectangular frame are our contribution.

With respect to this, we build up a general framework
in Figure 1 while applying chain rule for matrix-to-scalar
function derivatives, in which matrix-to-matrix function
derivatives are generally involved. The main contributions of
this work are illustrated in the parts in the dashed rectangular
frame in this Figure. For the two approaches under certain
(but common) conditions, we give constructive proofs for the
equivalence of the two conditions and their validity respec-
tively, which demonstrate the pathway for the transformation
of the two definitions.

II. INDEX APPROACH AND VEC APPROACH
FOR MATRIX DERIVATIVES
A. PRELIMINARY KNOWLEDGE AND DEFINITION
Definition 1 (Kronecker Product, ⊗ [32]): It is an opera-

tion that transforms matrices A ∈ Rm×n and B ∈ Rp×q into
matrix C ∈ Rmp×nq.

C = A⊗ B =


a11B a12B
a21B a22B

. . . a1nB

. . . a2nB
...

...

am1B am2B

. . .
...

· · · amnB

,
where aij is the ith row and jth column element of matrix A.
Definition 2 (Commutation Matrix [21]): For A ∈ Rm×n,

there exists a matrix Tm,n such that:

Tm,nvec (A) = vec
(
AT
)

where vec(.) vectorizes a matrix by stacking its columns.
Definition 3: Four functions XH ,XL,KH and KL are

defined as follows:
(1) For (A⊗ B), A ∈ Rm×n,B ∈ Rp×q, define:

XH (A⊗ B) = m

XL (A⊗ B) = n

KH (A⊗ B) = p

KL (A⊗ B) = q

(2) For Tp,q, define:

XH
(
Tp,q

)
= KL

(
Tp,q

)
= p

XL
(
Tp,q

)
= KH

(
Tp,q

)
= q

Definition 4 (Rational): Consider the following matrix
product:

t∏
l=1

Rl

where t ∈ Z+. For every Rl , l = 1, 2, . . . , t , there either
exist matrices Al ∈ Rml×nl and Bl ∈ Rpl×ql such that Rl =
Al ⊗ Bl , or there exists pl, ql ∈ Z+, such that Rl = Tpl ,ql .
If KL (Rl) = KH (Rl+1) is true for every l ∈ {1, 2, 3, . . . , t},
then we call the matrix product Rational.

Based on the above definitions, it is easy to know that if∏t
l=1 Rl is Rational, then for any 1 ≤ t1 ≤ t2 ≤ t , t1, t2 ∈ Z+,∏t2
l=t1

Rl is Rational. Also, if for any 1 ≤ t1 ≤ t2 ≤ t ,
t1, t2 ∈ Z+,

∏t2
l=t1

Rl is Rational, then
∏t

l=1 Rl is Rational.
Also, if the product RlRl+1 is well defined, the column num-
ber of Rl is equal to the row number Rl+1, which means
XL (Rl)KL (Rl) = XH (Rl+1)KH (Rl+1). Therefore,

KL (Rl) = KH (Rl+1)⇔ XL (Rl) = XH (Rl+1)

Now we quote three formulae that have been proved
before. For (A⊗ B),A ∈ Rm×n,B ∈ Rp×q, according to [34],
we have

(A⊗ B)Tn,q = Tm,p (B⊗ A) (1)

It is apparent that (A⊗ B)Tn,q and Tm,p (B⊗ A) are Rational.
And based on [1] and [23], we have

(A⊗ B) (C ⊗ D) = AC ⊗ BD (2)

This apparently implies that the product of A and C as well
as that of B and D is well defined, which is equivalent to that
(A⊗ B) (C ⊗ D) is Rational.
Also, according to [31], it is easy to obtain that

Tp,mTn,q = Tp,mTm,p = Imp (3)

when m = n and p = q. That is to say, when Tp,mTn,q is
Rational, formula (3) is true.

Now we have the following lemma.
Lemma 1: Consider the following matrix product

∏t
l=1 Rl

and only apply (1), (2) and (3) on the product
∏t

l=1 Rl in order
to deform it into the following expression

t ′∏
l′=1

Sl′

where t ′ is the number of items in the deformed prod-
uct. If

∏t
l=1 Rl is Rational, then

∏t ′
l′=1 R

′
l is Rational, and

KH (R1) = KH
(
R′1
)
, KL (Rt) = KL

(
R′t ′
)
.

Proof: Note that each of the formulae (1), (2) and (3)
only involves two matrices, and according to the definition
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of Rational, whether the product is Rational or not only
depends on the relationship between each matrix and its
neighborhood.

Therefore, for RlRl+1 = Sl′ , we should prove that
KH (Rl) = KH

(
Sl′
)
, and KL (Rl+1) = KL

(
Sl′
)

For RlRl+1 = Sl′Sl′+1, we should prove that KH (Rl) =
KH

(
Sl′
)
, and KL (Rl+1) = KL

(
Sl′+1

)
That is to say, in order to prove Lemma 1, we just need to

prove the following four statements:
1) When (A⊗ B)Tn,q = Tm,p (B⊗ A), it is true

that KH (A⊗ B) = KH
(
Tm,p

)
and KL

(
Tn,q

)
=

KL (B⊗ A)
2) When (A⊗ B) (C ⊗ D) = AC ⊗ BD, KH (A⊗ B) =

KH (AC ⊗ BD) and KL (C ⊗ D) = KL (AC ⊗ BD)
3) When Tp,mTm,pR is Rational, KH

(
Tp,m

)
= KH (R)

4) When STp,mTm,p is Rational, KL
(
Tm,p

)
= KL (S)

Actually, all above statements can be obtained by directly
using Definition 3. �

By applying the formulae (1), (2) and (3), the KH (as well
as XH ) value of the first matrix of a Rational product remains
unchanged, so does the KL (as well as XL) value of the last
matrix of a Rational product. Therefore, we can show the
KH ,XH ,KL and XL value of a Rational product.
Definition 5 (Enlargement of XH ,XL,KH ,KL): For a

Rational product

t∏
l=1

Rl

define:

XH

(
t∏

l=1

Rl

)
= XH (R1)

XL

(
t∏

l=1

Rl

)
= XL (Rt)

KH

(
t∏

l=1

Rl

)
= KH (R1)

KL

(
t∏

l=1

Rl

)
= KL (Rt)

According to Definition 5, the value of the four function
remain unchanged while applying formulae (1), (2) and (3).
Definition 6 (Expression of Matrix-to-Scalar Deriva-

tives): For a matrix-to-scalar function f (X), we define: 1)
1) ∂f

∂X is a matrix with the same size of X ;
2) f ′ (X) = ∂f

∂X ;

3)
(
∂f
∂X

)
i,j
=

∂f
∂Xi,j

;

4) ∂f
∂vec(X) =

(
vec

(
∂f
∂X

))T
.

B. INDEX APPROACH AND VEC APPROACH
Now we suppose that there is a matrix-to-scalar composite
function f (X), and that there is a sequence of matrix-to-
matrix functions {Fk} , k = 1, 2, . . . . . . , r − 1. Assume that

F0 is a matrix-to-scalar function, such that

f (X) = F0 (F1 (F2 (. . . . . . (Fr−1 (X)))))

In the following part, for k = 0, 1, 2, 3, . . . . . . , r , we denote
Fk (Fk+1 (. . . . . . (Fr−1 (X)))) as Fk , especially Fr = X such
that Fk ∈ Rmk×nk , where mk = O (n) , nk = O (n) .
We firstly propose the definition of Index Approach and

Vec Approach as follows:
Definition 7 (Index Approach): For a matrix-to-scalar

function f (X) = F0 (F1 (F2 (. . . . . . (Fr−1 (X))))), we define
the following way, which is based on chain-rule, to calculate
its derivatives with respect to every element of X an Index
Approach:

∂f (X)
∂Xi,j

=

∑
i1

∑
j1

∑
i2

∑
j2

. . . . . .
∑
ir−1

∑
jr−1

∂F0
∂F1(i1,j1)

·

r−1∏
k=1

∂Fk(ik ,jk )
∂Fk+1(ik+1,jk+1)

where i = ir andj = jr .
Definition 8 (Vec Approach): For a matrix-to-scalar func-

tion f (X) = F0 (F1 (F2 (. . . . . . (Fr−1 (X))))), we define the
following way, which is also based on chain-rule, to calculate
its derivatives with respect to the vectorizedmatrixVec (X) an
Vec Approach:

∂f
∂vec (X)

=

r−1∏
k=0

∂vec (Fk)
∂vec (Fk+1)

=
∂F0 (F1)
∂vec (F1)

r−1∏
k=1

∂vec (Fk)
∂vec (Fk+1)

In the following part, we will respectively discuss how to
find the O

(
n3
)
derivative of f (X) with respect to X based on

Index Approach and Vec Approach.

1) O
(
n3
)

COMPLEXITY CONDITION FOR INDEX APPROACH

Based on the Index Approach, the derivative f ′(X ) is derived
as follows:(

f ′ (X)
)
i,j =

∂f (X)
∂Xi,j

=

∑
i1

∑
j1

∑
i2

∑
j2

. . . . . .
∑
ir−1

∑
jr−1

∂F0
∂F1(i1,j1)

·

r−1∏
k=1

∂Fk(ik ,jk )
∂Fk+1(ik+1,jk+1)

where i = ir andj = jr .
Originally the time complexity of this expression can be as

high as O
(
n2r
)
, but it is demonstrated in [13] that it can be

reduced to O
(
n3
)
if the following condition is true.

Condition 1: For ∀k = 2, . . . , r , there exist:
Either matrices Ak ∈ Rmk−1×mk ,Ck ∈ Rnk−1×nk such that

∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik−1,ik)
· Ck(jk−1,jk)
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Or matrices Ak ∈ Rmk−1×nk ,Ck ∈ Rnk−1×mk such that
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik−1,jk)
· Ck(jk−1,ik)

When the condition above is satisfied, we term this approach
asMethod 1

2) O
(
n3
)

COMPLEXITY CONDITION FOR VEC APPROACH

Based on the Vec Approach, the derivative f ′(X ) is derived as
follows

f ′ (X) =
∂f

∂vec (X)

=

r−1∏
k=0

∂vec (Fk)
∂vec (Fk+1)

=
∂F0 (F1)
∂vec (F1)

r−1∏
k=1

∂vec (Fk)
∂vec (Fk+1)

As is shown above, the derivatives are expressed as a 1 ×
O
(
n2
)
-sized vector multiplied by a series ofO

(
n2
)
×O

(
n2
)
-

sized matrices. Although the time complexity of a product of
O
(
n2
)
× O

(
n2
)
-sized matrices is O

(
n6
)
, it can be reduced

to O
(
n4
)
while calculating the product of the vector with

the following matrices sequentially. However, in [21], [29],
and [31], we notice that the derivatives achieved via Vec
Approach are all Rational, and Al-Zhour and Aziz [34]
deform an Rational derivatives from an O

(
n4
)
expression to

an O
(
n3
)
one with the utilization of the following formula

vec (AXB) =
(
BT ⊗ A

)
vec (X) (4)

Therefore, we propose the following condition.
Condition 2: For ∀k = 2, . . . , r , ∂vec(Fk−1)

∂vec(Fk )
can be

expressed as a Rational product of matrices, and its KH value
equals mk−1 and its KL value equals mk .
When the condition above is satisfied, we term this

approach asMethod 2.
In the next section, we shall prove that the above

Condition 1 and Condition 2 guarantee the O(n3) complexity
of Method 1 and Method 2, respectively. In addition, they are
equivalent when taking the derivatives.

III. THEORETICAL ANALYSIS
Theorem 1: Under Condition 1, the derivative of f (X) can

be expressed as a product based on the Index Approach with
its time complexity O

(
n3
)

Proof: We prove this theorem by mathematical
induction.

(i) When r = 2, there are two cases:
Case 1:

∂F1(i1,j1)
∂F2(i2,j2)

= A2(i1,i2) · C2(j1,j2)

Case 2:
∂F1(i1,j1)
∂F2(i2,j2)

= A2(i1,j2) · C2(j1,i2)

For Case 1, the original problem can be written as(
f ′ (X)

)
i,j =

∂f (X)
∂Xi,j

=

∑
i1

∑
j1

∂F0
∂F1(i1,j1)

·

∂F1(i1,j1)
∂F2(i2,j2)

=

∑
i1

∑
j1

∂F0
∂F1(i1,j1)

· A2(i1,i2) · C2(j1,j2)

=

∑
i1

∑
j1

AT2(i2,i1)
·

(
∂F0
∂F1

)
(i1,j1)

· C2(j1,j2)

=

(
AT2

(
∂F0
∂F1

)
C2

)
(i2,j2)

That is to say,

f ′ (X) = AT2

(
∂F0
∂F1

)
C2

For Case 2, similar to the substantiation above, we have(
f ′ (X)

)
i,j =

∑
i1

∑
j1

AT2(j2,i1)
·

(
∂F0
∂F1

)
(i1,j1)

· C2(j1,i2)

=

(
AT2

(
∂F0
∂F1

)
C2

)
(j2,i2)

=

(
CT
2

(
∂F0
∂F1

)T
A2

)
(i2,j2)

That is to say,

f ′ (X) = CT
2

(
∂F0
∂F1

)T
A2

In conclusion, when r = 2, f ′ (X) can be expressed as a
product with its time complexity O

(
n3
)
.

(ii) Assume that when r = t
(
t ≥ 2, t ∈ Z+

)
, f ′ (X) can be

expressed as a product with its time complexity O
(
n3
)
.

Then considering the case r = t + 1, we have(
f ′ (X)

)
i,j =

∂f (X)
∂Xi,j

=

∑
i1

∑
j1

∑
i2

∑
j2

. . . . . .
∑
it

∑
jt

∂F0
∂F1(i1,j1)

·

t∏
k=1

∂Fk(ik ,jk )
∂Fk+1(ik+1,jk+1)

=

∑
i1

∑
j1

∂F0
∂F1(i1,j1)

·

∂F1(i1,j1)
∂F2(i2,j2)

·

∑
i2

∑
j2

. . .
∑
it

∑
jt

t∏
k=2

∂Fk(ik ,jk )
∂Fk+1(ik+1,jk+1)

According to our proof in (i), if(
∂F0
∂F2

)
(i2,j2)

=

∑
i2

∑
j2

∂F0
∂F1(i1,j1)

·

∂F1(i1,j1)
∂F2(i2,j2)
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and
∂F1(i1,j1)
∂F2(i2,j2)

satisfies Condition 1, then(
∂F0
∂F2

)
(i2,j2)

=

(
AT2

(
∂F0
∂F1

)
C2

)
(i2,j2)

or (
∂F0
∂F2

)
(i2,j2)

=

(
CT
2

(
∂F0
∂F1

)T
A2

)
(i2,j2)

Now we rearrange the functions as

G0 = F0

For k = 1, 2, 3, . . . , t,

Gk = Fk+1

Therefore,(
f ′ (X)

)
i,j =

∂f (X)
∂Xi,j

=

∑
i2

∑
j2

∑
i3

∑
j3

. . . . . .
∑
it

∑
jt

∂F0
∂F2(i2,j2)

·

t∏
k=2

∂Gk−1(ik ,jk )
∂Gk(ik+1,jk+1)

It is apparent that {Gk} satisfies Condition 1.
Note that ∂F0

∂F2
is a product of O (n)×O (n)-sized matrices.

That is to say, calculating ∂F0
∂F2

whose time complexity is
O
(
n3
)
does not increase the time complexity of calculating

f ′ (X). Therefore, in the case that r = t + 1, the result of
Theorem 1 is also true. Thus the theorem is proved. �
We are going to consider Condition 2. Before doing that,

we present the following lemma first.
Lemma 2: For any Rational product

t∏
l=1

Rl

there exist either matrix G and H such that
t∏

l=1

Rl = (G⊗ H)

or matrix G and H such that
t∏

l=1

Rl = Tp,m (G⊗ H)

where G ∈ Rm×n and H ∈ Rp×q

Proof: From the definition of Rational product, we know
that for every l = 1, 2, . . . . . . , t, there exists either matrix
Al,Bl such that Rl = (Al ⊗ Bl) or exist pl,ml ∈ Z+ such
that Rl = Tpl ,ml .

Suppose that there exists a series of n integers {an} such
that 1 ≤ a1 < a2 < . . . < an ≤ t, and that: 1)

1) For any integer k ∈ {an}, Rk = Tpk ,mk ;
2) For any integer l ∈ {1, 2, . . . , t} but l /∈ {an}, Rl =

(Al ⊗ Bl).

We then can define the sum

S =
n∑
i=1

ai

Now we make a series of operation on
∏t

l=1 Rl according
to the following rules:
Operation: For l ∈ {1, 2, 3, . . . , t − 2, t − 1}, if Rl ·

Rl+1 = (Al ⊗ Bl)Tpl+1,ml+1 , then according to the for-
mula (1), there exist Al+1,Bl+1, and pl,ml ∈ Z+, such that

Rl · Rl+1 = Tpl ,ml (Al+1 ⊗ Bl+1)

Therefore, we can update the
∏t

l=1 Rl by supposing that

Rl = Tpl ,ml

and

Rl+1 = (Al+1 ⊗ Bl+1)

According to Lemma 1, the updated
∏t

l=1 Rl is also a Ratio-
nal product. Thus the value of

S =
n∑
i=1

ai

would reduce by 1, with the n remaining unchanged.
Since we know that 1 ≤ a1 < a2 < . . . < an ≤ t, if we

can show that

S =
n∑
i=1

ai ≥
n∑
i=1

i =
n (n+ 1)

2

then the number of the times by which we can operate on the∏t
l=1 Rl is limited. That is to say, the number of operations

we would carry out is finite.
Now we prove that the minimum value of S is n(n+1)

2 .
If the Rational product

∏t
l=1 Rl cannot be operated fur-

thermore, and S >
n(n+1)

2 at present, there must exist k ∈
{1, 2, . . . . . . , n} such that k /∈ {an}. Therefore, k < an.
Suppose that ar is the minimal value among {an} that satisfies
ar > k . That is to say, ar−1 < k < ar . So,(ar − 1) /∈ {an},
and Rar−1 · Rar =

(
Aar−1 ⊗ Bar−1

)
Tpar ,mar , which is capa-

ble of being operated. This gives a contradiction. Therefore,
the minimum of S equals n(n+1)

2 .
In this situation, we know that in the Rational product∏t
l=1 Rl ,

Rl =

{
Tpl ,ml 1 ≤ l ≤ n
Al ⊗ Bl l > n

If n ≤ t − 1,
t∏

l=1

Rl =
n∏
l=1

Tpl ,ml

t∏
l′=n+1

Al′ ⊗ Bl′

According to the formula (2),

t∏
l′=n+1

Al′ ⊗ Bl′ =

 t∏
i=n+1

Ai

⊗
 t∏
j=n+1

Bj


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According to the formula (3),
n∏
l=1

Tpl ,ml =

{
Tp1,m1when n is an odd number
Ip1m1when n is an even number

Thus

t∏
l=1

Rl =



Tp1,m1

(∏t

i=n+1
Ai
)
⊗

(∏t

j=n+1
Bj
)

when n is an odd number

Ip1m1

(∏t

i=n+1
Ai
)
⊗

(∏t

j=n+1
Bj
)

=

(∏t

i=n+1
Ai
)
⊗

(∏t

j=n+1
Bj
)

when n is an even number

which is the statement of Lemma 2. If n = t , then
t∏

l=1

Rl =
t∏

l=1

Tpl ,ml

=

{
Tp1,m1when t is an odd number
Ip1m1when t is an even number

=

{
Tp1,m1

(
Im1 ⊗ Ip1

)
when t is an odd number(

Im1 ⊗ Ip1
)
when t is an even number

which also satisfies Lemma 2. �
Theorem 2: Under Condition 2, the derivative of f (X) can

be obtained based on Vec Approach with its time complexity
O
(
n3
)
.

Proof: Note that the original derivatives is given as

f ′ (X) =
∂f (F1)
∂vec (F1)

r−1∏
i=1

∂vec (Fi)
∂vec (Fi+1)

=

(
vec

(
∂f (F1)
∂F1

))T r−1∏
i=1

∂vec (Fi)
∂vec (Fi+1)

If
r−1∏
i=1

∂vec (Fi)
∂vec (Fi+1)

is Rational, according to Lemma 2, there are two cases:
Case 1:

r−1∏
i=1

∂vec (Fi)
∂vec (Fi+1)

= (G⊗ H)

Then

∂f
∂vec (X)

=

(
vec

(
∂f (F1)
∂F1

))T
(G⊗ H)

⇔

(
vec

(
∂f
∂X

))T
=

(
vec

(
∂f (F1)
∂F1

))T
(G⊗ H)

=

(
(G⊗ H)T vec

(
∂f (F1)
∂F1

))T
=

((
GT ⊗ HT

)
vec

(
∂f (F1)
∂F1

))T

According to (4)

=

(
vec

(
HT ∂f (F1)

∂F1
G
))T

⇔
∂f
∂X
= HT ∂f (F1)

∂F1
G

Case 2:
r−1∏
i=1

∂vec (Fi)
∂vec (Fi+1)

= Tp,m (G⊗ H)

Then

∂f
∂vec (X)

=

(
vec

(
∂f (F1)
∂F1

))T
Tp,m (G⊗ H)

⇔

(
vec

(
∂f
∂X

))T
=

(
vec

(
∂f (F1)
∂F1

))T
(H ⊗ G)Tq,n

=

(
Tn,qvec

(
GT

∂f (F1)
∂F1

H
))T

=

(
vec

((
GT

∂f (F1)
∂F1

H
)T))T

=

(
vec

(
HT

(
∂f (F1)
∂F1

)T
G

))T

⇔
∂f
∂X
= HT

(
∂f (F1)
∂F1

)T
G

This Theorem holds. �
Before proving the equivalence of Condition 1 and Condi-

tion 2 in Theorem 3, we propose the following lemma.
Lemma 3: For any Rational product

∏t
l=1 Rl there exists

Matrix A&B s.t., for any integer i, j, u, v > 0,(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

= A(i,u) · B(j,v)

Or (
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

= A(i,v) · B(j,u)

where q = KH (R1) and p = KL (Rt).
Proof:(

t∏
l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

∑
x1

∑
x2

∑
x3

. . .
∑
xt−1

R1((v−1)q+u,x1)

·R2(x1,x2) · . . . · Rt−1(xt−2,xt−1)
Rt(xt−1,(j−1)p+i)

Suppose

x0 = (v− 1) q+ u

xt = (j− 1) p+ i
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Because
∏t

l=1 Rl is Rational product, then

KL (Rl) = KH (Rl+1)

For l ∈ {1, 2, . . . , t}, we can suppose

xl = (jl − 1) pl + il

where

pl = KL (Rl) = KH (Rl+1)

and

p0 = q, v = j0, u = i0

such that

x0 = (j0 − 1) p0 + i0

Therefore,(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

∑
i1

∑
i2

∑
i3

. . .
∑
it−2

∑
it−1

∑
j1

∑
j2

∑
j3

. . .
∑
jt−2

∑
jt−1

×R1((v−1)q+u,(j1−1)p1+i1) · R2((j1−1)p1+i1,(j2−1)p2+i2)
· . . . · Rt−1((jt−2−1)pt−2+it−2,(jt−1−1)pt−1+it−1)
·Rt((jt−1−1)pt−1+it−1,(jt−1)pt+it)

=

∑
i1

∑
i2

∑
i3

. . .
∑
it−2

∑
it−1

∑
j1

∑
j2

∑
j3

. . .
∑
jt−2

∑
jt−1

t∏
l=1

× (Rl)((jl−1−1)pl−1+il−1,(jl−1)pl+il)

According to the definition of Rational product,
(i) If Rl = A⊗ B, then
from the definition of Kronecker product, we have

(A⊗ B)((v−1)q+u,(j−1)p+i) = A(v,j) · B(u,i)

where q = KH (A⊗ B) = KH (Rl) = pl−1 and
p = KL (A⊗ B) = KL (Rl) = pl .

(ii) If Rl = Tp,q, then
q = KH (Rl) = KH

(
Tp,q

)
and p = KL (Rl) = KL

(
Tp,q

)
.

Thus, (
Tp,q

)
((v−1)q+u,(j−1)p+i) = δv,i · δj,u

where

δa,b =

{
1 a = b
0 a 6= b

In summary, for ∀l ∈ {1, 2, 3, . . . , t}, their exist Matrix Sl
and Tl , such that

(Rl)((jl−1−1)pl−1+il−1,(jl−1)pl+il) = (Sl)(il−1,jl) · (Tl)(jl−1,il)

or

(Rl)((jl−1−1)pl−1+il−1,(jl−1)pl+il) = (Sl)(il−1,il) · (Tl)(jl−1,jl)

Therefore,(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

∑
i1

∑
i2

∑
i3

. . .
∑
it−2

∑
it−1

∑
j1

∑
j2

×

∑
j3

. . .
∑
jt−2

∑
jt−1

t∏
l=1

(Sl)(il−1,∗) · (Tl)(jl−1,∗∗) (5)

where ‘‘*’’ and ‘‘**’’ represents ‘‘jl and il’’ or ‘‘iland jl’’,
which depend on l.

Considering the two series {Sl} and {Tl} on the right-hand
side of the equation (5), we find that each il and jl in the
subscript would occur twice, where l = 1, 2, . . . , t − 1. For
j0,i0, itandjt , each of them occurs only once. It also shows
that their occurrence is sequential.

Now we give two series of matrixes {Gl} and {Hl} as
follows: 1)

1) G1 = S1, H1 = T1;
2) for l = 2, 3, . . . , t , if the subscript of Sl−1 in equa-

tion (5) is (il−1, jl), choose Gl = Tl, andHl = Sl ; oth-
erwise the subscript of Sl−1 in equation (5) is (il−1, il),
then we choose Gl = Sl, and Hl = Tl;

In this way, we can find that the column subscript of Gl−1
is equal to the row subscript ofGl , and so is that ofHl−1 toHl .
Therefore, we can denoteGl andHl respectively asGl(gl−1,gl)
and Hl(hl−1,hl)

, where l = 1, 2, 3, . . . , t and (gl, hl) = either
(il, jl) or (jl, il) and g0 = i0 = u, h0 = j0 = v

Now transform equation (5) into the following equation:(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

∑
g1

∑
g2

∑
g3

. . .
∑
gt−2

∑
gt−1

∑
h1

∑
h2

×

∑
h3

. . .
∑
ht−2

∑
ht−1

t∏
l=1

(Gl)(gl−1,gl) · (Hl)(hl−1,hl)

=

∑
g1

∑
g2

∑
g3

. . .
∑
gt−2

∑
gt−1

t∏
l=1

(Gl)(gl−1,gl)
∑
h1

∑
h2

×

∑
h3

. . .
∑
ht−2

∑
ht−1

t∏
l=1

(Hl)(hl−1,hl)

=

(
t∏

l=1

Gl

)
(g0,gt )

·

(
t∏

l=1

Hl

)
(h0,ht )

Because

g0 = i0 = u

h0 = j0 = v

and (gt , ht) = either (it , jt) = (i, j) or (jt , it) = (j, i), so(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

(
t∏

l=1

Gl

)
(u,i)

·

(
t∏

l=1

Hl

)
(v,j)
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or(
t∏

l=1

Rl

)
((v−1)q+u,(j−1)p+i)

=

(
t∏

l=1

Gl

)
(u,j)

·

(
t∏

l=1

Hl

)
(v,i)

Thus, the lemma 3 is proved. �
Theorem 3: Condition 1 and Condition 2 are equivalent.
Proof: The idea is to first prove that Condition 1 implies

Condition 2 (Condition 1⇒ Condition 2), and then vice
versa(Condition 2⇒ Condition 1).
Condition 1⇒ Condition 2 : In the case that

∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik−1,ik)
· Ck(jk−1,jk)

,

On one hand,

Ak(ik−1,ik)
· Ck(jk−1,jk)

= (Ck ⊗ Ak)((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

On the other hand,

∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

=

(
∂vec (Fk−1)
∂vec (Fk)

)
((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

Therefore,

∂vec (Fk−1)
∂vec (Fk)

= Ck ⊗ Ak

From Definition 4, we know that Ck ⊗ Ak is Rational. Also

KH (Ck ⊗ Ak) = mk−1

and

KL (Ck ⊗ Ak) = mk

In the case that
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik−1,jk)
· Ck(jk−1,ik)

,

it is equivalent to

∂Fk−1(ik−1,jk−1)
∂FTk(jk ,ik )

= Ak(ik−1,jk)
· Ck(jk−1,ik)

If we defineDk−1 = Fk−1, andDk = FTk , then the case turns
to be:

∂Dk−1(ik−1,jk−1)
∂Dk(jk ,ik )

= Ak(ik−1,jk)
· Ck(jk−1,ik)

which is identical to the former case. Therefore,

∂vec (Dk−1)
∂vec (Dk)

= Ck ⊗ Ak

That is to say

∂vec (Fk−1)

∂vec
(
FTk
) = Ck ⊗ Ak

According to the chain rule

∂vec (Fk−1)
∂vec (Fk)

=
∂vec (Fk−1)

∂vec
(
FTk
) · ∂vec (FTk )

∂vec (Fk)

=
∂vec (Fk−1)

∂vec
(
FTk
) · ∂Tmk ,nk vec (Fk)

∂vec (Fk)

=
∂vec (Fk−1)

∂vec
(
FTk
) · Tmk ,nk

= (Ck ⊗ Ak)Tmk ,nk

Also

XL (Ck ⊗ Ak) = mk

Thus, (Ck ⊗ Ak)Tmk ,nk is Rational, and

KH (Ck ⊗ Ak) = mk−1
KL

(
Tmk ,nk

)
= mk

Condition 2⇒ Condition 1 :
Suppose

∂vec (Fk−1)
∂vec (Fk)

=

t∏
l=1

Rl

Because
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

=

(
∂vec (Fk−1)
∂vec (Fk)

)
((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

so we have
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

=

(
t∏

l=1

Rl

)
((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

Because

mk−1 = KH (R1)

and

mk = KL (Rt)

according to the Lemma 3, there exists Matrix A & B such
that(

t∏
l=1

Rl

)
((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

= A(ik ,ik−1) · B(jk ,jk−1)

or(
t∏

l=1

Rl

)
((jk−1−1)mk−1+ik−1,(jk−1)mk+ik)

=A(ik ,jk−1) ·B(jk ,ik−1)

Let

Ak = A

Ck = B
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Therefore
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik ,ik−1)
· Ck(jk ,jk−1)

or
∂Fk−1(ik−1,jk−1)
∂Fk(ik ,jk )

= Ak(ik ,jk−1)
· Ck(jk ,ik−1)

This Theorem holds. �

IV. CASE STUDIES
A. MATRIX DERIVATIVES BASED ON INDEX APPROACH
OR VEC APPROACH
As mentioned, the applications of matrix-to-scalar func-
tion derivatives have been extensively involved in various
optimization problems. As claimed in Figure 1, the main
contributions of this work are illustrated in the parts in the
dashed rectangular frame in this Figure 1. Here we present
an example to illustrate this.

In [13], the problem of minimum-cost control of complex
networks is addressed, which has received lots of attention
recently, see for examples [14], [35], [36]. The problem is
modelled as driving the network’s state to the origin in the
time interval

[
0, tf

]
so as to minimize the following cost

ε
(
tf
)
= min

u(t),B
E
[∫ tf

0
||u (t)||2 dt

]

where u(t) is the input to be designed and B ∈ Rn×m is
an input matrix variable that usually subject to certain con-
straints. The physical meaning of n and m are seen in [14].
Existing results in [13] reveal that such a problem can be
converted into minimizing the following cost function

min tr
[
W−1B Xf

]
= tr

[(∫ tf

0
eAtBBT eA

T tdt
)−1

Xf

]
(6)

where Xf is a constant matrix given by Xf ,

ε
[
xf xTf

]
= eAtf X0eA

T tf , E (B) , tr
[
W−1B Xf

]
and WB ,∫ tf

0 eAtBBT eA
T tdt and A ∈ Rn×n. Obviously, the above

problem is an optimization problem on matrix manifold.
How to obtain the derivative of the cost function with

respect to the matrix variable in the above problem is a
key technique when solving the problem by exploring the
gradient information. Without losing generality, suppose that
A ∈ Rn×n and B ∈ Rn×m. Then, we have Xf ∈ Rn×n and
WB ∈ Rn×n and obtain that

∂E (B)
∂B

=

∂tr
(
W−1B Xf

)
∂vec

(
W−1B Xf

) · ∂vec
(
W−1B Xf

)
∂vec

(
W−1B

)
·

∂vec
(
W−1B

)
∂vec (WB)

·

∂vec
(∫ tf

0 eAtBBT eA
T tdt

)
∂vec (B)

(7)

In [22], the following results are shown:

1) ∂tr(X)
∂X = I

2)
∂(XA)i,j
∂Xm,n

= δi,mAn,j

3)
∂
(
X−1

)
k,l

∂Xi,j
= −

(
X−1

)
k,i

(
X−1

)
j,l

4)
∂
(
XTX

)
k,l

∂Xi,j
= δl,jXTk,i + δk,jXi,l

According to these four conclusions, we contend that the
right hand side of (7) is qualified for Condition 1. Therefore,
we can get the following result via Index Approach, which
has been shown in [13].

∂E (B)
∂B

= −2
∫ tf

0
eA

T tW−1B XfW
−1
B eAtdtB (8)

Note that the time complexity of calculating (8) is O
(
n3
)

since only n×n dimensionalmatrix inverse andmultiplication
are involved.

Consequently, because Condition 1 is proven to be equiv-
alent to Condition 2, there should exist a Vec Approach
derivative of E (B), which is derived as follows.

∂E (B)
∂vec (B)

=

∂tr
(
W−1B Xf

)
∂vec

(
W−1B

) · ∂vec
(
W−1B

)
∂vec (WB)

·
∂vec (WB)

∂vec (B)

= vec
(
XTf
)T
·

(
−W−TB ⊗W

−1
B

)
·

∫ tf

0

∂vec
(
eAtBBT eA

T t
)

∂vec (B)
dt

= −vec
(
XTf
)T
·

(
W−TB ⊗W

−1
B

)
·

∫ tf

0

∂vec
(
eAtBBT eA

T t
)

∂vec (B)
dt

= −vec
(
XTf
)T
·

(
W−TB ⊗W

−1
B

)
·

∫ tf

0

((
eA

T t
)T
⊗ eAt

)
·
(
Im2 + Tm,m

)
·(B⊗ In) dt

= −vec
(
XTf
)T
·

(
W−TB ⊗W−1B

)
·

∫ tf

0

(
eAt ⊗ eAt

)
·
(
In2 + Tn,n

)
· (B⊗ In) dt

= −

∫ tf

0
vec

(
XTf
)T
·

(
W−TB ⊗W−1B

)
·

(
eAt ⊗ eAt

)
·
(
In2 + Tn,n

)
· (B⊗ In) dt (9)

Obviously the time complexity of calculating (9) is O
(
n6
)
as

multiplication of n2 × n2 dimensional matrices is involved.
Although the complexity can be reduced to O

(
n4
)
by cal-

culating the product of vector with the following matrices
sequentially, it is much higher than calculating (8).

Note that (9) is a Rational product, which means (9) satis-
fies Condition 2. As a result, by omitting ‘·′ and using the
three equations (1), (2) and (3), the above formula can be
transformed into

−

∫ tf

0
vec

(
XTf
)T (

W−TB ⊗W−1B

) (
eAt ⊗ eAt

)
×
(
In2 + Tn,n

)
(B⊗ In) dt
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= −

∫ tf

0

((
W−1B ⊗W

−T
B

)
vec

(
XTf
))T (

eAt ⊗ eAt
)

×
(
In2 + Tn,n

)
(B⊗ In) dt

= −

∫ tf

0

(
vec

(
W−TB XTf W

−T
B

))T (
eAt ⊗ eAt

)
×
(
In2 + Tn,n

)
(B⊗ In) dt

= −

∫ tf

0

((
eA

T t
⊗ eA

T t
)
vec

(
W−TB XTf W

−T
B

))T
×
(
In2 + Tn,n

)
(B⊗ In) dt

= −

∫ tf

0

(
vec

(
eA

T tW−TB XTf W
−T
B eAt

))T
×
(
In2 + Tn,n

)
(B⊗ In) dt

= −

∫ tf

0

(
vec

(
eA

T tW−TB XTf W
−T
B eAt

))T
×
(
(B⊗ In)+ Tn,n (B⊗ In)

)
dt

= −

∫ tf

0

((
BT ⊗ In

)
vec

(
eA

T tW−TB XTf W
−T
B eAt

))T
+

((
BT ⊗ In

)
Tn,nvec

(
eA

T tW−TB XTf W
−T
B eAt

))T
dt

= −

∫ tf

0

(
vec

(
eA

T tW−TB XTf W
−T
B eAtB

))T
×

(
vec

(
eA

T tW−1B XfW
−1
B eAtB

))T
dt

= −

∫ tf

0

(
vec

(
eA

T t
(
W−TB XTf W

−T
B

+W−1B XfW
−1
B

)
eAtB

))T
dt

Because Xf = ε
[
xf xTf

]
= eAtf X0eA

T tf is a symmetrical

matrix, we have thatXTf = Xf .Also,WB =
∫ tf
0 eAtBBT eA

T tdt
is symmetrical. Therefore,W−1B is a symmetrical matrix. That
is to say, W−1B = W−TB . Then,

−

∫ tf

0

(
vec

(
eA

T t
(
W−TB XTf W

−T
B +W

−1
B XfW

−1
B

)
eAtB

))T
dt

= −2
∫ tf

0

(
vec

(
eA

T tW−TB XfW
−T
B eAtB

))T
dt

= vec
(
−2

∫ tf

0
eA

T tW−TB XfW
−T
B eAtdtB

)T
Apparently, this is the same result obtained in [13]. Thus,
as the Condition 1 is satisfied, we can obtain O

(
n3
)
com-

plexity for both Index Approach and Vector Approach.

B. A CASE WHEN CONDITION 1 OR 2 DOES NOT HOLD
As mentioned in the Introduction, the original time com-
plexity of determining matrix differentiation can be very
high. We can reduce the complexity of determining matrix
differentiation to O

(
n3
)
by employing the Index Approach

or Vector Approach if either Condition 1 or 2 holds. It is also
pointed out that such a O

(
n3
)
complexity can be achieved in

various cases, as almost all matrix derivatives in science and
engineering applications can be exactly decomposed into the

product of two or more matrices with their index notations,
which represent the position of each element of the deriva-
tives, corresponding to those of the functions and variables.
However, it is necessary to mention that we could indeed
construct a function that the Index Approach fails to handle.
In this case, the time complexity of matrix differentiation
based on vector approach is much higher than O

(
n3
)
.

Suppose A =
{
ai,j
}
,A ∈ Rn×n, define a function F (A) ∈

Rn×n such that

F (A)p,q =


∏p+q−1

k=1
ap·q·k(k,p+q−k) when p+ q ≤ n∏n

k=p+q−n
ap·q·k(k,p+q−k) when p+ q ≥ n+ 1

Then, we have

∂F (A)p,q
∂Au,v

= δ(p+q,u+v) ·



p · q · u
au,v

∏p+q−1

k=1
ap·q·k(k,p+q−k)

when p+ q ≤ n
p · q · u
au,v

∏n

k=p+q−n
ap·q·k(k,p+q−k)

when p+ q ≥ n+ 1

= δ(p+q,u+v) · p · q · F (A)p,q ·
u
au,v

It is easy to see that the above equation does not satisfy the
Condition 1. Therefore, we define a scalar-to-matrix function,
specifically a determinant function E (A) = det (F (A)) and
consider the derivatives

∂det (F (A))
∂A

We get each element of the derivatives as follows.(
∂det (F (A))

∂A

)
u,v

=
∂det (F (A))

∂Au,v

=

n∑
p=1

n∑
q=1

∂det (F (A))
∂F (A)p,q

·
∂F (A)p,q
∂Au,v

=

n∑
p=1

n∑
q=1

det (F (A)) · (F (A))−Tp,q · δ(p+q,u+v)

· p · q · F (A)p,q ·
u
au,v

= det (F (A)) ·
n∑

p=1

n∑
q=1

δ(p+q,u+v) · p · q

·

(
(F (A))−T ◦ F (A)

)
p,q
·
u
au,v

where the notation ◦means ‘‘Hadamard Product’’, according
to [22] . Thus, it is seen that the above derivative cannot be
expressed as a product of a series of ordinary matrices.

Now we express the derivatives in Vec Approach. Because
elements in the variable matrix remain unchanged compared
to that of Index Approach, the derivatives only differ in
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expression. As(
∂vec (F (A))
∂vec (A)

)
((q−1)n+p,(v−1)n+u)

=
∂vec (F (A))((q−1)n+p,1)
∂vec (A)((v−1)n+u,1)

=
∂F (A)p,q
∂Au,v

= δ(p+q,u+v) · p · q · F (A)p,q ·
u
au,v

we obtain that
∂det (F (A))
∂vec (A)

=
∂det (F (A))
∂vec (F (A))

∂vec (F (A))
∂vec (A)

= det (F (A)) ·
(
vec

(
F (A)−T

))T ∂vec (F (A))
∂vec (A)

which is a 1× n2-sized vector multiplied by an n2× n2-sized
matrix, and its time complexity on calculating is O

(
n4
)
.

V. DISCUSSION AND CONCLUSION
In the Section 3 we have proposed two conditions for Index
Approach and Vec Approach sequentially, and under each
condition we have presented the methods to get O

(
n3
)
-

time-complexity for the matrix-to-scalar function derivatives.
Also, equivalence of the two conditions has been proved.

As a result, any derivative that satisfies Condition 1 or
Condition 2 can be transformed to an expression whose time
complexity is O

(
n3
)
in Index Approach and Vec Approach

sequentially. Also, since the two conditions are equivalent to
each other, any of the two methods is as well suitable for
the other one. To summarize, the originally-O

(
n4
)
derivatives

can be therefore written in an O
(
n3
)
form in those two ways.

There are still some problems for further investigation. For
instance, what is a sufficient and necessary condition under
which Index Approach and Vec Approach are equivalent to
each other? Is there any other approach that can be applied
in matrix-to-scalar function derivatives? The application of
chain-rule for calculating derivatives will greatly rely on the
universality and complexity of those approaches, so these two
points are also critical. What’s more, extending the results in
this work to more general matrix-valued functions of matri-
ces or tensor-valued functions of tensors light up the way of
future research.
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