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ABSTRACT This paper deals with incremental encoder velocity estimation. More specifically, it addresses
the computation issues of the well-knownMT-method, used widely in advanced motion control applications.
The MT-method calculus involves arithmetical division, which is a very unsuitable operation for digital
implementation on real hardware, such as an FPGA. Thus, we propose a novel divisionless algorithm for
velocity estimation. The proposed method possesses the advantages of both frequency count and period
count methods as the well-knownMT-method to produce reasonably accurate and smooth velocity signals in
a wide speed range. However, its advantages in terms of simpler calculus make it significantly more suitable
for a single-chip FPGA cost-effective solution. This paper presents the method and shows the results with
simulation data and real encoder data acquired by practical digital circuit hardware. The shown results fully
verify the proposed algorithm.

INDEX TERMS Incremental encoder, velocity estimation, MT-method, divisionless calculus, FPGA.

I. INTRODUCTION
Incremental position encoders have already been used for
position measurement in digital control systems of servo
drives for several decades. They generate a digital output
signal of a pulse train while its shaft is rotating or moving
linearly, by which we can implement not only position mea-
surement, but it can also provide velocity information. How-
ever, due to the discrete nature of the incremental encoder
operating as a pulse generator based measurement method,
a straightforward approach for velocity estimation results in
highly noisy data that cannot be applied directly in advanced
motion applications with velocity feedback. Though the noise
component can be filtered out, this approach causes a phase
delay that is undesired in high-performance closed-loop con-
trol. Thus, there has been extensive research in order to
provide accurate and delay-less smooth velocity information
over a wide speed range from a digital incremental encoder.

A widely used common straightforward method for veloc-
ity estimation, which may be suitable for low performance
motion control applications, is called the M-method. In the
M-method, the encoder pulses, which normally occur asyn-
chronously with sampling instants, are counted over a pre-
scribed constant sampling time interval. However, especially
in the low-speed region where only a small number of
pulses are generated, low-resolution data generate consid-
erable noise in this method due to the spatial quantization.

The spatial quantization inherent in the operation of a
shaft encoder limits severely the resolution and accuracy of
any digital-differentiator-based velocity calculation or pulse-
counting technique incorporated in a control or measure-
ment application. Therefore, an alternative T-method can be
utilized in which the time interval between two adjacent
encoder pulses should be measured by counting clock pulses.
The velocity information is then obtained by the reciprocal
of the measured time interval, i.e. by arithmetic division.
This method can perform well in the case of rare encoder
pulses; however, the resolution may be poor at high speed.
Ohmae [1] therefore proposed the so-called MT method for
velocity estimation that combines both: The number of pulses
that occur in a sampling period are counted and the time
interval between boundary pulses in the sampling periods is
provided as well. Then the velocity information is computed
by division of the number of pulses over the time interval.
Such method can perform well in a wide speed range, from
low-speed to high speed. Analyses have been presented that
illustrate a very high potential accuracy of the velocity mea-
surement [2].

The MT-method is a high-performance velocity estima-
tion approach with a hardware and a software part, which
can easily be incorporated into digital processing systems
with a fixed sample time. The computation algorithm of the
MT-method (or a variant of this method) can easily be
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implemented in real-time on DSP processors and, thus,
the method is used widely in high-accuracy motion con-
trol applications since proposed, although it may experience
some problems with practical incremental encoders due to
their mechanical inaccuracies and other non-idealities of
their hardware structure [3]–[10]. Therefore, such approach,
which enables accurate and timely high-bandwidth digital
velocity information, is, nowadays, incorporated into high
performance mechatronic, robotic and precision production
systems. However, it is worth mentioning that an arithmetic
division is a much more demanding operation for processing
hardware than, e.g., an arithmetic multiplication [11].

Digital programmable circuits such as FPGAs are, nowa-
days, used widely for many industrial applications [12], [13].
FPGAs offer possibilities for integrating complex hardware
systems and their interface into a single FPGA chip and, thus,
they are highly suitable for performing the high frequency
counting and timing operations required for improved per-
formance of incremental electronics, and yet can be easy to
reprogram, which reduces the development time greatly [14].
Thus, common implementations of the advanced velocity
measurement methods may conveniently combine an FPGA
for the specific conditional circuit for counting encoder
pulses and clock pulses, and a computation engine such as
a DSP processor [4], [5], [8], [15], [16], which enables the
execution of complex control algorithms in real-time. Thus,
it is employed for implementation of the software part, i.e. the
computation algorithm of the velocity estimation methods
that inherently involve arithmetical division operation. How-
ever, though advanced DSP processors allow implementation
with the arithmetic division with no significant effort in the
design phase, the system design complexity may increase
significantly in the case of advanced motion control appli-
cations with high sampling rates based on the platforms
with an FPGA. Furthermore, though some performance-line
DSP controllers can also incorporate high-frequency coun-
ters for encoder pulses and clock pulses, their conditional
circuits lack a proper hardware support for advanced MT-
type methods for velocity estimation [17]. On the other hand,
FPGAs allow for economical implementation of complex
circuitry, featuring parallel operation, low power consump-
tion, and small occupied spaces. Besides that, they can also
ensure high computational power. Furthermore, compared
with the processor-based controller, the FPGA-based con-
troller allows more accurate, as well as shorter sampling peri-
ods, which is a highly important issue for modern advanced
motion control systems requiring an accurate wide-range
velocity measurement [18], [19] such as, e.g., robotics and
haptic interfaces [20]–[23]. Although FPGAs are improving
in size as well as in performance, an excessive hardware
resources demand related to the implementation of complex
computation algorithms may prevent their further applica-
tions. Yet, the current technology development trends direct
smaller design solutions, lowering consumption and costs.

The low cost of recent FPGAs and the capacity of these
devices to implement complex circuitry have introduced the

possibility of developing new high-performance practical
applications [24]. However, the main obstacle for implemen-
tation of an MT-type velocity estimation method as a whole,
i.e. including the computational part, into an FPGA, is the
inclusion of arithmetical division. While being easy for a
DSP computing system, the division operation is particu-
larly difficult for FPGA-based embedded electronics to per-
form [25], [26], characterized with high computation latency
and high resources’ consumption [27], [28]. On the other
hand, arithmetic multiplication can be implemented easily in
an efficient way, since an FPGA can embed dedicated digital
multipliers that recently evolved into more complex DSP
blocks, eliminating the need for using FPGA distributed logic
cells [24], [29]. Thus, there is a need to eliminate the division
operation from the MT-type velocity estimation algorithm.

Zhu [30] has developed a solution for a velocity estimation
that combines the M-method and the T-method. He showed
that the arithmetic division calculus in the latter can be
replaced by a sophisticated mechanism that is comprised of
two counters and an accumulator. The developed solution
is based on the Bresenham-like algorithm [31] that seeks
for the solution incrementally from a known initial value,
requiring only integer addition and subtraction. It yields a
result that is mathematically equivalent to the computation
of the reciprocal of the measured time interval between the
adjacent encoder pulses. Thus, the proposed velocity estima-
tion method, which shifts seamlessly between the M-method
and the T-method, can be easily implemented on an FPGA.
However, despite the simplicity of the method, it requires
execution of the algorithm continuously in every clock tick
that increases power and resources consumption of the digital
circuit.

In this paper, we introduce a variant of the MT method
algorithm, in which the arithmetic division is eliminated.
Instead, the algorithm involves multiplication and addition
that are the only required arithmetic operations in the real-
time calculation. The minimum of arithmetic operations
reduces the number of resources required and, thus, increases
the processing speed. Since consumed resources and execu-
tion speed are the most important aspects of an algorithm
used to measure its effectiveness, the proposed algorithm is
suitable for implementation on an FPGA. It is given in a
recursive form, thus stability and convergence are discussed
theoretically and shown by numerical examples too. Themain
contribution of this paper is the proposed algorithm for the
divisionless MT-type velocity estimation method, which is
verified in simulations by generated data as well as by off-line
processing of real data that have been obtained by a practical
encoder.

The rest of the paper is organized as follows: In Section II
firstly we present the basics of the well-known MT-method,
that is continued with the description of the novel divisionless
velocity estimation algorithm. The dynamics’ analysis of the
introduced novel method is presented in Section III, which
includes convergence and stability considerations along with
some numerical examples. Then, in Section IV, we provide
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simulation results obtained by generated input data and pre-
recorded real-encoder data, respectively. This section also
involves a description of the models used for generating data
in the simulations. Finally, conclusions aremade in Section V.

II. THE VELOCITY ESTIMATION METHOD
A. THE PRINCIPLE OF THE BASIC MT-METHOD
The MT-method for velocity measurement can be described
simply by the following formula [5]:

v̂MTk =
xk − xk−1

Ts + δtk−1 − δtk
(1)

where v̂MTk , and xk are MT-method estimated velocity in the
k-th sampling interval and encoder position sampled in the
k-th sampling instant, respectively. Ts is the sampling period,
and δtk is the time elapsed between the time instant of the
most recent encoder pulse in the current sampling interval (tpk )
and the current sampling instant (tk ) such that it can be
calculated as (for details see Fig. 1)

δtk = tk − t
p
k (2)

where tk = kTs. Note that xk = x(t = tpk ) and x(t) is the
actual position trajectory.

FIGURE 1. The timing diagram of the conventional MT-method.

In order to implement the MT velocity measurement
method in practice, it is required to acquire the position pulse
train from incremental encoder and clock pulses that enable
determination of the measurement time interval. Fig. 1 shows
the timing diagram of the conventional MT-method with
real position, encoder position, encoder pulse train, sampling
intervals with the constant period Ts, and variable measure-
ment intervals Tmk

Tmk = Ts + δtk−1 − δtk , (3)

which enable velocity detection more accurately than is pos-
sible by the simpleM-method. The latter only counts position
pulses occurring within a fixed single sampling interval, and
the velocity information is obtained by

vMk =
1xk
Ts

(4)

where1xk = xk−xk−1 is the encoder position change in two
consecutive sampling periods, that is available at every sam-
pling instant. It is well-known that the M-method produces
significant noise in the velocity data that should be filtered
out in advanced motion control applications.

The measurement interval in the MT-method is split into
three parts: The first part is the constant sampling interval
in the middle, and the next two parts are the initial and
final variable parts of the measurement interval respectively,
the durations of which depend on the occurrence of the posi-
tion pulse closest to the next sampling instant. The velocity
update may be possible at every current sampling instant
for the recent past measurement interval, which is adjusted
automatically with reference to the position pulse occurrence;
such velocity estimation procedure can provide information
on average velocity over the most recent measurement inter-
val, the duration of which is related not only to the duration of
the sampling period, but also to the frequency of the position
pulses. If the position pulses occur at every sampling interval,
then the duration of the measurement interval cannot exceed
two sampling intervals. In order to provide regular updates,
the method requires at least one position pulse to occur
within the sampling interval. Accurate velocity measurement
at relatively low frequency of position pulses is thus possible.
However, in order to obtain the velocity information, it is
necessary to perform an arithmetic division in the processing
hardware, since the denominator in (1) is a variable time
interval that can be obtained by dedicated hardware for real-
time measurement of the time interval that has been elapsed
since the most recent position pulse in the sample inter-
val. One can note that a division operation can be avoided
in the case of the M-method, since the division with the
constant sampling period can be replaced by multiplication
with the constant sampling frequency Fs = 1/Ts (see (4)).
Thus, the arithmetic algorithm of the M-method simplifies
computation complexity significantly in comparison with the
algorithm of theMT-method. However, theM-method cannot
provide an accurate velocity information in a wide speed
range, thus an alternative solution should be derived which
could combine the good features of both the MT-method and
the M-method.

B. THE DIVISIONLESS ALGORITHM
The basic concept of the proposed algorithm for division-
less implementation of the MT-method (abbreviated as the
DLMT-method), which simplifies the computation complex-
ity, is shown by Fig. 2. Here, the main assumption is that
the actual position information is available at the sampling
instants. However, the position can be acquired in practice by
the encoder only, and it yet has only a limited resolution, as
shown by Fig. 1, and the true actual position information at
the sampling instants cannot be available bymeans of a digital
encoder. Thus, we propose to replace the actual position at
the sampling instants, i.e. xak = xa(t = tk ), by its estimated
value x̂ak , which may be computed from the encoder position
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FIGURE 2. The timing diagram of the proposed DLMT-method.

that should be corrected slightly as

x̂ak = xk + δx̂k . (5)

Though the required position correction is not available
in practice, it can be estimated in the case of a relatively
short sampling period in which the velocity could be con-
sidered quasi constant. Then the position correction can be
approximated by linear interpolation δx̂k = vkδtk . However,
unfortunately, in a causal estimation algorithm vk is not avail-
able in the time when it is needed, and, therefore, it must be
replaced by the estimated value of vk−1, i.e. the velocity value
in the previous sampling interval. The proposed divisionless
velocity estimation algorithm is, thus, defined by

x̂ak = xk + v̂k−1δtk , (6)

v̂k =
1x̂ak
Ts

, (7)

where1x̂ak = x̂ak − x̂
a
k−1, and x̂

a
k is the estimation of the actual

position at the current sampling instant.

FIGURE 3. The block scheme of the proposed DLMT-method algorithm.

The proposed divisionless approximation algorithm of the
MT-method (6)-(7) can be described graphically by the block
scheme in Fig. 3. Obviously, the inputs in the algorithm are
the sampled encoder position x̂k and the sampled recent posi-
tion pulse elapsed time δtk , whereas the algorithm outputs the
estimated velocity v̂k .

III. THE DYNAMICS ANALYSIS
In this section we analyze the proposed DLMT algorithm.

A. THE INPUT-OUTPUT DYNAMICS
By simple manipulation of (6)-(7) we can derive the differ-
ence equation that yields linear time-variant discrete filter of
the 2nd order (8), which describes the input-output dynamics
of the proposed algorithm.

v̂k −
δtk
Ts
v̂k−1 +

δtk−1
Ts

v̂k−2 =
1xk
Ts

(8)

One can note that the right-hand side expression is the same
as in (4), i.e. the encoder position change in two consecutive
samplings 1xk over the sampling period Ts; however, the
coefficients on the left-hand side expression are time-variant,
since their values depend on the time instants of the encoder
position pulses’ occurrence. It is worth noting that, in the
state of the dynamic equilibrium (when v̂k = v̂k−1 = v̂k−2),
the difference equation of the filter (8) results in the algebraic
equation

v̂k (1−
δtk
Ts
+
δtk−1
Ts

) =
1xk
Ts

, (9)

which can be resolved yielding the equilibrium velocity esti-
mation v̂eqk

v̂eqk =
Ts

Ts − δtk + δtk−1

1xk
Ts
=

xk − xk−1
Ts + δtk−1 − δtk

. (10)

The right-hand side of the equilibrium equation equals the
output of the algebraic MT-method (1).

B. THE CONVERGENCE DYNAMICS
If we consider the dynamic equilibrium as the final desired
value for the recursive estimation algorithm (6)-(7), then we
can define the convergence error ε as

εk = v̂eqk − v̂k , (11)

and in the sequence it is possible to derive the error dynamics.
The equation (10) can be rewritten as

Tsv̂
eq
k − δtk v̂

eq
k + δtk−1v̂

eq
k = 1xk ,

and its final form can be written as

v̂eqk −
δtk
Ts
v̂eqk−1 +

δtk−1
Ts

v̂eqk−2

=
1xk
Ts
+
1δtk
Ts

1v̂eqk −
δtk−1
Ts

1v̂eqk−1, (12)

where 1v̂eqk = v̂eqk − v̂eqk−1 and 1δtk = δtk − δtk−1.
If we subtract (8) from (12), it yields the convergence error
dynamics

εk −
δtk
Ts
εk−1 +

δtk−1
Ts

εk−2 =
1δtk
Ts

1v̂eqk −
δtk−1
Ts

1v̂eqk−1.

(13)

It is obvious that the convergence error dynamics are
driven by the acceleration, which is manifested by velocity
change 1v̂ek . If we assume relatively fast sampling intervals,
then the velocity change in a single sampling interval can be
considered negligible, and the right-hand side of (13) can be
zeroed in practical advanced motion control applications.
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C. THE ESTIMATION DYNAMICS
Let us define the average velocity v̄k on a sampling interval
such that

v̄k =
xak − x

a
k−1

Ts
. (14)

We assume that average velocity v̄k could be the best possible
velocity estimation if only accurate position measurements at
the sampling instants would be available. Thus, it is consid-
ered as the reference velocity, and we then define the velocity
estimation error as

ek = v̄k − v̂k . (15)

In the following, we derive the estimation error dynamics.
Equation (14) can be rewritten as

xak = xak−1 + Tsv̄k . (16)

Furthermore, we can find a relation that links the time-
stamped encoder position xk (available at the current sam-
pling instant) with the actual position xak−1 (measured at the
previous sampling instant) and the average velocity v̄k (valid
in the current sampling interval) such that we obtain

xk = xak−1 + (Ts − δtk )v̄k . (17)

We can also write the similar relations

xk = xak − δtk v̄k , (18)

and

xk−1 = xak−1 − δtk−1v̄k−1, (19)

where xak is the actual position at the time-instant t = tk ,
i.e. xak = xa(t = tk ), and xk is the encoder position sampled
at the time-instant t = tk with a recent encoder position pulse
occurrence at the time instant t = tk − δtk within the current
sampling time interval tk−1 < t ≤ tk , i.e. xk = x(t =
tk − δtk ). From the equations above we can further derive

1xk = xk − xk−1 = (Ts − δtk )v̄k + δtk−1v̄k−1, (20)

which can be rewritten as

Tsv̄k − δtk v̄k + δtk−1v̄k−1 = 1xk . (21)

Finally, we can come to the equation of the form:

v̄k −
δtk
Ts
v̄k−1 +

δtk−1
Ts

v̄k−2

=
1xk
Ts
+
δtk
Ts
1v̄k −

δtk−1
Ts

1v̄k−1. (22)

The difference equation above that outputs v̄k is driven by
the encoder position change 1xk and the average velocity
change 1v̄k in a single sampling interval. This equation
describes the dynamic relation that also links the sampled
velocity v̄k with the time interval δtk .

The next step in the derivation procedure of the estima-
tion error dynamics is subtraction of (8) from (22). Thus,
we obtain the final result of the velocity error dynamics

ek −
δtk
Ts
ek−1 +

δtk−1
Ts

ek−2 =
δtk
Ts
1v̄k −

δtk−1
Ts

1v̄k−1.

(23)

The velocity error dynamics are time-variant with the
difference equation coefficients, which are defined by vari-
able δtk . This difference equation is driven by velocity
change1v̄k in a single sampling period, which can be consid-
ered negligible if we consider very short sampling intervals.
It is easy to see that the error is zeroed (eeqk = 0) in the
system equilibrium. However, in order to eventually provide
zero error estimation, asymptotical stable convergence must
be guaranteed.

D. STABILITY ANALYSIS
In order to simplify the notation we denote variable coeffi-
cient τk = δtk/Ts and rewrite (8) as:

yk − τkyk−1 + τk−1yk−2 = uk . (24)

where uk = 1xk/Ts, and yk = v̂k are the filter input, and
the filter output, respectively. Please note that 0 ≤ τk < 1.
It is clear that the filter (24) that includes variable coeffi-
cients within the difference equation, can be described as a
discrete linear time-variant system. Thus, the filter (8) can be
transformed to the canonical controllable state-space system
representation

zk+1 = Ak · zk + Bk · uk
yk = Ck · zk + Dk · uk (25)

where uk , yk , zk are system input, output, and system state,
respectively, for some k = 0, 1, 2 . . .. The state-space vector
is defined as z = [z1, z2]T with z1 = yk−2, and z2 = yk−1.
Ak , Bk , Ck , and Dk are the system matrix, the control matrix,
the output matrix, and the feed-forward matrix, respectively:

Ak =
[

0 1
−τk−1 τk

]
, Bk =

[
0
1

]
, Ck =

[
−τk−1 τk

]
,

Dk = 1 (26)

1) PRELIMINARIES
The system response can be derived as a unique solution
of (25) such that the application of the superposition law
yields two components, i.e. zero-input response and zero-
state response [32]:

zk = 8k (0)z0 +
k−1∑
j=0

8k (j+ 1)Bjuj (27)

where 8k is the state-transition matrix that is defined as

8k (j) =

{
Ak−1Ak−2 . . .Aj, k > j ≥ 0
I k = j.

(28)

Please note that 8k (j) = Ak−18k−1(j) for some k > j. The
default is to leave 8k (j) undefined for k<j. However, under
the additional hypothesis that Ak is invertible for every k,
we can set:

8k (j) = A−1k A−1k+1 . . .A
−1
j−1, k < j. (29)
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The driven filter output response can subsequently be
derived as:

yk = Ck8k (0)z0 +
k−1∑
j=0

Ck8k (j+ 1)Bjuj + Dkuk (30)

Stability analysis of a discrete linear time-variant system
is a hard problem as can be concluded from the extensive
theoretical treatment in the literature [32]–[34]. However,
the basic stability conditions of such systems can be explained
as follows.

The un-driven system zk+1 = Akzk is uniformly internally
stable if, and only if, there exists a finite positive constant
γ > 0 such that (see [32, Th. 22.4])

‖8k (j)‖ ≤ γ, ∀k, j : k ≥ j, (31)

where ‖.‖ stands for a vector induced norm. Additionally,
a sufficient condition for internal asymptotic stability of the
system can be guaranteed if, and only if, [33], [35]

lim
k→∞
‖8k (j)‖ = 0, ∀k, j : k ≥ j. (32)

Furthermore, the system is uniformly exponentially stable if,
and only if, there exist a finite positive constant γ > 0 and a
constant 0 ≤ λ < 1 such that (see [32, Th. 22.7])

‖8k (j)‖ ≤ γ λk−j, ∀k, j : k ≥ j. (33)

Additionally, the system is uniformly exponentially stable if,
and only if, there exists a finite positive constant γ s > 0 such
that (see [34, Th. 22.8])

k∑
i=j+1

‖8k (i)‖ ≤ γ s, ∀k, j : k ≥ j+ 1. (34)

However, it can also be shown that the linear sys-
tem under consideration is uniformly asymptotically
stable if, and only if, it is uniformly exponentially stable
(see Theorem 22.14 in [32]). It means that uniform exponen-
tial stability and uniform asymptotic stability are equivalent.

Further analysis treats the input-output driven system. The
system (25) is uniformly BIBO (Bounded-Input Bounded-
Output) stable if, and only if, there exists a positive constant
γ > 0 such that [32]

k−1∑
i=j

‖gk (i)‖ ≤ γ, ∀k, j : k > j ≥ 0, (35)

where g is the unit-pulse response

gk (i) = Ck8k (i+ 1)Bi, k > j ≥ 0. (36)

In the latter, we assume that Dk is bounded and, therefore,
it does not affect the treatment, thus it can be omitted from the
stability consideration without loss of generality. However,
we can relate BIBO stability as a property of the zero-state
response, with internal asymptotic stability as a property
of a zero-input response. Suppose that the system (25) is
uniformly exponentially stable, and there exist finite positive
constants β and µ such that

‖Bk‖ ≤ β, ‖Ck‖ ≤ µ, ∀k ≥ k0. (37)

Then the system is also uniformly BIBO stable [32]. Hence,
asymptotic stability implies BIBO stability, but vice-versa is
not always true.

Another theoretical tool for stability analysis is the
Lyapunov stability criteria [32]–[34]. However, unfortu-
nately, by its application it is not much easier to prove stabil-
ity, since a quadratic Lyapunov function that proves uniform
(asymptotic) stability for a given linear state equation can also
be rather complicated to construct [32].

Though the stability conditions above are precisely defi-
nite, they are rather inconvenient in general on the other hand,
because of the difficulty of computing explicit expressions,
possible in closed-form, for 8k (j). Thus, thorough stability
analysis of a practical linear time-variant system is often
rather cumbersome and, thus, it is not always straightforward
to provide a general theoretical stability proof for a certain
system. However, slowly varying systems deserve special
treatment [32], [36]–[39]. In the case of slowly-varying sys-
tems it is possible to simplify the problem [40] and to apply
[32, Th. 24.8], which links uniform exponential stability with
a pointwise eigenvalue λk of Ak and ‖1Ak‖. The theorem
states that the system zk+1 = Akzk is uniformly exponentially
stable (and thus asymptotically stable) if there exist finite
positive constants α > 0, δ > 0 such that

α > 0, δ > 0 : ‖Ak‖ ≤ α, ‖1Ak‖ ≤ δ, ∀k ≥ 0, (38)

where1Ak = Ak −Ak−1, and every pointwise eigenvalue λk
of Ak satisfies

|λ(Ak )| < 1, ∀k ≥ 0. (39)

The proof of the theorem is based on the discrete Lyapunov
equation (for details see [32]).

2) PROOF
Since a stability proof for discrete linear time-variant
(26)-(27) is a hard problem, we relax the theoretical treat-
ment such that we consider the system (25)-(26) as a slowly
varying linear discrete-time system, which is a reasonable
assumption, since the advanced motion control applications
can provide relatively high sampling rates. Then, we apply
the stability conditions (38)-(39) to test for uniform internal
exponential stability. We need to show the existence and
boundness of the norms ‖Ak‖, and ‖Ak − Ak−1‖, and we need
to show the location of every pointwise eigenvalue inside
the unit circle, such that |λ(Ak )| < 1, ∀k ≥ 0, respec-
tively. So, compute the vector induced norm ‖Ak‖. It can be
computed as

‖Ak‖ =
√
λmax(ATk Ak )

=

√√√√ (1+ τ 2k−1 + τ
2
k )+

√
(1+ τ 2k−1 + τ

2
k )

2 − 4τ 2k−1
2

.

(40)

By the analysis of the right-hand side expression in (40) it can
quickly be verified that there exists a finite positive constant
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α > 0, such that√√√√ (1+ τ 2k−1 + τ
2
k )+

√
(1+ τ 2k−1 + τ

2
k )

2 − 4τ 2k−1
2

≤ α

(41)

on the bounded interval 0 ≤ τk < 1. In fact, theminimum and
maximum values of the norm ‖Ak (τk , τk−1)‖ on this interval
are

min ‖Ak (τk , τk−1)‖ = ‖Ak (0, τk−1)‖ = 1 (42)

and

α = sup ‖Ak (τk , τk−1)‖ = ‖Ak (1, 1)‖ =

√
3+
√
5

2
≈ 1.62,

(43)

respectively. Thus, the norm ‖Ak‖ cannot exceed α

‖Ak‖ < α (44)

on the bounded interval 0 ≤ τk < 1.
Next, it is necessary to evaluate the norm of 1Ak

1Ak = Ak − Ak−1

=

[
0 1
−τk−1 τk

]
−

[
0 1
−τk−2 τk−1

]
=

[
0 0

−1τk−1 1τk

]
(45)

where 1τk = τk − τk−1. The vector induced norm ‖1Ak‖
can be computed as

‖1Ak‖ =
√
λmax(1ATk1Ak ) =

√
1τ 2k−1 +1τ

2
k . (46)

For slowly varying parameters we can assume 1τ 2k ≈ 0 and
1τ 2k−1 ≈ 0 that yields

‖1Ak‖ ≈ 0. (47)

However, even if we consider a general case of the bounded
interval 0 ≤ τk ≤ 1, then the parameter change is bounded
such that 0 ≤ 1τ 2k ≤ 1 and the maximum of the norm ‖1Ak‖
on the bounded interval 0 ≤ τk < 1cannot exceed δ =

√
2

‖1Ak‖ < δ. (48)

The pointwise eigenvalues for the time-variant system
matrix Ak are:

λ1,2(Ak ) =
1
2

(
τk ±

√
τ 2k − 4τk−1

)
(49)

If τ 2k = 4τk−1 then we have the double real eigenvalue

λ1,2(Ak ) =
τk

2
(50)

that is obviously bounded as
∣∣λ1,2(Ak )∣∣ < 0.5 on the bounded

interval 0 ≤ τk < 1. If τ 2k < 4τk−1 then we have the complex
conjugate pair of eigenvalues

λ1,2(Ak ) =
1
2

(
τk ± i

√
4τk−1 − τ 2k

)
(51)

with an absolute value
∣∣λ1,2(Ak )∣∣ = √τk−1 that are obviously

bounded by
∣∣λ1,2(Ak )∣∣ < 1 on the interval 0 ≤ τk < 1.

If τ 2k > 4τk−1 then we have two positive real eigenvalues,
such that they are bounded with a lower bound and an upper
bound, such as

τk

2
< λ1(Ak ) =

1
2

(
τk +

√
τ 2k − 4τk−1

)
≤

1
2

(
τk +

√
τ 2k

)
= τk , (52)

and

τk

2
> λ2(Ak ) =

1
2

(
τk −

√
τ 2k − 4τk−1

)
≥

1
2

(
τk −

√
τ 2k

)
= 0, (53)

respectively, and, thus, their maximum value is bounded, such
as defined by the inequality max(λ1,2(Ak )) < τk . The pair
of real eigenvalues are, therefore, obviously bounded such
that

∣∣λ1,2(Ak )∣∣ < 1 on the bounded interval 0 ≤ τk < 1.
We can conclude that the pointwise eigenvalues given by (49)
are absolutely bounded, such that

|λ(Ak )| < 1 (54)

on the bounded interval 0 ≤ τk < 1. Hence, the slowly
varying linear discrete-time system system (25)-(26) satisfy-
ing (44) and (54) is asymptotically and uniformly exponen-
tially stable.

Finally, the BIBO stability can be confirmed further by
testing condition (37), that requires to show the existence
of the upper bound µ such that the output matrix satisfies
the inequality ‖Ck‖ ≤ µ (the input matrix and the feedfor-
ward matrix of the system (25)-(26) are bounded by default,
respectively). We can compute the norm ‖Ck‖

‖Ck‖ =
√
τ 2k−1 + τ

2
k (55)

It is easy to see that, on the bounded interval, 0 ≤ τk < 1 the
norm ‖Ck‖ is bounded as well, and it cannot exceed µ =

√
2

such that:

‖Ck‖ < µ. (56)

Hence, the slowly varying linear discrete-time system
(25)-(26) satisfying (44), (48), (54) and (56) is BIBO stable.
This completes the proof.

3) NUMERICAL EXAMPLES
Though the proof is valid for slowly varying systems (that is a
reasonable assumption in our case), we illustrate the stability
properties of the proposed algorithm by numerical exam-
ples. For this purpose, we introduce the following stability
indices φ and G,

φk = max
j=0...k−1

‖8k (j)‖ (57)

Gk = max
j=0...k−1

(
k−1∑
i=j

‖gk (i)‖) (58)
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which are derived from the stability conditions (31) and (35),
respectively. 8k (j) is defined by (28), and gk (i) is defined
by (36). In the case of asymptotic stability of a general
linear time-varying system, the stability indices should stay
bounded for ∀k, j:k > j ≥ 0. The stability indices φk and Gk
can, strictly, show the asymptotically stable sequence evalu-
ation of any discrete linear time-variant system. We further
consider stability indices αk and δk that are related to a linear
slowly time-varying system derived from (38)

αk = ‖Ak‖, ∀k ≥ 0 (59)

δk = ‖1Ak‖, ∀k > 0 (60)

which should stay bounded for ∀k ≥ 0 in the case of
an asymptotically stable system with every pointwise set of
eigenvalues λk of Ak within the unit circle in a complex
hyperplane (|λ(Ak )| < 1).
We checked stability indices for two examples:

◦ Example (a) the variable coefficient τk is generated by
sinusoidal waveform such that it varies within the range
from 0 to 1 (τk is changing gradually), and

◦ Example (b) the variable coefficient τk is generated
randomly within the range from 0 to 1 (τk is changing
rapidly).

FIGURE 4. The pointwise eigenvalues in complex plane. (a) Sinusoidal τ ;
(b) Random τ .

The pointwise eigenvalues in a complex plane are shown
by Fig. 4, whereas Fig. 5 depicts stability indices. The plots
on the left show example a), and the plots on the right show
example b). Fig. 5 shows traces of the variable coefficient τk
on the top diagrams, absolute values of the eigenvalues λ1(Ak )
and λ2(Ak ) on the upper middle diagrams, the normalized
stability indices αk and δk on the lower middle diagrams,
and the normalized stability indices Gk and φk on the bot-
tom diagrams, respectively. It is shown very clearly that the
stability indices αk and δk remain bounded at all pointwise
eigenvalues within the unit circle for every τk within the
range from 0 to 1. Similarly, the stability indices Gk and φk
remain bounded too. Thus, asymptotically stable sequence
evaluation of the considered system can be confirmed clearly
by the numerical examples above in both cases: In the case
of slowly varying coefficient τk , and even in the case of
rapidly varying coefficient τk , respectively. One can notice

FIGURE 5. The stability indices. (a) Sinusoidal τ ; (b) Random τ .

that φk actually follows αk , or more precisely φk = αk−1.
If φk = αk−1 then

max
j=0...k−1

‖8k (j)‖

is achieved at j = k−1. The evaluation of the pointwise eigen-
values and the stability indices depicted by Fig. 4 and Fig. 5,
respectively, represent solid evidence that the system under
consideration (24)-(26) with the equilibrium point given
by (9) exhibits an asymptotically stable convergence and
BIBO stability on the bounded interval of the variable
coefficient 0 ≤ τk < 1.

IV. THE SIMULATION RESULTS
We verified the proposed method by simulations with the
generated motion data, and by the real data of an incre-
mental position encoder. In the latter case, the data were
processed in the same velocity estimation algorithm as in
the simulations. In order to provide the simulation results,
we developed the models of an incremental encoder and of
the enhanced quadrature decoder, which are presented in the
next sections. The models were designed in such a way to
provide an effective simulation performance and verification
of the proposed method.

A. THE MODEL OF AN INCREMENTAL ENCODER
Without loss of generality, we can assume a rotary Incremen-
tal Encoder (IE) in our study. Additionally, we can neglect
its implementation technology (electromechanical, magnetic,
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optical), and we assume an ideal encoder, so there are no
imperfections present.

FIGURE 6. The waveform and the state transitions of an incremental
position encoder.

The basic principle of operation can be described as the
rotary IE, which transforms mechanical rotary motion into
electrical output, provides digital pulses while its shaft is
rotating, allowing measurement of relative displacement of
the shaft [41], [42]. The number of the generated output
pulses is proportional to its relative angular position of the
shaft, while the frequency of them is proportional to the
angular velocity. Fig. 6 illustrates the symmetric repeating
waveforms of the IE A&B output square wave signals, and
the state transitions, along with the corresponding pulses at
the state changes, respectively. Here,2p denotes angular step
graduation such that

2p = (2π )/N , (61)

where N stands for the number of channel pulses (A or B)
generated by the encoder per one revolution of the shaft.
It equals the number of the angular position steps in a single
shaft turn and, thus, determines the angular position resolu-
tion of the encoder. In a single encoder pitch (2p) the encoder
generates four pulse transitions in both A and B channels.
Thus, the minimal detectable angle increment is 2p /4.
The A&B output signals’ generation can be described by

the following equations:

A(θ ) =

1, if 1 ≤ mod(
4θ
2p
, 4) < 3

0, else,
(62)

B(θ ) =

1, if 2 ≤ mod(
4θ
2p
, 4) < 4

0, else,
(63)

where the function ‘‘a modulo n’’, i.e. mod(a, n), defines the
operation that finds the remainder after division a/n, such
that a = n.q + r , where q is the integer quotient and r is
the remainder, such that |r| < |n|. This model for the IE
output signals’ generation, which is used for later simulation,
can be described by the block scheme depicted by Fig. 7.
Here, the shaft angle input θ is given in radian units (rad).
The input block maps the shaft angle to the quarters of the
angle step θ (qs), and the next block computes the shaft angle
within a single encoder pitch in the same units of quarter-
steps θp(qs). The pitch angle θp is quantized further in order to

FIGURE 7. The model of an incremental position encoder.

obtain integer encoder pitch states. Finally, the output block
generates the A&B output signals by the encoder Look-Up
Table (LUT).

In the simulation (with enabled zero-crossing detection),
every occurrence of a state transition can be time stamped
accurately, however, all, or only selected events, are then
stored for further processing.

B. THE MODEL OF THE ENHANCED
QUADRATURE DECODER
In order to read pulses which are generated on the output of
the incremental encoder, and to measure the relative angular
position of the shaft, it is necessary to connect the encoder
A&B channels to a dedicated hardware electronic circuit
that provides proper conditioning of the external digital sig-
nals, A&B pulses decoding and bidirectional counting [14].
Such hardware component is usually called a quadrature
decoder [43].

A quadrature decoder is applied for decoding the output
of a quadrature encoder and, thus, it counts the edges of
the A&B pulses, incrementing or decrementing, as deter-
mined by the decoded motion direction. The clock source for
this high-speed high-resolution counter is usually provided
by the XOR function of the A&B input signals. The pro-
cess, by which edge counts are converted to digital position,
depends on the mode of decoding used: X1, X2, or X4.
In X1 decoding mode the counted position corresponds to
the number of a single channel pulses. In X2 decoding mode
doubles (x2) the number of pulses per revolution, whereas X4
decoding mode will quadruple (x4) the number of pulses per
revolution and, thus, we can achieve four times better resolu-
tion of position measurement. In the latter case, that results in
a pulse train as pictured by the bottom diagram in Fig. 6. How-
ever, whether the counter increments or decrements depends
on which channel leads the other. An enhanced quadrature
decoder can also provide a sort of event time stamping that
enables measurement of elapsed time since the recent posi-
tion pulse. The functional model of the enhanced quadra-
ture position decoder with the outputs’ sampling, which was
designed in our study, is depicted by Fig. 8.

The position encoder module, which executes on each edge
of channels A and B, is split mainly into the decoding part
and the counting part. It outputs quantized angular posi-
tion θ given in units of position pulses (pp), and, furthermore,
the enhanced event-driven position decoder can also provide
time stamping of each A&B edge (of each position pulse
counted), i.e. tp given in units of time pulses (tp). The logic
of the quadrature decoder block (qdec) can be described
by the Finite-State Machine (FSM) depicted by Fig. 9.
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FIGURE 8. The model of the enhanced quadrature position decoder with
output sampling.

FIGURE 9. The FSM of the quadrature position decoder. (a) X1 decoding
mode; (b) X2 decoding mode; (c) X4 decoding mode.

In general, it outputs increment (+1), decrement (−1) or
zero (0) position pulse at the corresponding edge of the A&B
inputs in order to update the output position.

The important feature of the enhanced quadrature encoder
is providing an interval time measurement. Thus, we provide
a clock source for absolute time t . The time t is latched at
each edge of the A&B pulses by the position decoder and,
thus, we obtain the pulse time tp. Then, the digital signals
of the position θ , the absolute time t and the pulse time
stamp tp are passed through the output time-driven block,
respectively, which samples the data by a constant sampling
period Ts and thus provides the corresponding outputs at
regulator time instants tk = k.Ts, where k = 0, 1, 2, 3, . . ..
The final operation in the enhanced quadrature encoder is a
subtraction of the sampled time instant tp from the sampled
absolute time t . Thus, we obtain the time interval elapsed
since the recent position pulse occurrence, i.e. δt = t − tp

that is computed regularly at every sampling instant tk . Since
highly accurate information is required for this purpose,
a fine clock grain should be provided given by minimal clock
period Tclk. The enhanced quadrature position decoder finally
outputs position θk = θ (k.Ts) and elapsed time interval
δtk = δt(k.Ts), which can be applied further for advanced
velocity estimation. In real motion control applications there
is normally a large ratio between Ts and Tclk in order to meet
the required resolution demanded for the interval time mea-
surement. Also, note that the architecture of a real hardware
decoder with enhanced timing features may be different from

the model developed for the effective simulation represented
by the block scheme in Fig. 8.

FIGURE 10. The simulation block scheme with generated data.

C. RESULTS WITH SIMULATED DATA
The simulation results were obtained by the simulation block
scheme illustrated by Fig. 10. The simulation was performed
by a desktop computer and the Matlab/Simulink simula-
tion package. The actual velocity θ̇ (t) was generated by
s-profile with maximum acceleration Amax and maximum
velocity Vmax, and integrated in time to produce actual posi-
tion θ (t) that was further inputted into the encoder model (t is
the independent time variable). The encoder model then out-
putted A&B channel pulses employed in the decoder model
with output sampling. The decoder model produced sampled
positions θk and sampled elapsed time interval since recent
position pulse δtk . The final block that implements either
the conventional MT-method or the proposed DLMT-method
(the simplified, divisionless algorithm) produced the velocity
estimation ˆ̇θk at every tk = k.Ts, where k = 0, 1, 2, 3, . . ..
We have performed extensive simulation at various

decoder parameters values, however, the results shown in this
paper were obtained with the setup of hardware parameters
shown in Table 1. The velocity profile generator parameters
were Vmax = 1.56 (rev/s) and Amax = 3.00 (rev/s2). The
results are shown by Fig. 11 on the plots (a)-(d).

The plot (a) shows the estimated velocity obtained by the
M-method (denoted by 1θ – solid light green line), the true
average velocity on the sampling interval obtained by reading
actual position as described by (14), which may be available
in simulation only (denoted by1θa, solid blue line), the esti-
mated velocity calculated by the conventional MT-method
(dotted dark red line with square markers), and the estimated
velocity computed by the proposed DLMT- method (light red
dash-dot line with circle markers), respectively, on the full
time interval. The velocity signals are given in the units of the
encoder position pulses in the single sampling period (pp/Ts).
The Detail 1 that is marked on the plot is shown in the subplot.
Well-known alternation of theM-type velocity (1θ ) is shown
clearly, while the true velocity (1θa), the MT-type velocity
and the DLMT-type velocity overlap on the big plot, as well
as on the subplot of the Detail 1.

The next plots (b), (c), and (d) reveal more data related
to the MT and DLMT velocities of the Details 1, 2 and 3,
respectively. Note that Details 2 and 3 are focused on the
acceleration phase and on the constant velocity phase, respec-
tively, while Detail 1 covers a larger area, with the transition
from the accelerated velocity to the constant velocity. The
top diagram shows the variable time interval δt in units
of the time pulses (tp), e.g. in the single sampling period
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FIGURE 11. The results with simulated data. (a) Velocities on full time
interval including interval of detail 1; (b), (c), and (d) Elapsed time interval
δt, velocities, and errors of detail 1, detail 2, and detail 3, respectively.

of 1 (ms) we can count up to 125,000 time pulses. The
middle diagram of plot (b) shows the true velocity (1θa,
blue curve), the MT-method velocity (dotted dark red line
with square markers), and the DLMT-method velocity (dash-
dotted light red line with circle markers), respectively. It is
evident that the velocity traces overlap. The bottom diagram
plots errors w.r.t. the true average velocity (1θa) as described
by the equation (15) for the MT-velocity and DLMT-velocity,
respectively. The MT velocity error scale is on the left
y-axis, whereas the DLMT velocity error scale is on the
right y-axis. It is very clear that the DLMT velocity error
is larger, however, this is not significant, since both are less
than 0.01 (pp/Ts). Furthermore, they converge to zero as the
velocity is passing from the acceleration phase to the con-
stant phase. The DLMT velocity error during the acceleration
phase is correlated with the variation of δt shown on the top
diagram. Here, the error peaks are caused by abrupt changes
in δt however, afterwards, the stable error convergence to

zero is preserved. During the constant velocity phase, neither
gradual changes nor abrupt changes of δt have any significant
impact on the error, which remains close to zero.

The simulation results shown by Fig. 11 verify fully
the proposed DLMT velocity estimation algorithm given
by (6)-(7), as well as the error dynamics described by (23) and
the stability analysis described in section on stability analysis
(section III.D).

FIGURE 12. The simulation block scheme with measured data.

D. RESULTS WITH REAL DATA
A practical rotary encoder was connected to the real decoder
digital circuit as shown by Fig. 12. In the experiments,
the encoder was driven manually or by a gravitational load
on a string wounded on the encoder shaft with the other
end in order to eliminate the possible undesired effects of
an automatic drive, such as an electrical servoactuator, which
could add undesired disturbance to the smooth motion of the
encoder shaft and, thus, complicate the analysis. The signals
were captured by a suitably enhanced quadrature encoder
hardware, available on the experimental hardware. The digital
decoder produced θk and δtk on-line. The data were logged
into a memory in real-time, and then transferred in batch and
stored on the simulation computer. Finally, these data were
then processed by the simulation package, i.e. θk and δtk
were inputted to the velocity estimation block with either
the conventionalMT-method or the proposed DLMT-method,
which produced the final output of velocity estimation ˆ̇θk .
The parameters of the hardware used in the experiment are
included in Table 1.

TABLE 1. The hardware parameters.

The results with real encoder data are shown by Fig. 13 in
the plots (a)-(e). The plot (a) shows the estimated velocity
obtained by theM-method (denoted by1θ – solid light green
line), the estimated velocity calculated by the conventional
MT-method (solid dark red line with square markers), and the
estimated velocity computed by the proposed DLMT-method
(light red dotted line with circle markers), respectively, in the
units of encoder position pulses over sampling period (pp/Ts),
e.g. the speed of 10 (rev/s) converts to 2.5 (pp/Ts).
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FIGURE 13. The results with measured data. (a) Velocities on full time interval; (b) Elapsed time interval δt and velocities of Detail 0;
(b), (c), and (d) Elapsed time interval δt, velocities, and errors of detail 1, detail 2, and detail 3, respectively.

The traces are shown for a rather long time interval in which
the velocity is changing closely to a triangular waveform. The
plot (b) depicts the Detail 0. Here, the top diagram shows
the variable time interval δt in the units of time pulses (tp).
The bottom diagram shows the estimated velocity by the
M-method, the MT-method, and the velocity by the proposed
DLMT-method, respectively. Similarly, the middle plots on
(c)-(e) show the estimated velocity by the MT-method, and
by the proposed DLMT-method, respectively. Additionally,
the bottom plots on (c)-(e) show velocity error ε = v̂MT − v̂
that is related to (13). The M-velocity is highly alternating,
with a value change of one position pulse over sampling
interval (pp/Ts). It is well-known that the velocity obtained by
the M-method may be extremely noisy, as confirmed in our
case. TheMT-method can estimate velocity smoothly, even in
practical applications as shown by Fig. 13. However, it also
shows clearly that DLMT-velocity can produce a smooth
output as well; the MT-velocity and the DLMT-velocity prac-
tically overlap. The plots (c)-(e) further show some details in
which we can observe the velocity error as well. The Detail 1
from plot (b) is shown on plot (c). This detail is related to
the constant velocity phase; however, the time interval δt is
varying gradually with occasional abrupt changes. Such trace
plot is characteristic for a constant frequency encoder pulse
train that is asynchronous with reference to the equidistant

sampling of the decoder. In our case, three pulses are nor-
mally counted in a single sampling interval, with the recent
pulse gradually approaching the sampling instant in sequen-
tial sampling intervals, thus δt is decreasing linearly. It is
crossing the sampling time instant in almost regular intervals.
On these occasions, only two position pulses are counted in
the single sampling period and δt is increased instantly, since
it records the elapsed time interval since the second position
pulse of the triple. However, the velocity error in this case is
less than 0.0005 (pp/Ts), which is extremely low. Detail 3 on
plot (e) shows a linearly decreasing velocity case. In this case,
we can observe gradual increasing and decreasing of the δt in
the large middle of the diagram. Additionally, there are some
abrupt changes in the first and in the last phase of the record,
which are due to the change of counted position pulses in a
single sampling period. Consequently, these abrupt changes
of δt cause the error peaks evident in the bottom diagram.
However, the velocity error stays within 0.005 (pp/Ts), which
is still extremely low, though significantly more than in
Detail 1. However, as expected, while the velocity is changing
at a constant rate, by increasing δt , the velocity error is also
increasing slightly. Detail 2 on plot (d) is focused on more
rapid velocity change in the middle of the diagram. Again,
the change of counted position pulses in a single sampling
period is reflected in the rapid changes of δt . Few velocity
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error peaks appear, limited by 0.02 (pp/Ts). In the rest of
the plot we can observe a constant velocity with negligible
velocity error in the scale shown. It is interesting that the latter
holds for the first phase with constant velocity, where δt is
practically constant, as well as for the last phase with constant
velocity, where we can observe rapid changes in δt . However,
the asymptotically stable convergence to zero after the error
peaks is also evident. Thus, the results with real data clearly
confirm the derived error dynamics (13).

V. CONCLUSION
In this paper, we proposed a novel computation algorithm for
velocity estimation by incremental encoders, which relates to
the well-known MT-method. The proposed algorithm avoids
the use of arithmetic division; instead, it requires only more
simple arithmetic operations such as addition and multipli-
cation. Thus, it is named as DLMT (Division Less MT)
method. This is a significant advantage over the conventional
MT-method and, thus, it allows for cost-effective implemen-
tation on a digital platform that lacks a powerful computation
unit. Thus, the proposed algorithm is suitable for efficient
implementation on an FPGA circuit. However, the proposed
algorithm converts the MT-method from the algebraic form
to a recursive form. The input-output relation is resolved into
a difference equation of second order with variable coeffi-
cients. Thus, though the proposed algorithm is simplified
from the computational point of a view, it is, on the other
hand, more complex, since it is governed by the dynamic
input-output relationship. Therefore, the stability and con-
vergence have been discussed. It has been shown that the
proposed algorithm is inherently asymptotically stable and
converges to the conventional MT-method output value.

The proposed algorithm has been verified off-line on a
desktop computer by simulated data and real data obtained
by a practical rotary encoder and a proper reading digital
hardware circuit. The model of the encoder and the reading
electronics applied in the simulation have been developed
and are presented in the paper as well. We have conducted
extensive simulations in which we have examined the impact
of practical parameters such as sampling time and clock
frequency on the velocity estimation. It has been shown in
all cases with simulated data, respectively, that there are no
significant differences between the conventional MT-method
and the proposed DLMT-method in terms of the output veloc-
ity estimation. However, the results of velocity estimation
may improve with higher sampling rates and clock frequency
as expected. Similarly has also been confirmed in the case of
the real data. In future, we plan to implement the proposed
algorithm on an FPGA to validate it by a practical implemen-
tation on a targeted hardware in this paper.
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