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ABSTRACT Sincemost of the color imagewatermarkingmethods embed the watermark information in each
channel or one channel of a color image, the redundant information of the color image cannot be sufficiently
utilized, resulting in the poor ability to resist attacks. In this paper, a novel blind color image watermarking
method based on the tensor domain is proposed, and it takes efficient account of the overall characteristics
of color images and spreads the watermark information into three channels of color images based on tensor
decomposition. Exploring the new tensor domain to embed and extract watermark information and the
theoretical proof of the optimal embedding position of the core tensor are the major technical contributions
of this paper. To be more specific, first, the RGB channels of the color image as a tensor are considered, and
the tensor decomposition is used to obtain the core tensor. Then, based on the theoretical proof, the optimal
embedding position of the core tensor is obtained, and the watermark information is embedded into the
core tensor. Finally, the watermark information is spread to the three channels of the color image through the
inverse tensor decomposition. The experimental results show that the proposed method has better invisibility
and stronger robustness for the most common attacks.

INDEX TERMS Color image watermarking, tensor domain, tensor Decomposition.

I. INTRODUCTION
With the rapid development of the Internet and computer
technology, image, video and other multimedia informa-
tion storage, reproduction and dissemination has become
very convenient [1], [2]. However, since images and videos
are easy to modify and quickly spread, which leads to
piracy, infringement and other acts becoming increasingly
widespread, multimedia information security has attracted
much attention [3]. Digital watermarking is now a rela-
tively focused technique aimed at providing a reliable way
to authenticate images or protect copyrights [4], [5].

As a new technology for the copyright protection of digital
media, digital watermarking embeds copyright information
(i.e., watermark information) into digital media. Usually,
the watermark information is invisible and needs to be
detected or extracted. In this way, the extracted watermark
information is used to prove the copyright’s attribution or the
certification of the digital product in the copyright dispute,
which effectively protects the copyright of the digital mul-
timedia and improves its security [6]–[8]. Generally, the

watermarkingmethods have two basic characteristics: robust-
ness and fidelity [9]. Therefore, a good watermarking
method can effectively balance the relationship between its
robustness and fidelity [10].

In recent years, image watermarkingmethods were divided
into two types according to the embedding domain: the spa-
tial domain-based watermarking method [11], [12] and the
transform domain-based watermarking method [13]–[18].
For the spatial domain-based watermarking method, the basic
idea is to directly modify the pixel values by using the redun-
dancy of the spatial domain. Chan and Cheng [11] proposed
a data hiding scheme using the simple Least-Significant
Bit (LSB) substitution with an optimal pixel adjustment
process. This method is easy to be implemented and
does not generate serious distortions in the image; how-
ever, it is not very robust against attacks. To improve
the spatial domain-based watermarking methods, some
block-based methods were proposed instead of directly
modifying the pixel method. Nasir et al. [12] proposed a
multiple-watermarking method for the copyright protection
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of color images, inwhich a binarywatermark image is divided
into four parts and embedded into different regions of the blue
component of the color image in the spatial domain.

Compared with the spatial domain-based watermarking
methods, the transform domain-based watermarkingmethods
are more widely applied. For the transform domain-based
watermarking methods, the watermarking information is
embedded into the new domain by using various transfor-
mations, such as the discrete cosine transform (DCT), the
discrete Fourier transform (DFT), the discrete wavelet trans-
form (DWT), the discrete Laguerre transform (DLT) and the
discrete Hadamard transform (DHT). Usman et al. [13] pro-
posed a novel method of adaptive visual tuning of the water-
mark in the DCT domain. Themethod intelligently selects the
appropriate frequency bands and the optimal strength of the
alteration. Vahedi et al. [14] proposed a DWT-based water-
marking method by considering the problem of logo water-
marking and employing the genetic algorithm’s optimization
principles. He et al. [15] proposed a watermarking method
based on DFT and Quantized index modulation (QIM).
Because DFT methods have strong robustness to translation,
rotation, and scaling, the phase information of the image
does not change when the image is subjected to a geometric
attack, which makes the methods have strong robustness to
geometric attacks. In addition, other transform-based water-
marking methods are proposed, such as the DCT combined
with the just noticeable difference (JND) method [16], [17],
the DWT-basedmethod according to the JND threshold [18],
and the DWT-based method that employs the characteristics
of the human visual systems (HVS) [19].

As shown in the above discussion, most watermark-
ing methods embed watermark information in grayscale
images. Recently, many watermarking methods have focused
on the color image. For color image watermarking meth-
ods, the color space is usually transformed first, and
then, the watermark information is embedded in the lumi-
nance component or in each channel of the color image.
Barni et al. [20] proposed the DCT-based color image water-
marking method by exploiting the HVS’s characteristics and
the correlation between RGB channels in order to achieve
a good trade-off between robustness and imperceptibility.
Ahmidi and Safabakhsh [17] proposed a DCT-based color
image watermarking method that uses the sensitivity of
human eyes to adaptively embed watermarks into color
images. Su et al. [21] proposed embedding the water-
mark into the direct current (DC) coefficients in the spatial
domain rather than the DCT domain, which is simple and
efficient. Regarding DWT-based color image watermark-
ing, Al-Otum et al. [22] proposed a color image water-
marking method that performs a DWT on the three color
channels in order to construct a wavelet-tree and then
searches for robust bit host locations based on dominant rela-
tions. Chou et al. [23] proposed a color image watermark-
ing method to hide watermarks in most distortion-tolerable
signals within the three color channels of the host image
without resulting in perceivable distortion. Similarly, the DFT

has been extensively studied in color image watermarking
schemes. Tsui et al. [24] proposed a color image method
that represents the host image in the La∗b∗ color space
and encoded the chromatic channels a∗ and b∗ into com-
plex numbers a + jb. The watermark was then embedded in
the frequency domain by using the spatio chromatic DFT.
In addition, researchers have been widely concerned with
the quaternion discrete Fourier transform (QDFT), which
offers an effective way to jointly address the three channels
of the color image by spreading the watermark information
into the three channels [25]–[27]. Tsui et al. [25] proposed
a QDFT-based color image watermarking method in the
La∗b∗ color space. Recently, Chen et al. [26] proposed a
color image watermarking method based on the 4D-QDFT
and QIM. On this basis, Ouyang et al. [27] proposed a blind
color image watermarking scheme based on the QDFT and
an improved uniform log-polar mapping.

From the above discussion, most of color image water-
marking methods have been proposed to embed a watermark
in each channel or one channel of the color image. The redun-
dant information of the color image is not fully utilized, which
may result in a poor ability to resist attacks. Therefore, this
paper explores a novel color image watermarking method in
the tensor domain, and it takes efficient account of the overall
characteristics of color images and spreads the watermark
information into three channels of color images based on
tensor decomposition. The main contributions of the present
study as follows:

(1) The color image is regarded as a tensor, which brings
many benefits to the watermarking embedding and extraction
process.

(2) The optimal embedding position is determined by the-
oretical analysis in tensor domain.

(3) The tensor decomposition can diffuse the watermark
information to the three channels of the color channel and
effectively achieve the robust performance of the watermark-
ing method.

The rest of the paper is organized as follows. In Section II,
some definitions and theoretical analyses of the tensor
domain are described. The proposed color image watermark-
ing method is reported in Section III. Experiments to test
its robustness are carried out and discussed in Section IV.
Finally, Section V concludes the paper.

II. TENSOR DOMAIN: FROM MATRIX TO TENSOR
In this section, we describe the basic definitions of the tensor,
the motivation of the paper, and the theoretical analysis of
watermark embedding in the tensor domain.

A. NOTATIONS AND DEFINITIONS
We first denote scalars as small letters (a, b, etc.), vectors as
bold small letters (a, b, etc.), matrices as bold capital letters
(A,B, etc.), and higher order tensors as calligraphic letters
(A,B, etc.).
Image/video data present more dimensionality with the

development of big data. The traditional data representation
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often transforms high-dimensional data into vectors.
However, this processing often leads to two problems. First,
vectorization leads to high dimensionality and forms the
dimensionality disaster; second, vectorization destroys the
structural information of data. The tensor is a multidimen-
sional data form (in fact, the tensor is a high-order general-
ization of vectors and matrices), which can overcome these
two problems well.

A pth-order tensor is denoted A ∈ RI1×I2×···×Ip where
I1, I2, · · · , Ip ∈ Z indicates the number of elements for each
dimension. The elements of A are denoted ai1···in···ip , where
1 ≤ in ≤ In, n = 1, · · · , p. For example, a color image can
be considered a tensor of order 3, with I1 = n, I2 = m, and
I3 = 3, if it is composed by 3 channels of the dimension
n× m pixels.
Higher order tensors can also be represented by sets of

matrices. For a third-order tensor, the horizontal, lateral, and
frontal slides can be formed and denoted by Ai::, A:j: and A::k ,
respectively.

Next, we will define the basic algebraic operation of the
tensor, including the inner product of the tensor and the
n-mode product of the tensor.
Definition 1: The inner product 〈A,B〉 of two same-sized

tensors, A,B, is defined as follows:

〈A,B〉 =
∑
i1

∑
i2

· · ·

∑
ip

ai1i2···ipbi1i2···ip (1)

Then, according to the inner product of the tensor, the tensor’s
Frobenius norm can be defined as follow.
Definition 2: The Frobenius-norm of a tensor A is given by

‖A‖F =
√
〈A,A〉 =

∑
i1

∑
i2

∑
ip

∣∣ai1i2···ip ∣∣2
1/2

(2)

The tensor can also be multiplied by the matrix, which is
more complex than the multiplication between matrices. The
n-mode product of the tensor can be defined as follows.
Definition 3: The n-mode product of an N th-order tensor

A ∈ RI1×I2×···In×···×Ip by a matrix U ∈ RJn×In , which is
denoted by A ×n U, is an (I1× I2× · · · × In−1× Jn× In+1×
· · · × Ip) -tensor of which the entries are given by

(A ×n U)i1×i2×···×in−1×jn×in+1×···×ip
=

∑
in

ai1×i2×···×in−1×in×in+1×···×ipujnin (3)

B. TENSOR DECOMPOSITION: FROM SVD TO
TENSOR DECOMPOSITION
To define tensor decomposition, we first introduce the sin-
gular value decomposition (SVD), which is the most famous
method of matrix decomposition.

Given matrix D ∈ RI1×I2 , it can be decomposed by the
SVD as follows:

D = U16UT
2 (4)

where U1 denotes a left matrix, U2 represents a right matrix,
and 6 is a diagonal matrix. In fact, the matrix can be seen as
a second-order tensor, and then, the SVD decomposition can
be rewritten as follows:

D = 6 ×1 U1 ×2 U2 (5)

For higher-order (p > 2) tensor decomposition, there are
two categories: one is CANDECOMP/PARAFAC decompo-
sition (CP) decomposition, and the other is Tucker decompo-
sition. Here, we focus on the Tucker decomposition.

Given a p-order tensor A ∈ RI1×I2×···×Ip , we seek a Tucker
model, as defined below, to approximate the tensor A as

A ≈ G ×1 U1 ×2 · · · ×p Up (6)

Then, the optimization problem to be solved is

min
G,U1,··· ,Up

∥∥A − G ×1 U1 ×2 · · · ×p Up
∥∥

subject to G ∈ RJ1×J2×···×Jp

Un ∈ RIn×Jn and columnwise orthogonal

for n = 1, · · · , p. (7)

where G is a p-order tensor of dimension J1 × J2 × · · · × Jp,
which is called the core tensor, and Un ∈ RIn×Jn is the matrix
applied along the n-mode. Note that unlike the singular value
matrix in the SVD decomposition, the core tensor G does not
take the diagonal structure, which is generally a full tensor.
That is, its non-diagonal elements are usually not equal to
zero.

We use the following Tucker3 algorithm to perform the
calculation.

1) For i = 1, 2, · · · , p, we use the standard SVD to
calculate the unfolding matrix in each dimension from A:
A(i) = U6VT . The orthogonal matrix Ui is defined as
Ui = U, which is the left matrix of the SVD.
2) We use the inverse of the tensor product to calculate the

core tensor:

G = A ×1 UT
1 ×2 · · · ×p UT

p (8)

Since UUT
i = UT

i U = I, the core tensor G in Eq. (8) is
calculated by UT

i . In this paper, the core tensor is used to
embed and extract the watermarking information.

C. THEORETICAL ANALYSIS OF TENSOR DOMAIN-BASED
COLOR IMAGE WATERMARKING
Recently, most of the digital color image watermarking meth-
ods have tended to consider the three channels separately.
Here, the three channels of the color image are considered
as a whole. This inspires us to consider the color image as a
tensor rather than a matrix or a vector.

After the color image is treated as a tensor, it is natural
that the problem is where the watermark is embedded in the
tensor domain. To answer this question, we give the following
theoretical analysis.
Property 1: If Q is a standard orthogonal matrix, then
‖A ×n Q‖ = ‖A‖.
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Theorem 1:Given two tensors A,B ∈ RI1×I2×···×Ip , assum-
ing that the Tucker decomposition of the two tensors A,B
has the same projection orthogonal matrix, which is A =
GA ×1 U1 ×2 · · · ×p Up, B = GB ×1 U1 ×2 · · · ×p Up, then
‖A − B‖2 =

∥∥GA − GB
∥∥2.

Proof:We have the following:

‖A − B‖2 = 〈A − B,A − B〉 = 〈A,A〉 − 2 〈A,B〉 + 〈B,B〉

= ‖A‖2 − 2 〈A,B〉 + ‖B‖2 (9)

Then, with property 1, we have ‖A‖2 =
∥∥GA

∥∥2 and
‖B‖2 =

∥∥GB
∥∥2.

According to the definition of the inner product and the
orthogonality of projection matrix, we have

〈A,B〉 =
〈
GA,GB

〉
=

∑
i1

∑
i2

· · ·

∑
ip

gAi1i2···ip · g
B
i1i2···ip (10)

Thus,

‖A − B‖2

= ‖A‖2 − 2 〈A,B〉 + ‖B‖2

=

∑
i1

∑
i2

· · ·

∑
ip

(gAi1i2···ip )
2
− 2

∑
i1

∑
i2

· · ·

∑
ip

gAi1i2···ip

· gBi1i2···ip +
∑
i1

∑
i2

· · ·

∑
ip

(gBi1i2···ip )
2

=

∑
i1

∑
i2

· · ·

∑
ip

(
gAi1i2···ip − g

B
i1i2···ip

)2
=
∥∥GA − GB

∥∥2
(11)

�
From Theorem 1, the squared error sum for the two tensors

A and B is equal to the squared error sum between the two
core tensors GA and GB . When GA and GB simply have a little
difference, the value of ‖A − B‖2 is close to zero. It means
that the two tensors A and B are nearly identical. If the two
tensors A and B are regarded as the host color image and
the watermarked color image, we can embed the watermark
information in the core tensor subspace when designing the
watermarking method. Thus, the difference between the host
color image and the watermarked color image is as small as
possible.

After we have decided to embed the watermark infor-
mation into the core tensor subspace, it is natural that the
problem is where the core tensor is embedded in the water-
mark, thus making the original space change the smallest.
To answer this problem, the following theorem is proposed
to illustrate the optimal embedding position of the watermark
information.
Theorem 2: Given any p-order tensor A ∈ RI1×I2×···×Ip , its

Tucker decomposition is A ≈ G ×1 U1 ×2 · · · ×p Up. Then,
we have |g11···1| = max{

∣∣gi1i2···ip ∣∣∣∣ 1 ≤ in ≤ In} in the core
tensor G.

Proof: A matrix representation of the Tucker 3 decom-
position can be obtained by unfolding A ∈ RI1×I2×···×Ip and

the core tensor G in Eq. (8):

A(n) = Un ·G(n) ·
(
Un+1 ⊗ Un+2 ⊗ · · · ⊗ Up ⊗ U1 ⊗ U2

⊗ · · · ⊗ Un−1
)T (12)

where A(n) and G(n) are the mode-n matricization of tensors
A ∈ RI1×I2×···×Ipand G, respectively. The symbol ⊗ denotes
the Kronecker Product [28], [29]. The Kronecker product
of two matrices F ∈ RI1×I2 and G ∈ RJ1×J2 is defined
according to

F⊗G =
(
fi1i2G

)
1≤i1≤I1;1≤i2≤I2

(13)

and U1,U2, · · · ,Up are orthogonal matrices.
Now consider the case in Eq. (12) where Un is obtained

from the SVD of A(n) as

A(n) = Un ·6n · VT
n (14)

In it, Vn is orthogonal and 6n = diag(σ (n)
1 , σ

(n)
2 , · · · , σ

(n)
In ),

where

σ
(n)
1 ≥ σ

(n)
2 ≥ · · · ≥ σ

(n)
In ≥ 0 (15)

Taking into account the Kronecker factor in Eq. (13), the
comparison of Eqs. (12) and (14) shows that

Un ·G(n) ·
(
Un+1 ⊗ Un+2 ⊗ · · · ⊗ Up ⊗ U1 ⊗ U2

⊗ · · · ⊗ Un−1
)T
= Un ·6n · VT

n (16)

The termUn+1⊗Un+2⊗· · ·⊗Up⊗U1⊗U2⊗· · ·⊗Un−1
is defined as follows:

Un+1 ⊗ Un+2 ⊗ · · · ⊗ Up ⊗ U1 ⊗ U2 ⊗ · · · ⊗ Un−1 =Wn

(17)

Due to the orthogonality of Un, Eq. (16) can be rewritten
as

G(n) ·WT
n = 6n · VT

n (18)

and

G(n) = 6n · VT
n ·Wn (19)

6n = G(n) · (Wn)
T
· Vn (20)

Then,

〈6n,6n〉 =

〈
G(n) · (Wn)

T
· Vn,G(n) · (Wn)

T
· Vn

〉
= G(n) · (Wn)

T
· Vn · VT

n ·Wn ·
(
G(n)

)T
=
〈
G(n),G(n)

〉
(21)

Since 6n = diag(σ (n)
1 , σ

(n)
2 , · · · , σ

(n)
In ), G(n) has mutually

orthogonal rows. That is,〈
gin=α, gin=β

〉
= 0 when α 6= β, (22)

and ∥∥gin=1∥∥ = σ (n)
1 ≥

∥∥gin=2∥∥ = σ (n)
2 ≥ · · · ≥

∥∥gin=In∥∥
= σ

(n)
In ≥ 0. (23)
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From Eq. (23),
∥∥gin=1∥∥ obtains the maximum value for one

of n ∈ {1, 2, · · · , p}.
For the all matrices G(n), g11···1 always appears in gin=1.

To ensure that
∥∥gin=1∥∥ is the maximum value of a certain

value of n, |g11···1| takes the maximum value in the absolute
value of the elements of the core tensor. That is,

|g11···1| = max{
∣∣gi1i2···ip ∣∣∣∣ 1 ≤ in ≤ In} (24)

�
We can also give an example to verify Theorem 2 from a

computational point of view.
Example: Consider the randomly generated (3 × 3 × 3)

tensor A defined by a matrix unfolding A(1), which is equal
to matrix as shown at the bottom of this page.

The 1-mode singular vectors are the columns of the left
singular matrix of A(1). In the same way, U2 and U3 can be
obtained with

U1 =

−0.4026 −0.8029 0.4396
0.9039 −0.4244 0.0527
0.1443 0.4186 0.8966


U2 =

−0.5493 −0.1939 −0.8129
0.8274 −0.2622 −0.4966
−0.1169 −0.9453 0.3044


U3 =

−0.2528 −0.9594 0.1251
0.8382 −0.1526 0.5236
−0.4832 0.2373 0.8428


The core tensor of the Tucker 3 then follows from the appli-
cation of Eq. (8). Its unfolding G(1) is equal to the matrix as
as shown at the bottom of this page.

From the core tensor, it is true that |g111| =

max{
∣∣gi1i2i3 ∣∣∣∣ 1 ≤ in ≤ 3}.

According to Theorem 1, we can define the relative pertur-
bation ratio γ = |δg|∣∣∣gi1i2···ip ∣∣∣ to measure the variation between

the original tensors, where |δg| denotes the disturbance inten-
sity. Under the condition that |δg| is fixed, the relative dis-
turbance rate γ depends on the value of

∣∣gi1i2···ip ∣∣. When∣∣gi1i2···ip ∣∣ takes the maximum, the relative perturbation rate
γ is the minimum. Therefore, here, we consider embedding
the watermark information at g11···1 of the core tensor, which
makes the minimum change.

III. PROPOSED TENSOR DOMAIN-BASED COLOR
IMAGE WATERMARKING
In this section, a new color image watermarking method
based on the tensor domain is proposed. First, in order to

preserve the intrinsic structure of the pixels in color images,
color images are regarded as tensors. Second, the original
color image space is transformed into the core tensor domain
by the Tucker decomposition. Finally, according to the above
theoretical analyses, the watermark is embedded into the
color image in the tensor domain, and the watermark infor-
mation can also be extracted accurately. Then, the processes
of the watermark embedding and extraction are discussed as
follows.

A. WATERMARKING EMBEDDING PROCEDURE
Let us consider an original color image I as a host image
with the size of M × M × 3 and an N × N watermark W.
Generally, the size of the watermark should be smaller than
the size of the host image. It is noted that the innovation of
this paper is not how the embedded information is selected.
In fact, we can choose other watermarks for embedding. The
key to this paper is how to explore the new space in the
color image as the embedding position of the watermark.
Here, the integrity of the color image is considered, the host
color image is divided, and the three channels are considered
to have integrity. The color image block is regarded as the
third order tensor, which can effectively keep the internal
structure information between the color image pixels but also
be conducive to the watermark embedding and extraction.
Then, using the tensor decomposition, the core tensor and
the three projection matrices in each direction are obtained.
We analyze the properties of the core tensor and determine
the watermark embedding position. The proposed watermark
embedding method is shown in Fig. 1.
Step 1: To enhance the security of the proposed method

and eliminate the spatial correlation between the pixels of
the binary watermark, the watermark is scrambled from W
to W′ at first with the Arnold transform, which is defined as
follows [30]:(

x ′

y′

)
=

[(
a b
c d

)(
x
y

)
+

(
e
f

)]
mod (l) (25)

where (x, y) and (x ′, y′) are the coordinates of the original
watermark pix W and the scrambled watermark pixel W′,
respectively. Here, we set a = 1, b = 1, c = 1, d = 2,
e = 0 and f = 0. We perform the Arnold transform k times.
k is saved as a key and used in the watermark extraction
procedure.
Step 2: Divide the host color image I into m × m × 3

non-overlapping blocks. Thus, the size of the image block is
m× m× 3, m =

⌊M
N

⌋
. To preserve the integrity of the RGB 0.7394 −2.1384 −1.0722 1.4367 −1.2078 1.3790 −0.2725 0.7015 −0.8236

1.7119 −0.8396 0.9610 −1.9609 2.9080 −1.0582 1.0984 −2.0518 −1.5771
−0.1941 1.3546 0.1240 −0.1977 0.8252 −0.4686 −0.2779 −0.3538 0.5080


 4.7388 0.6782 0.1015 −0.6205 1.6449 0.7119 0.1923 1.5070 −0.2464
−0.4795 1.6428 −0.3034 −2.8012 0.3901 0.1760 0.6934 −0.8650 0.5908
0.0177 −0.3261 −0.4061 −0.0870 −0.1150 0.5276 0.1211 −0.0582 −0.0087
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FIGURE 1. Flowchart of the proposed watermark embedding method.

FIGURE 2. Flowchart of the proposed watermark extraction.

three channels and the spatial position relationship, each color
image block is regarded as a third order tensor. It is assumed
here that A(i, j) is defined as the color image block at the
position of (i, j), where i, j = 1, 2, · · · ,N .
Step 3: Perform the Tucker 3 decomposition on each block.

A(i, j) = g(i, j)×1 U1 ×2 U2 ×3 U3 (26)

where g ∈ Rm×m×3 is the core tensor, and U1 ∈ Rm×m, U2 ∈

Rm×m and U3 ∈ R3×3 are the projection matrices in the three
directions of the color image, respectively. Here, we mainly
analyze the property of the core tensor g ∈ Rm×m×3. Thus,

we define gamax(i, j) =
{
gxyz

∣∣∣∣max
x,y,z

∣∣gxyz∣∣}, and the position

of max
x,y,z

∣∣gxyz∣∣ is fixed (i.e., x = 1, y = 1, z = 1). Since the

change of gamax(i, j) is theminimal to the original core tensor,
we consider embedding the watermark information into this
location.
Step 4: Consider embedding the watermark W′ into the

core tensor g ∈ Rm×m×3. Here, QIM is used to embed water-
mark information [31], [32]. For each block, gamax(i, j)
of the core tensor g(i, j) is used to embed one bit of the
watermark:

g′amax(i, j)

=



sign(gamax(i, j))(2T × round(
|gamax(i, j)|

2T
)+

T
2
)

if W′(i, j) = 1

sign(gamax(i, j))(2T × round(
|gamax(i, j)|

2T
)−

T
2
)

if W′(i, j) = 0

(27)

where sign(·) represents the sign function, T is the quantiza-
tion step controlling the embedding strength of the watermark
bit, round(·) denotes the rounding operation to the nearest
integer, and W′ denotes the scrambled watermark bit at the
position of (i, j).

According to Eq. (27), the original core tensor g(i, j)
is modified to g ′(i, j). It should be emphasized that the
main innovation of this paper is to embed the water-
mark information in the tensor domain. That is, we can
use other embedded watermarking approaches in this
step.
Step 5: Perform the inverse Tucker decomposition on each

black at (i, j) as

g ′(i, j)×1 U1 ×2 U2 ×3 U3 ⇒ A ′(i, j) (28)

Step 6: Thus, the reconstructed color image IW is obtained
by A ′(i, j).

B. WATERMARKING EXTRACTION PROCEDURE
In this subsection, we will propose the watermark extrac-
tion method from a received color image IW . Fig. 2 shows
the schematic diagram of the proposed watermark extrac-
tion scheme. The specific watermark extraction steps are
described as follows:
Step 1: Divide the received color image IW into

m× m× 3 non-overlapping blocks. Here,A∗(i, j) denotes the
(i, j)-th image block, and i, j = 1, 2, · · · ,N .
Step 2: Compute the core tensor by using the Tucker 3

decomposition:

A∗(i, j) = g∗(i, j)×1 U∗
1 ×2 U∗2 ×3 U∗

3 (29)
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FIGURE 3. Ten test original color images with the size of 512×512: from (a) to (j), and two watermarks with a size
of 64×64: (k) and (l).

FIGURE 4. Selection of the Quantization Step T: (a) Average PSNR values obtained over ten original color images and two watermarks
depending on the embedding strength. (b) Average BER value obtained over ten original color images and two watermarks depending on
the embedding strength.

where g∗ ∈ Rm×m×3 is the core tensor and g∗amax(i, j) denotes
position (1,1,1) of the core tensor g∗(i, j).
Step 3: For the core tensor g∗(i, j) of each color image

block, a one-bit watermark at the position of (i, j), w∗1(i, j),
is extracted by using the following equation:

w∗1(i, j) = arg
θ∈{0,1}

min
∣∣∣∣∣∣g(θ )amax(i, j)

∣∣∣− ∣∣g∗amax(i, j)
∣∣∣∣∣ (30)

where g(θ )amax(i, j) is represented as follows:

g(θ )amax(i, j)

=



sign(g∗amax(i, j)) · (2T × round(

∣∣g∗amax(i, j)
∣∣

2T
)+

T
2
)

if θ = 1

sign(g∗amax(i, j)) · (2T × round(

∣∣g∗amax(i, j)
∣∣

2T
)−

T
2
)

if θ = 0

(31)

Step 4: Perform the inverse Arnold transform on W∗1 to
obtain the extracted watermark information W∗.

IV. EXPERIMENTAL RESULTS
In this section, several experiments have been carried out
to examine the robustness and imperceptibility of the pro-
posed color image watermarking method based on the tensor
domain for image copyright protection. To conduct these
experiments, 10 color images with a size of 512×512 from
the IVY image database [33] are considered, and two
binary images with the size of 64×64 from the MPEG-7
database [34] are used as watermarks in the experiments.
That is, 4096 bits are embedded into each host color image
and a one bit watermark is embedded into each block of the
host color image. The host color images and watermarks are
shown in Fig. 3.

To evaluate the imperceptibility of the watermarked color
image, we first define the single channel PSNRi as follows:

PSNRi = 10 log10
2552

MSEi
(32)
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FIGURE 5. The results of embedding and extracting watermarks without any attacks.

TABLE 1. Attacks and attack strength.

where MSEi is mean square error of the i-th channel, which
is given by

MSEi =
1

M ×M

M−1∑
x=0

M−1∑
y=0

(I (x, y, i)− IW (x, y, i))2 (33)

Thus, the PSNR of the color image is defined according to
Eq. (32):

PSNR =
1
3

3∑
i=1

PSNRi (34)
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TABLE 2. Some examples of extracted watermarks and their BER values under different attacks.

In addition, to evaluate the performance in terms of the
watermark’s robustness, the bit error rate (BER) and normal-
ized correlation (NC) are defined as follows:

BER =

N∑
i=1

N∑
j=1
|w∗(i, j)− w(i, j)|

N × N
(35)

NC =

N∑
i=1

N∑
j=1
(w(i, j) · w∗(i, j))√

N∑
i=1

N∑
j=1
(w(i, j))2

√
N∑
i=1

N∑
j=1
(w∗(i, j))2

(36)

A. SELECTION OF THE QUANTIZATION STEP T
For the proposed color image watermarking method, it is
necessary to determine the proper quantization step for the
watermark embedding. In this section, we discuss the rela-
tionship between the quantization step T and the PSNR of
the watermarked color image in order to select the proper

T in the proposed method. Here, 10 original color images
and two watermarks are used. The quantization step T is
increasing from 2 to 100 with an increment equal to 2. Then,
the PSNR value of the watermarked color image is calculated.
Fig. 4 (a) shows the average PSNR values of the watermarked
images with these different quantization steps. It can be found
from Fig. 4 (a) that the PSNR value of the watermarked color
images decreases with the increase in the quantization step.
In addition to considering the average PSNR, the robustness
of the watermarking is also tested. Fig. 4 (b) shows the
relationship between the quantization step T and the average
BER value. It is found from Fig. 4 (b) that the average BER
decreases monotonically with the increase of the quantization
step T . When the smaller quantization step is taken, the larger
BER value is created too, which indicates that the smaller
quantization step reduces the robustness of the proposed
color image watermarking method. To make the watermark
imperceptible, we consider the average PSNR between 35 dB
and 40 dB. Here, we set T = 50 and T = 80.
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TABLE 3. Some examples of extracted watermarks and their BER values under average filter attacks.

B. INVISIBILITY TEST
Fig. 5 shows the visual quality of the watermarked color
images and the extracted watermark information without
an attack. In this experiment, we set the quantization step

as T = 50. It can be seen from Fig. 5 that the PSNR values of
the 10 test images is approximately 39 when the watermark is
embedded, which ensures that the visual quality of the color
image is imperceptible after the watermark is embedded.
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TABLE 4. Some examples of extracted watermarks and their BER values under median filter attacks.

In addition, Fig. 5 also shows that the watermark extraction
BER=0 without attack, which ensures the integrity of the
watermark.

C. ROBUSTNESS TEST
To test the robustness of the proposed color imagewatermark-
ingmethod, we use different attack types and attack strengths.
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TABLE 5. NC values for some attacks.

Table 1 shows the attack types and attack strengths, which
included the most common image processing and geometric
attacks. Each watermarked image is distorted by considering
various attacks. Table 2 shows the Lena image as an example
to extract the results of watermarks and their corresponding
BER values under different attacks. It can also be found
from Table 2 that the proposed color image watermarking
method has good robustness to the different attacks, and it
has strong anti-interference ability toMedian filter and Image
sharpening attacks. Relative to Gaussian noise and Salt and
Pepper noise attacks, it is less robust.

Since color images have the three R, G, and B chan-
nels, we consider R-attacks, G-attacks and B-attacks for the
Average filter and Median filter, respectively. Table 3 and
Table 4 show the impacts of different color channel attacks
on watermark extraction. From Table 3 and Table 4, it is
found that the R-attack has the greatest impact on watermark
extraction under the same attack strength, followed by the
G-attack and B-attack. It also shows that modifying the core
tensor has a slightly smaller effect on the G and B channels.

Fig. 6 shows the mean BER values for the 10 original
color images and 2 watermarks under different attack types
and strengths. It can be observed from Fig. 6 that (1) the
BER values increase with the enhancement of the attack
strength, and (2) by increasing the quantization strength T
from 50 to 80, the proposed color image watermarking is
robust to different attacks.

D. COMPARISON WITH SOME COLOR IMAGE
WATERMARKING METHODS
To further illustrate the performance of the proposed
color image watermarking method, we compare the pro-
posed method with current, state-of art color image
watermarking methods, including the spatial domain-based
method [21], the DCT-domain-based method [35],
the DWT-domain-based method [36] and the QDFT-
domain-based method [26]. The spatial domain-based
method, the DCT-domain-based method and the DWT-
domain-based method worked with the YCrCb brightness
component, which is also called the Y-component. For the
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FIGURE 6. The average BER values of the color image watermarking based on the tensor domain under different attacks.

QDFT method, the watermark information is embedded into
the j imaginary part. For a fair comparison, the PSNR values
of all watermarked images are controlled at 40 dB by adap-
tively adjusting the embedding strength for all the methods.
Table 5 shows the NC values.

It can be seen form Table 5 that although the spatial
domain-based method achieves good results on the filtering
operations (i.e., median filter, average filter, and Gaussian
filter) and JPEG compression, it fails to resist noise attacks
and cropping attacks. It is not the same case for transforma-
tion domain-based methods. The DCT domain-based method
obtains good results on JPEG compression and scale attacks,
but it cannot achieve satisfactory results in other attack types,
and the QDFT-domain-based method has achieved good
results in noise attacks, cropping attacks and scale attacks.
Compared with other methods, the proposed method in noise
attacks, filtering attacks, and cropping attacks has achieved
good results. In the Salt and pepper noise, Gaussian noise,

Media filter, Gaussian filter and Cropping it has achieved the
best results. However, the proposed method cannot achieve
good results under JPEG compression. The reason for this is
that the proposed method modifies all three RGB channels,
which may lead to poor performance on JPEG Compression.
In short, compared with other methods, the proposed method
is robust to all kinds of attacks.

V. CONCLUSION
In this paper, a robust blind color image watermarking based
on the tensor domain is proposed. The main technical con-
tribution of the proposed method is that different from the
general image watermarking methods, a new watermarking
method based on tensor domain is explored, and theoretical
analyses and mathematical proofs are given. The color image
is regarded as a tensor, and the tensor decomposition is
used to obtain the core tensor. The watermark is embedded
into the core tensor by modifying the value of the optimal
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embedding position. Finally, the watermark is spread to the
three channels of the color image through inverse tensor
decomposition. The experimental results show that the pro-
posed method is robust to various attacks. Since the three
channels of the RGB color image are considered as a whole,
we can also view video as a tensor. In the future, we will study
the video watermarking method based on the tensor domain.
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