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ABSTRACT The extraction and vectorization of roads from high spatial resolution remote sensing (HSRRS)
images are of great significance to city planning and development. However, significant as they are, it is
usually an arduous task to put them into practice because the HSRRS images are often filled with complex
ground information. Furthermore, extracted roads may suffer from netsplit or brokenness. This paper thus
proposes Richer convolutional features (RCFs)-based road extraction (Road-RCF) as a method which targets
these issues. A modified roads sample set and RCF network are applied to generate road probabilities in
order to extract initial road information. After the road centerlines extraction by the refinement algorithm,
vectorized roads are ultimately extracted. The compared experiment results show that the Road-RCFmethod
produce better road extraction results than the other four state-of-the-art methods, in both quantitative road
extraction accuracy metrics and the qualitative visual evaluation. The benefits of this model are threefold.
First, the image-to-image network structure of side-output realizes multi-scale and multi-level road feature
fusion in order to make a full use of the information from a low level to a high level. Second, according to
the deep supervision of the side-output, it guides the learning of the correct road information. Third, after the
detection of the road, the road centerlines are vectorized to facilitate the attribute information management
and electronic map production. In a word, the proposed Road-RCF method is both practical and meaningful
toward updating the geo-information system database.

INDEX TERMS High spatial resolution remote sensing images, Richer convolutional features, road
detection, road centerlines extraction and vectorization.

I. INTRODUCTION
As one of the major components of a city, urban roads
play an important role in the formation and development
of that city. The vectorized road can integrate some non-
spatial attribute information into the spatial database, which
can effectively model the traffic information and further aid
traffic management. Traditional electronic maps and urban
roads traffic networks are mainly produced based on vector-
ized human-informed paper maps and updated based on the
manual digitization of high spatial resolution remote sens-
ing (HSRRS) images, which involves large workloads and
has long production cycles. Therefore, it is difficult to effec-
tively maintain the accuracy and real-time capability of traffic
maps. The rapid development of remote sensing technology
makes it possible to use the road information extracted from

HSRRS images in the urban geographic databases updating,
urban transportation planning [1], citizen tourism planning,
urban mapping techniques [2], etc. However, there are a large
number of mixed pixels in HSRRS image, which makes the
boundaries between roads and other objects in the image data
unclear. In the image data, urban roads with rich spectral
information can easily produce incorrect border information.
The complex features presented in HSRRS images (such as
green belts, shadows and roadmaking line.) are liable to cause
the poor geometric accuracy of road information extraction
results. Consequently, it is always a hard task to accurately
extract roads from HSRRS images.

Road extraction from remote sensing images is a hot topic
with a rich research history. The methodological system
related to road extractionwas summarized in Fig. 1. As shown
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FIGURE 1. Main methods of road extraction.

in Fig. 1, traditional works on this topic can be generally
summarized into three groups, feature level, object level and
knowledge level.

(1) Road extraction on the feature level, includes the tem-
plate matching [3]–[9], the edge and parallel lines [10]–[13],
the model method [14]–[18] and the filter method [19], [20].
The template matching method extracts the roads from the
image according to extracted seed pixels or a specific tem-
plate to form an initial road network. The edge and parallel
lines use the trait that the road edges are usually parallel
lines. For example, Unsalan and Sirmacek [12] extracted
the initial edge of the road and then used the Binary Bal-
lon algorithm and graph theory to extract roads. The model
method extracted the road network based on the snake
model [14], [15], the Markov model [16], and the like. The
filter method obtains the road network based on enhanced
road pixels using a specific filter. However, these methods
lead to the ‘‘salt and pepper’’ phenomenon and poor extrac-
tion accuracy, especially in complex scenes.

(2) Road extraction on the object level, includes
multi-resolution analysis [21]–[24] and regional statistical
analysis [25], [26]. The multi-resolution analysis method
improves the precision of road extraction by combining dif-
ferent resolutions of remote sensing images or single image
at different scales. Regional statistical methods, such as
Yi et al. [25], initially segmented the image into objects, and
then built a ‘‘word-theme’’ model to extract the road network.
Region-based road extraction algorithms have achieved some
progresses in complex urban environments, but the initial seg-
mentation or clustering of images leads to the phenomenon
of ‘‘adhesion’’.

(3) Road extraction on the knowledge level, such as the
multi-source data fusion [27], [28], the road characteris-
tics and the other knowledge related theories [29]–[35].
The multi-source data fusion method guides or assists the

extraction of road networks based on existing road databases
or other data, such as vector maps and documents. The road
characteristics and other knowledge related theories extract
roads based on their own characteristics, such as spectrum
and context features. Thesemethods also havemade advances
in complex scenes [36], but the design of such algorithms is
more complicated and the operating efficiency is not ideal.

In 2006, Hinton et al. [37] proposed the concept of deep
learning (DL), which provides the basis for the revival of
DL. After that, deep learning techniques are also widely
used in the field of remote sensing [38], like scene clas-
sification [39]–[42], object detection [43]–[46] and image
retrieval [47], [48]. Recently, researchers have attempted to
adopt DL to extract roads from HSRRS images. Two kinds
of networks have been involved in this topic, the Convolu-
tional Neural Network (CNN) and the Fully Convolutional
Neural (FCN) [49], and Fig. 1 summarizes methods for road
extraction based on the CNN and the FCN.

Unlike traditional algorithms that just use low-level
information for road extraction, the CNN can reduce
false detections by embedding many high-level [50], [51]
and multi-scale information. Starting with Mnih and Hin-
ton [52] (2010), the Deep Belief Network (DBN) model
has been used to detect roads in airborne remote sens-
ing images. Saito et al. [53] employed the CNN to extract
buildings and roads directly from raw remote sensing
images. Sarhan et al. [54] used cellular networks to extract
roads from images, and proposed a framework called the
‘‘CNN-Cellular Neural Network’’, which makes full use
of the spectral and geometric characteristics of roads in
remote sensing images. Based on the adaptive artificial
neural network (ANN) method, a self-learning supervised
learning neural network was trained and applied to road
extraction from the WorldView-II satellite’s panchromatic
images by Wijesingha [55]. Li et al. [56] used the CNN to
judge whether a pixel belongs to a road, then smoothed
it through post-processing and obtained the centerline of a
road. Zhao et al. [57] proposed an object-based deep learning
method to accurately extract roads from HSRRS images.
Although the CNN has achieved certain results in road extrac-
tion, the local processing strategy still yields many errors
in the extraction results. For example, roads extracted from
images of complex features still have patches and incomplete
fragments.

Compared with CNN, the features extracted from FCN
network are high-level features that contain more abstract
semantic information [58]. Zhong et al. [59] used the FCN
to extract roads and buildings from the Massachusetts dataset
and achieved acceptable results. Cheng et al. [60] proposed
a cascaded end-to-end convolutional neural network (Cas-
Net) which contains two convolutional neural networks: a
road detection network and a centerline extraction network.
Fu et al. [61] designed a multi-scale network based on the
FCN and adopted Conditional Random Fields (CRFs) to
refine output class maps, which could get better road clas-
sification results on GF-2 and IKONOS images. In [62],
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a semantic segmentation neural network combining resid-
ual learning and U-Net strength is proposed for road
area extraction, which can ease the training of deep
networks and maintain networks with fewer parameters.
Panboonyuen et al. [63] replaced the activation function with
an exponential linear unit (ELU) in a deep convolutional
encoder-decoder network (DCED). Then, they added land-
scape metrics (LMs) and CRFs to extract roads more
accurately. These network structures operate on the entire
image to facilitate the acquisition of high-level information.
However, only the information output from the last con-
volutional layer can be used. As a result, the road infor-
mation between each layer cannot be fully acquired and
used.

The networks mentioned above are only for end-to-end
and pixel-to-pixel training, which can’t fully acquire the
abstract information on each convolution layer. Liu et al. [64]
firstly proposed the Richer Convolutional Features (RCF)
network which developed from the Holistically-Nested Edge
Detection (HED) network [65]. The RCF model changes the
locally handled way of the traditional network. Based on
the training and prediction of the entire image, high-level
semantic information can be obtained. It is worth mentioning
that deep supervision helps side-output layers to produce
multi-scale density predictions and a fusion output, which
can make full use of the complementary information between
different convolution layers. Up to present, the RCF has been
trained and tested on the Berkeley Segmentation Dataset and
Benchmark (BSDS500), the NUY Depth Dataset (NYUD),
as well as the Multicue Datasets, and all achieves good
accuracy.

As is known to all, although natural scene belongs to
different categories, they may resemble each other in many
respects [66]. However, HSRRS images include various types
of objects with different sizes, colors, rotations, and locations
in a single scene, which results in high complexity of remote
sensing images and high difficulty of road extraction. In this
paper, we not only want to get a smooth and complete road
network map with the consideration of high-level semantic
information, but also want the road network map to contain
more details to describe the boundary information. Thus,
we develop a side-output image-to-image fusion and deep
supervision road detection system by using Richer Convo-
lutional Features based road extraction (Road-RCF) method.
Richer multi-scale road features are learned in the side-output
layer, which combines the local information of the road with
the high-level semantic information to reduce the influence
of occlusion and shadow. Manually labeling road samples
makes the deep supervision of each layer of network in
reality, thus achieving optimal fitting of road information
at different scales and enhancing the saliency-guided road
feature learning. The paper is organized as follows: Section 2
describes the proposed methodology. Section 3 presents the
processed datasets and experimental results. Discussions are
shown in Section 4. The conclusions are demonstrated in
Section 5.

FIGURE 2. Framework of Road-RCF model.

II. METHODOLOGY
This paper proposes a Road-RCF model for road informa-
tion extraction from HSRRS images. As shown in Fig. 2,
this model is mainly composed of the following four parts:
(i) dataset preprocessing is performed on the original image
to generate training samples and testing samples; (ii) training
samples are used to train the RCF network, and then the
trained RCF network is performed on input test samples to
generate a rough road feature map; (iii) non-road informa-
tion is eliminated with a low grayscale value in the feature
map by auto-threshold segmentation, which generates a road
binary map; (iv) extraction and vectorization of the road
centerlines are performed to obtain a complete vector road
network.

A. DATASET PREPARATION
The production and processing of datasets are essen-
tial for the training of the network and the final
prediction.

Unlike natural pictures, HSRRS images are not only large,
but also occupy a large storage space, which requires high
performance hardware environment. To ease processing, it is
preferable to separate a HSRRS image into several suitable
sized sub-images.

Manual road labeling is then performed to use software
such as ArcGIS or some related algorithms. In the pro-
cess of labeling, it should be noted that the size of the
groundtruth must be the same as the size of the original
image, and the position of the road in the groundtruth is
consistent with that of the road in the original image. Every
sample data is composed of two types of image: the image
(Hight∗Width∗Channel) and the labeled groundtruth raster
image (Hight∗Width∗{0,1}). The sample data is divided into
the training set and testing set in accordance with the ratio
of 20:1.

Deep learning usually requires a lot of data, and it is
difficult to make larger datasets by manual labeling. Data
augmentation has been proved to be a crucial technique
in deep network. Data augmentation can effectively avoid
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FIGURE 3. Road-RCF network architecture.

over-fitting problems and improve the accuracy of road
extraction. In fact, there are many ways for data augmen-
tation, such as rotation, random scale, color jittering and
deformation. This paper utilizes the method of rotation at
different angles for data augmentation.

B. Road-RCF NETWORK
The proposed Road-RCF model of road information extrac-
tion benefits from the recent success of the RCF network. The
design of the RCF network is based on the modification of
the VGG16 [67] network. An advantage of the RCF-based
road detection method is that it uses the side-output image-
to-image and deep supervision network architecture. In this
architecture, the side-output layer is added to incorporate the
feature responses from different levels of the primary network
stream. Also, deep supervision uses the label (groundtruth)
to guide the correct side-output of the road informa-
tion. Our Road-RCF network architecture is illustrated
in Fig. 3.

1) NETWORK STRUCTURE OF VGG16
The structure of the VGG16 network is really simple. Nev-
ertheless, it is actually an ideal structure for image process-
ing, such as image classification and target positioning. As
demonstrated in Fig. 4, VGG 16 contains 5 stages, 3 fully
connected layers and other basic components (activation and
dropout layers).

FIGURE 4. Illustration of the architecture of VGG 16.

Each stage has 2 or 3 convolutional layers and is connected
with a maximum pooling layer. The entire network has the
same size convolution kernel (3× 3) and pool kernel (2× 2).

Oftentimes, multiple identical 3 × 3 convolution layers
which are stacked together make more non-linear transfor-
mations available which can enhance the network’s ability
to learn the features. As the receptive field size increases,
useful information captured by the convolutional layers
becomes increasingly rough. The receptive field is an area
where the region mappings on the original image accord-
ing to the pixels on the feature map output by each layer
of the convolutional neural network. The detailed receptive
field sizes of different layers can be seen in Table 1 in
detail.

2) SIDE-OUTPUT IMAGE-TO-IMAGE
The Road-RCF network discards the fully connected layer,
and uses the deconvolutional layer for upsampling to restore
the original image size. This strategy enables input images to
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TABLE 1. Detailed receptive field sizes of different layers.

FIGURE 5. Illustration of side-output image-to-image for side-output
feature map generation.

be flexible in size, and finally maintains the corresponding
size of the classification image.

The CNN autonomously learns features of multiple levels
through the convolutional layer and the pooling layer. The
hidden network with smaller receptive field can learn some
local information of objects in the image. However, as the
number of layers increases, the receptive field also becomes
larger, which leads to a higher level of information output.
Unlike the CNN, the Road-RCF takes full advantage of the
complementary information between different convolutional
layers to obtain more accurate results for road extraction. The
skip-layer connection provides the important ability to the
Road-RCF with the important ability to use features at differ-
ent layers for extracting information. After each convolution
of conv1_2, conv2_2, conv3_3, conv4_3, and conv5_3, the
VGG16 performs a pooling operation respectively. As shown
in Fig. 5, the Road-RCF network removes the pooling layer 5
and the fully connected layer, and then connects each con-
volutional layer with an output layer which includes the
convolution kernel 1 × 1-21. The features learned by each
layer are preserved. Finally, the resulting layers in each stage
are accumulated by an eltwise layer to attain the hybrid
features.

In the proposed model, 5 stages are involved in side-output
image-to-image. In stage 1, a 1×1-1 side-output layer follows
each eltwise layer, and then the low-level road feature map is
acquired. In stage 2, the original image is reduced to 1/2 after
a pooling operation, thus the Road-RCF-dsn2 is derived from
the second convolution and output of the image. At this point,
the Road-RCF-dsn2 is half the size of the original image.
Then, the feature map is upsampled by using a deconvolution
layer based on bilinear interpolation with a kernel_size of 4
and a stride of 2. According to different convolution and
pooling layers, the parameters of kernel_size and stride are

TABLE 2. The parameters kenel_size and stride of the deconvolution
layer in the Road-RCF.

FIGURE 6. Side-outputs of multi-scale road feature in every stage of
Road-RCF and fusion.

set for the deconvolution layer of stage 3, stage 4 and stage
5 respectively, as listed in Table 2.

Fig. 6 illustrates the exemplary results of side-output and
the multi-scale fusion. As shown in Fig. 6, the shallow lay-
ers (Road-RCF-dsn1, Road-RCF-dsn2, and Road-RCF-dsn3)
capture more spatial details, while they lack sufficient seman-
tic information. In contrast, the deeper layers (Road-RCF-
dsn4 and Road-RCF-dsn5) encode richer semantic infor-
mation, but spatial details are missing. Finally, the concat
layer fuse the side-output road feature map to generate the
prediction.

3) DEEP SUPERVISION
The Road-RCF network inserts a side-output layer into each
convolutional layer to obtain multi-scale information. In the
meantime, the Road-RCF network joins the deep supervision
that in embedded in each side-output layer. The traditional
FCN performs weighted-fusion supervision. For example,
the [49] proposed two skip strategies for object segmentation:
FCN-16s and FCN-8s. They mapped the groundtruth on the
final fusion layer and adjusted network parameters by calcu-
lating loss values of the fused image. The deep supervision
showed in Fig. 7 is different from the weighted-fusion super-
vision. The deep supervision is used to guide image output of
side-output layer which obtains corresponding road feature
at different scales. Fig. 8 shows comparison of road feature
extracted in stage 1 where two situations are tested: deep
supervision and without deep supervision. We observe that
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FIGURE 7. Illustration of deep supervision for guiding the side-outputs
towards road predictions.

FIGURE 8. Comparison of road feature extracted in stage 1
with or without deep supervision. (a) Groundtruth. (b) Saliency road
features are obtained through deep supervision. (c) Without deep
supervision.

with deep supervision, the road feature is more obvious in
stage1.

C. AUTOMATIC THRESHOLD SEGMENTATION
Automatic threshold segmentation can automatically convert
a grayscale image into a binary image according to the dis-
tribution of grayscale values. Through the network, a road
feature map which is (grayscale map) full of ‘‘shadows’’ is
predicted based on the datasets. The reason for the occurrence
of shadows is that the spatial resolution of the image features
gradually decreases as the pooling operation and receptive
field of the network increase. Thus, the linear classifier in
the fully convolution structure produces similar responses in
adjacent pixels, which generates of fuzzy edges. Furthermore,
when the images are finally merged and output, they are
affected by the characteristics of low-level network informa-
tion, and results in some fuzzy ‘‘shadows’’.We use the largest
inter-class variance method to enhance the road region with
a large gray value while eliminating the ‘‘shadows’’ with a
smaller gray value. The pixels in the graph are divided into
two types: w0 and w1, by a threshold T . Pixels with gray
values in [0, T − 1] marked with w0, and pixels with gray
value in [T , L − 1] are marked with w1. The average gray
values of areas w0 and w1 are

µ0 =
1
P

T−1∑
i=0

ipi =
µ(T )
P0

(1)

Algorithm 1 Calculation Z0 (P1)
nCount = 0
if (P2==0 && P3==1) nCount ++;
if ( P3==0 && P4==1) nCount ++;
if (P4==0 && P5==1) nCount ++;
if (P5==0 && P6==1) nCount ++;
if (P6==0 && P7==1) nCount ++;
if (P7==0 && P8==1) nCount ++;
if (P8==0 && P9==1) nCount ++;
if (P9==0 && P2==1) nCount ++;
Z0 (P1) = nCount

µ1 =
1
P

L−1∑
i=T

ipi =
µ− µ(T )
1− P0

(2)

where, µ0 and µ1 are respectively the average gray values
of areas w0 and w1, P0 and P1 respectively represent the
probabilities of regions w0 and w1, and Pi represents the
probability of occurrence of gray values i.

Then, the average gray level of the entire image µ is
computed as

µ =

T−1∑
i=0

iPi +
L−1∑
i=T

iPi = P0µ0 + P1µ1 (3)

The total variance of the two regions is

σ 2
B = P0(µ0 − µ)2 + P1(µ1 − µ)2 = P0P1(µ0 − µ1)2

(4)

Let T be in the range of [0, L − 1] in order so that
the maximum T value of σ 2

B is the optimal segmentation
threshold.

D. ROAD CENTERLINE EXTRACTION AND VECTORIZATION
In general, centerline extraction of roads highlights the roads’
shape characteristics and topology that can reduce the amount
of redundant information. In large-scale navigation maps,
spatial and attribute information of roads can be clearly dis-
played. This refinement algorithm has two advantages: there
is no glitch on the extracted centerline, and the centerline of
the extracted road is relatively smooth.

In the process of extracting the centerline of the road.
As shown in Fig. 9, 9 points in 3×3 the area are marked as
P1, P2, . . . P9. Here, it is specified that 1 represents black
and 0 represents white. In the case of the center point P1 =
1, rules can be formulated as follows.

(1) 2 ≤ NZ (P1) ≤ 6, where NZ(P) represents the number
of 1s in the 8 fields of P points.
(2) Z0 (P1) = 1.
(3) P2×P4×P8=0 or Z0(P1) 6= 1.
(4) P2×P4×P6=0 or Z0(P4) 6= 1.
If the above four rules are satisfied, delete P1 (that is, let

P1=0). Repeat steps for each point in the image until no
further points can be deleted.
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FIGURE 9. 3×3 neighborhoods.

FIGURE 10. The process of the auto-tracking-vectorization algorithm.
(a) The current feature point search direction. (b) The vectorization in the
BP-NP direction, where BP represents the previous feature pixel and NP
represents the current feature point.

The vectorization of refined roads in grid format real-
izes through an auto-tracking-vectorization algorithm [68].
As shown in Fig. 10, all pixels except for the intersection
pixels that are marked as current feature pixel (NP) are set
as 0. The basic steps of the algorithm are as following.

(1) Search for endpoint pixels. If the last pixel of the image
has been found, perform step (4). Otherwise, it is marked as
the NP. Then, the line number increases by 1, and the pixel is
converted into a vector point. Eventually, the point number is
stored in the current line.

(2) In eight-neighbor field (as shown in Fig. 10(a)) whose
center is the NP, reach next refined pixel and set it as the
new NP. Meanwhile, the center pixel which is the previ-
ous NP is set as previous feature pixel (BP) (as shown
in Fig. 10(b)).

(3) If the pixel being searched is a non-endpoint feature
pixel, it is converted into a vector point and the point number
shall be stored in the current line. Then, step (2) is repeated.
The pixel shall be directly converted into a vector point and
point number should be saved in the current line before step
(1) is performed. If the pixel is an intersection point, it should
be treated as an ordinary feature point, and the intersection
point should be stored in the intersection table. The search
for the next pixel starting from the direction of the BP is
performed and point to the intersection point to ensure that
the intersection point is not broken.

(4) Based on the intersection table, the intersection point is
transferred as the starting point. The tracking method is the
same as above, and once the tracking is completed, a reverse
tracking shall be operated from the same intersection point.
After all the intersections are tracked, the vector data file of
the road will be output.

FIGURE 11. Samples of the dataset and data augmentation through
anticlockwise rotation. (a) Cropped image and groundtruth; (b), (c) and
(d) respectively indicate that the image and groundtruth are rotated
90 degrees, 180 degrees and 270 degrees.

III. EXPERIMENT
A. EXPERIMENTAL DATASETS
The Massachusetts roads dataset (publicly available and pro-
vided by [69] ) consists of 1171 images of Massachusetts.
The dataset covers cities, suburbs and rural areas, with a total
area of more than 2600 square kilometers. It also contains a
wealth of information, including roads, rivers, oceans, various
buildings, vegetation, schools, bridges, ports and vehicles.
Each image is 1500 × 1500 pixels in size. Considering the
computer memory constraint, 865 images of good quality and
complete information were selected from the Massachusetts
roads dataset and divided each image into four 750 × 750
pixels parts suitable for the network learning environment.
The data is randomly split into a training set of 3300 images
and testing set of 160 images.

In deep network training, the model need to ensure that
enough data is entered to avoid overfitting. Therefore, data
augmentation has been proved to be a key technology in
deep networks. In this study, data augmentation was achieved
through rotating the segmented training image in three differ-
ent angles. Samples of this dataset and data augmentation are
shown in Fig. 11.

B. EXPERIMENTAL ENVIRONMENT OF Road-RCF
As one of the top ten frameworks for deep learning, Caffe has
been a leader in the computer vision. We implemented our
network architecture based on the Caffe platform. We used
the pre-training parameters of the first 13 convolutional lay-
ers of VGG as the initial parameters for the fine-tuning
of our networks. The network was trained for 40000 iter-
ations, the learning rate was set to 10−7 and it was grad-
ually decreased by 0.1 every 10000 iterations. Due to the
same size of the input image, we applied a non-standardized
missing learning rate. On a single NVIDIA GTX1080 GPU,
we trained the Road-RCF model for approximately 31 hours.

C. COMPARISON EXPERIMENT
To test the validity of the proposed model for road
detection, by using four different typical images, this paper
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FIGURE 12. Visual comparisons of road extraction results with different comparing algorithms. (a) Input image. (b) Groundtruth. (c)-(g) The extracted
road probability results in the Massachusetts roads dataset by Pixel-CNN, SLIC-CNN, SEEDS-MCNN, U-Net and Road-RCF.

compared the performance of road extraction using Road-
RCF with the Pixel-based Convolutional Neural Network
(Pixel-CNN) [70] (pixel-wise classification), the super-pixel
classification based on the Simple Linear Iterative Clustering
Convolutional Neural Network (SLIC-CNN) [72], the super-
pixel classification based on the Multi-Scale Convolutional
Neural Network (SEEDS-MCNN) [73], and the semantic
segmentationmethods based on the CNN, such as U-Net [74].
The lately proposed U-Net tries to deal with the problem
of the pixel-wise classification, which used a hierarchy of
decoders to gradually repair the details and spatial dimen-
sions of the segmentation map. It is worth noting that the
U-Net model has achieved good results in the scene feature
detection on satellite images as reported on the Kaggle web-
site.1

D. ROAD EXTRACTION RESULTS
Fig. 12 illustrates the four road extraction results of the Pixel-
CNN, SLIC-CNN, SEEDS-MCNN, U-Net and the proposed
Road-RCF. Without the influence of light, shelter, shadows,
etc. (as shown in image 1), the roads exhibit long-length char-
acteristics and gray-scale uniformity characteristics in remote
sensing images, which objectively guarantees the accuracy
and completeness of road extraction. Despite this, Road-RCF

1https://deepsense.ai/deep-learning-for-satellite-imagery-via-image-
segmentation/

shows higher extraction accuracy on the boundary and could
obtain smoother results. It is worth noting that, compared
with image 1, the original images of image 2 and image 3 are
more shaded with trees and shadows. Meanwhile, the shape
and grayscale information are also seriously disturbed. The
road boundary information extracted by the Pixel-CNN and
SLIC-CNN methods were partly missed, although sufficient
samples have been selected. There are serious ‘‘salt and
pepper’’ phenomena and discontinuity due to the SEEDS-
MCNN based road extraction results. The U-Net method
takes into account the semantic information of the road, but
the phenomenon of leakage is still more serious due to the
influence of trees and shadows. In this case, roads extracted
by Road-RCF are more continuous and complete than those
produced by the other four methods. Meanwhile, the spectral
and textural information of roads, buildings, parking lots, etc.
are similar in the original image of image 4, resulting in plenty
of small and wrong patch information in Pixel-CNN, SLIC-
CNNand SEEDS-MCNNextractingmuchwrong small patch
information. By comparison as shown in Fig. 12, it can
be concluded that the proposed Road-RCF method is supe-
rior to Pixel-CNN, SLIC-CNN, SEEDS-MCNN and U-Net
methods.

Based on the road probability results, the road centerlines
were extracted after automatic threshold segmentation and
vectorization. Fig. 13 shows the results of road centerline
extraction and vectorization.
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FIGURE 13. The results of road centerline extraction and vectorization. (a) Original image. (b) The extracted road probability
results by Road-RCF. (c) Result of road centerline extraction. (d) Vectorized road superimposed with the original image effect.

Fig. 13 presents the visual effect of road centerline extrac-
tion and vectorization. It can be seen that the road in this
image are concurrently affected by trees, buildings, vehicles,
and branches, which is very common in real-world appli-
cations. The results show that the centerline extracted from
the road is very smooth and well connected without inter-
ruption. Therefore, a complete road network can be obtained
(as shown in Fig.13(c)). Fig. 13 (d) shows the result of the
superposition of the original image and the vector road, from
which it can be seen that the vectorized road is in good
agreement with the original road.

E. EVALUATION METRICS
We extract roads’ information from remote sensing images
with complex features, which can be viewed as binary clas-
sifications. That is, road pixels are positive and non-road
pixels are negative. According to this situation, we divided
the predicted image pixels into four types according to the
combination of the real category and the predicted category:
true positive (TP), false positive (FP), true negative (TN),
and false negative (FN). Precision is the percentage of cor-
rectly classified road pixels among all predicted pixels by
the classifier. Recall is used to evaluate the percentage of
road pixels that are correctly predicted as the actual road
pixels. TheF1-score is the harmonic average ofPrecision and
Recall. In particular, we use the Accuracy index to perform an
overall assessment of the classifier. Thus, the following four
evaluation metrics are defined for assessing the performance
of the proposed road extraction method.

Precision =
TP

TP+ FP
(5)

Recall =
TP

TP+ FN
(6)

F1− score =
2× Precision× Recall
Precision+ Recall

(7)

TABLE 3. Performance comparison of different methods.

Accuracy =
TP+ TN

TP+ FN + FP+ TN
(8)

Because of the difficulty in correctly labeling all the road
pixels, we used the relaxed precision and recall scores [75] to
evaluate road extraction. In this experiment, the parameter ρ
is set to 3, which is consistent with previous studies [52], [62].

To better explore the contrasting effects between Road-
RCF, Pixel-CNN, SLIC-CNN, SEEDS-MCNN and U-Net,
we provided the quantitative comparisons of different road
extraction methods in Table 3.

Table 3 shows the evaluation results of the five methods.
In this paper, the four indicators including Precision, Recall,
F1-score, and Accuracy were used. It is noteworthy that our
method achieved a high Accuracy rate (96.3%) in these five
methods. Simultaneously, the proposed approach achieved a
Precision rate of 85.8% and a Recall rate of 98.5%, which
are improvements of at least 7.8% and 2.3% relative to Pixel-
CNN, SLIC-CNN and SEEDS-MCNN, respectively. Com-
pared to Road-RCF, the U-Net model has a higher Precision
rate (89.3%), but its Recall rate (88.5%) is much lower than
98.5%. Particularly, amongst the five methods, the Road-
RCF achieved the highest F1-score (91.5%). By analyzing
the Precision, Recall, F1-score, and Accuracy values from
Table 3, it is clear that the proposed Road-RCF model yields
more reliable and acceptable results and improves the general
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classification performance, which is more suitable for the
extraction of road information.

IV. DISCUSSION
Being different from other road extraction methods, the
Road-RCF method fully combines the low-level features
(e.g., spectral and texture) from the bottom level and the high-
level features from the top level to perform precise extraction
of road information. Meanwhile, the completeness and valid-
ity of road information influence the result of road vector-
ization directly. Normally, shadows of objects on and beside
roads and the impact of the phenomenon that different object
with same spectral characteristics would lead to incomplete
road information extraction and failures. However, the issue
cannot be solved by classical road extraction methods nor
by the CNN road extraction. For quite some time, the road
extraction from HSRRS images required manual work or the
help of traditional techniques. However, there will be chal-
lenges when the workload gets greater. The network of Road-
RCF which uses the training data manually labeled can over-
come the problem that road information can’t be obtained
completely. The validity of extraction is promoted by deep
supervision guidance and side-outputs multi-scale fusion,
whichmeets the visual cognition pattern. Road centerlines are
obtained and vectorized based on the information extracted
by Road-RCF network. The final vectorized road centerlines
possess accurate location information, better completeness
and shapes as well as better visual explanation.

Natural images possess salient features, less information
and a single structure. Unlike natural images, HSRRS images
contain complex object information [76]. Road extractions in
the image are greatly influenced by object spectrums, textures
and positions. Meanwhile, geometric features of roads such
as changes of curvature and width also bring challenges to
road extraction.

According to experiment results, the proposed method
has advantages in extracting road information from HSRRS
images. Roads extracted by the Pixel-CNN has a serious
problem of ‘‘salt and pepper’’ phenomena and fuzzy bound-
aries because the Pixel-CNN only counts on spectral and
texture features and the mixed pixels in road boundaries lead
to undesirable error classifications. Methods based on super-
pixels such as SLIC-CNN and SEEDS-MCNN effectively
restrain the influence of mixed pixels by segmentation pro-
cess and thus improve classification performance to a certain
extent. Nevertheless, it’s hard to find a proper segmentation
scale among existing methods to fit road information with
complex features in HSRRS images. U-Net owns an encoder-
decoder structure. The encoder obtains sematic information
of roads by constantly pooling while the decoder gradually
renovates details of road information. Compared to the Pixel-
CNN, SLIC-CNN and SEEDS-MCNN, the U-Net shows
better accuracy in boundary extraction and has better perfor-
mance in pixel classification.

In comparison to four excellent methods mentioned above,
the Road-RCF shows better classification performance.

It outputs road features from each convolutional layer and
integrates them on multi scales. Multi-scale fusion of roads
not only uses low-level information to maintain detail infor-
mation features, but also utilizes high-level sematic infor-
mation to obtain accurate boundaries and avoid impacts of
shadows, curvatures and width changes. The optimal fits in
different scales are obtained via constant learning of road
features under the guidance of deep supervision. Many shal-
low and hidden road information are learned by multi-scale
information fusion and under the guidance of manual labels.

The main limitation of our approach is that the road width
can’t be accurately obtained because the continuous pooling
operation and the receptive field become large, causing the
linear classifier in the full convolution structure to produce
similar responses at the beginning of adjacent pixels, thus
making the original image details cannot be restored by
simple upsampling. In addition, the emergence of problems
such as mixed pixels are also inevitable. Furthermore, there
is a structural limitation of CNNs in conducting fine-grained
detection. If we wish to keep a low number of learnable
parameters, the ability to learn long-range contextual features
comes at the cost of losing spatial accuracy. That is, there is
a tradeoff between detection and localization. This is a well-
known issue and still a scientific challenge [77].

V. CONCLUSIONS
This paper presents a Road-RCF model for road informa-
tion extraction from HSRRS images. The proposed method
applies an RCF network with deep supervision and side-
output image-to-image fusion to obtain road feature maps.
Deep supervision is imposed at each side-output layer to
guide the side-outputs towards road predictions with the
characteristics that we desire. The use of high-level semantic
information that is acquired by side-output layer can reduce
the impact of interference information and is helpful for effec-
tive road detection. The centerline extraction using the refine-
ment algorithm shows a good smoothness and continuity, and
the road centerlines are vectorized to facilitate the attribute
information management and electronic map production.
Compared with the Pixel-CNN, SLIC-CNN, SEEDS-MCNN
and U-Net methods, the proposed method is proven to be a
promising approach for road extraction.

Highlights of this paper are listed as follows:
(1) For the first time, the RCF model is used to extract

road information from complex HSRRS images. Multi-scale
fusion of road information and guidance of deep supervision
are utilized to obtain better road extraction results, which
performs best compared to other methods.

(2) About construction of RCF-Road network. Based on
Massachusetts roads dataset, representative images are cho-
sen after deleting false labels, which greatly reduces the
interference of false information. Meanwhile, the dataset
was enhanced by rotation based on data augmentation to
avoid over-fitting phenomenon during the construction of
RCF-Road network.
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(3) From the view of practical use, other than edge detec-
tion by traditional RCF model, this work provides a new
practicable idea for vectorized road extraction. Since it can
produce integrated and complete road network map which
can be used as the basic map of road vectorization. The
vectorized road centerline can store additional non-spatial
attribute information, which facilitates the updates and man-
agement of the electronic map.

However, our proposed method could not get accurate
information about road width because of the problems of
the network structure itself and the problem of mixed pixels.
Thus, future research may focus on extracting the accurate
location of the road network.
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