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ABSTRACT Software fault prediction is a very consequent research topic for software quality assurance.
The performance of fault prediction model depends on the features that are used to train it. Redundant
and irrelevant features can hinder the performance of a classification model. In this paper, we propose an
empirical study of two-stage data pre-processing technique on software fault prediction models. In the first
stage, a novel semi-supervised deep Fuzzy C-Mean (DFCM) clustering-based feature extraction technique
is proposed to create new features by utilizing deep multi-clusters of unlabeled and labeled data sets that
tends to maximize intra-cluster class and intra-cluster feature by using FCM clustering. The FCM also
utilizes to handle the class imbalance problem. In the second stage, we further ameliorate the prediction
performance with coalescence of feature selection (using random-under sampling) to reduce the noisy data
for classification. However, by the performance of themodel results in the amalgamation of novel DFCMdata
pre-processing approach work better due to their ability to identify and amalgamation essential information
in data features. An empirical study is designed on real-world software project (NASA & Eclipse) data set
to evaluate the performance of DFCM by implemented different data pre-processing schemes on prediction
models (C4.5, naive bayes, and 1-near neighbor (1-NN)), which are widely used in software fault prediction
and further investigated the influencing factors in our approach. The result shows that the performance of
the proposed DFCM feature extraction technique for data pre-processing is stable and effectiveness on all
prediction models.

INDEX TERMS Semi-supervised learning, Fuzzy C-Mean clustering, feature learning, software fault
prediction.

I. INTRODUCTION
Software fault prediction (SFP) is one of the hottest research
topics in experimental software engineering to test reliability
and quality of software entities. The complexity and size of
software are rapidly increasing day by day for sundry reasons
incrementing authoritative ordinance of infusion of incipient
technologies, reliability, and security by the users. One pos-
sible way to handle this issue is to focus on determination of
redundant preprocessing data in early phases of software fault

prediction. Software defect prediction can be regarded as the
binary classification problem, which aims to divide software
modules into fault modules or non-fault modules. To improve
software quality assurance, many researchers paid attention
to the process of testing and withal on preprocessing training
data [1]–[11], [41], [42].

Supervised learning models are one of the best choices
for software fault prediction if labeled data are provided
for training model [12], [13]. Consequently, for the better
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accuracy one drawback of supervised learning is that the
size of training dataset should be as large as possible, which
is expensive and time-consuming. Supervised learning mod-
els use class labeled data represented as known fault data
during the training phase. However, there are cases when
previous known faults data are not inordinate available for
training model, then to handle this challenging problem,
the semi-supervised approach can be applied in these case.
Fig. 1 is a semi-supervised learning approach because in
the training phase uses labeled data represented as known
faults data and unlabeled data represented as unknown faults
data.

Many researchers have proposed the semi-supervised
approach for classification [14], [15], [16]. However, few
researchers have been used simultaneously to exploit the
obnubilated information from unlabeled data to labeled
data [17]–[20], [42]. Many semi-supervised approaches are
used for fault prediction. However, most of them have been
dealing with balanced classes [13].

Real-world datasets are usually imbalanced, causes a diffi-
culty for most traditional classification algorithms, example
decision tree, Naive Bayes, support vector machine, random
forest and evolutionary algorithms [6], [21]–[25], [27], [28].
The cause of imbalanced problem occurs where some classes
are highly underrepresented compared to other classes. Par-
ticularly, for a binary class application, level of imbalance is
defined as the ratio of the number of majority examples to that
of the minority ones, and the minority class is always more
interest [29], [30]. This problem affects the performance of
the classification models. This problem has gained more
attention from researchers, lately. The K-nearest neighbor
classifier (KNN) [31], [32] is one of the most popular learn-
ing algorithms for imbalance classes. An object is assigned
to the class which is most frequent among the K-nearest
neighbor. At the time, numerous changes in KNN have been
proposed for improvement [33], [34]. There are many Fuzzy
set theory based algorithms [35]–[38] are proposed for imbal-
anced classes.

Nevertheless, the imbalanced dataset is not the only fac-
tor that harms the performance of classifiers. High dimen-
sionality datasets in training set may cause lead to a high
computational (training) cost and performance degradation
of certain classification models [39], [40] by eliminating the
feature which is mostly irrelevant to the class.

In this paper, we present an empirical study to eval-
uate the performance stability of our previous work
preprocessing raining data technique [42] on traditional
classification models with class imbalance. In our empir-
ical study, the aim to check the effectiveness of the new
semi-supervised approach in which both supervised and
unsupervised data are utilized simultaneously during the
multi-clustering process in which the obnubilated informa-
tion is exploited from unlabeled data to support the con-
struction of better classifier. The coalesce analysis of labeled
data and unlabeled data is very useful in the field of pattern
recognition.

FIGURE 1. The process of software fault prediction.

However, to the best of our knowledge very few researchers
have utilized multi-clustering for feature extraction and also
handle the class imbalance problem [43], in which Germain
Forestier, proposed a semi-supervised learning method to
produce new features derived from the first step of data clus-
tering by utilizing supervised and unsupervised data. They
used unsupervised classification to create new features to
describe the labeled samples by creating clusters that tend to
maximize intra-cluster similarity and intra-cluster dissimilar-
ity.

However, the performance of accuracy effect with class
imbalance problem. The prosperity of prediction model
depends strongly on the features and it is commonly believed,
more features do not indispensably avail identification of
systems based on input-output data. Hence, there are two
common ways for dimensionality reduction of features, one
is by feature extraction [44], [45] and second by feature
selection [46], [47]. However, few researchers have cumu-
lated these two ways of dimension reduction of features to
ameliorate data quality in software fault prediction.

In this paper, we used ‘‘Deep’’ word in our paper title,
because to create new features by deep correlation between
supervised and unsupervised data during the multi-clusters
for feature extraction.

The contribution of the proposed method can be concluded
as follow.

1. We proposed semi-supervised deep FCM clustering
data pre-processing approach to create new features,
which simultaneously deals with the labeled and unla-
beled data during clustering to exploit the hidden infor-
mation from unlabeled data.

2. We introduced semi-supervised FCM multi-clustering
that tend to maximize intra-cluster class and intra-
cluster features to handle the class imbalance problem.

3. An Empirical study is designed to evaluate the per-
formance stability of proposed approach with differ-
ent schemes on three prediction models. The result
shows that the performance of Navie Bayes is more
stable than other prediction models on our proposed
approach.

In this study, we design experiments to analyze the impact
of features extraction by DFCM on the performance of com-
monly used classification techniques (Naive Bayes (NB),
C4.5, 1-NN). We train our classification models using dataset
based on real-world software projects to demonstrate the
effectiveness of our approach.
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We conduct an empirical study to evaluate the performance
stability of our approach based on the address the following
research questions.
RQ1. In our feature extraction stage, whether FCM based

semi-supervisedmulti-clustering can improve the per-
formance of the classification models with imbal-
anced classes?

RQ2. Does combining the feature selection technique with
our feature extraction technique together have more
significantly improved than by using any of the indi-
vidual prediction performance?

RQ3. Does combining RUS approach with DFCM together
have a more significant improvement in prediction
performance?

This paper is organized as follows. In section II, we will
provide a review of related work, Section III, deals with
implementation strategy of the algorithm, Section IV,
describes experiment and results, section V, provides with
the threats to validity and section VI, provides with the
conclusion.

II. RELATED WORK
Software fault prediction is one of the most consequential
tasks to predict the software modules. Many researchers have
used a variety of machine learning technique (such as k
nearest neighbor rule decision, clustering, and SVM [5], [7],
[8], [48] for classificationmodel [13], [49]–[53] to categorize
software into fault and non-fault.

Semi-Supervised learning plays an important role to
improve the performance of the model in the machine learn-
ing techniques. Semi-supervised approach for software fault
prediction is studied by yarowsky, the algorithm utilized in
speech processing computational linguistics [54]. Here, a set
of untagged data is used and steps of collection labeling using
this labeled data are trained for partitioning, iteratively on the
probability of co-occurrence till the data grows and reduces
the untagged set. Once the grouping is complete, the classifier
is used. The algorithm is dependent on the collocational list
of entries [54].

Lu et al. [55] invested the performance of an iterative semi-
supervised software defect prediction approach on different
size of labeled rate, they approved if the rate of labeled data
is greater than 5% then the proposed approach performs better
than supervised learning approach.

Data pre-processing is valuable to amend the software
data quality [51], [56], [57] which includes feature selection
and re-sampling. Feature selection is used to remove the
irrelevant feature from the dataset, which will hurt the gen-
eralization performance of classification [58]. Feature rank
algorithm [3], [56], [59] are used for selection on the bases
of importance weights in differentiating modules at different
classes [3], [60]–[62].

Liu et al. proposed a two-stage data preprocessing
approach for software fault prediction [11]. It is a two-stage
data preprocessing approach, which integrates both feature

selection and instance reduction, to improve the quality of
software fault prediction. He proposed NTC (NB) (Novel
threshold-based clustering algorithm using Naïve Bayes clas-
sification model), which involves both reliance analysis and
redundancy control. He also applies the random under-
sampling technique to keep the balance between the faulty
and non-faulty classes.

In feature learning Coates [63], apply several off-the-shelf
feature learning algorithms, by the analysis of this results the
clustering algorithms is extremely fast and easy to implement
with achievable high accuracy.

It is known that good modeling tool is the cognition
between a learning method and feature representation learn-
ing. Dimensionally reduction in feature learning is usually
done in two broad ways by feature extraction (generation
of incipient features from subsisting ones) [44], [45] and
features selection [46], [47]. The data preprocessing plays
an important role to improve the quality of software datasets
[51], [56], [61], which include feature selection and reduction
(or sampling). Khoshgoftaar et al. [64] combined filter based
feature ranking methods and random under-sampling for
improved the data preprocessing.

Many unnecessary features are one of the causes of high
dimensionality problem, and the other is class imbalance
problem. In recent years, the class imbalance is one of the
most important tasks for software fault prediction. In order
to explore the impact of class imbalance on SFP, many
researchers have carried out a large number of empirical
studies [65]–[68]. Wang et al. [65] provided an empirical
study on bases of stability of feature selection techniques.
By their experimental results, many factors could affect the
stability of feature selection, such as class balance, feature
subset size, and perturbation level. Grbac et al. [67] also indi-
cated in their investigation that feature selection was unstable
with the higher level of data imbalance.

Yu et al. [69] investigate the performance stability of fault
prediction models with class imbalance on six prediction
models (C4.5 [21], Naive Bayes [22], KNN [70], Logistic
Regression [71], Multi-layer Perceptron (MLP) [72], and
Random Forest [23]. The experiment results showed that the
performance of C4.5 is unstable on the imbalanced dataset,
and the performance of Naive Bayes and Random Forest are
more suitable than other models.

According to our knowledge, there have few researchers
used fuzzy set theory to software fault prediction been a few
attempts to use fuzzy set theory to predict software faults.
Pandey and Goyal [73] first constructed a decision tree using
ID3 and then from decision tree they generate ‘‘if-then rules,
which are used as fuzzy rules’’. Chatterjee andMayi [74] also
use fuzzy if the fault in software requirement analysis phase.

Li [75] proposed Constraint FCM method novel semi-
supervised fuzzy c-means algorithm. It uses data that contain
labeled tag and finds cluster center and optimize the objec-
tive function of fuzzy c-mean of the labeled data using EM
algorithm.
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FIGURE 2. The framework of proposed approach.

However, to the best of our knowledge, very few
researchers have used the semi-supervised approach in multi-
clusters for feature selection to handle the class imbal-
ance problem. Forestier and Wemmert [43] proposed a
semi-supervised learning method to produce new feature by
multi-clusters.

Gabrys and Petrakieva [76] or Bouchacha [77], they pro-
posed the method to ameliorate the classification accuracy
with very few labeled and abundant unlabeled samples are
available, they used the semi-supervised approach in which
during the clustering process they deal with labeled and unla-
beled data simultaneously.

Cai [19] proposed ‘‘A simultaneous learning framework
for clustering and classification’’ to fuse the advantages of
classification learning and clustering learning into the single
framework with inhibited labeled and abundant unlabeled
data by optimizing the clustering centers in the objective
function, both the classification learning and clustering learn-
ing can be realized simultaneously. In his work, they used
an evolutionary technique called modified particle swarm
optimizer (PSOm) to find optimal clustering centers.

III. EMPIRICAL STUDY OF SEMI-SUPERVISED DEEP
FUZZY-C MEANS CLUSTERING
In this section, we present the empirical study to evaluate
the performance of our previous work ‘‘Semi-Supervised
Deep Fuzzy C-Mean Clustering for Software Fault
Prediction’’ [42]. In semi-supervised deep fuzzy C-Mean
clustering, we present a human-interpretable learning-based
semi-supervised feature extraction technique for software
fault prediction model, which cumulates the DFCM multi-
clustering based feature extraction with feature selec-
tion (random-under sampling (RUS) [23]) technique for fault
prediction models. We count the widely used prediction
models in software fault prediction, C4.5 [21] is a decision
tree algorithm, 1-NN [78] is an instance based algorithm and
NB [22] is a probabilistic classifier based on Bayes theorem,
and it supposes that all features are independent.

A. THE FRAMEWORK OF OUR APPROACH
Fig. 2 gives the framework of our approach for fault pre-
diction. In this framework, we cumulate the multi-clustering
based feature extraction with random-under sampling [23]
for fault prediction model. Fig. 3 is the flowchart of DFCM

FIGURE 3. Flowchart of DFCM clustering based feature extraction.

clustering based feature extraction to remove the irrelevant
feature with class imbalance. In this flowchart, after normal-
ization of semi-supervised data using minimum-maximum
approach, data converted into binary clusters of labeled and
unlabeled datasets, which lead to intra-clusters of classes and
feature. We have total k (2+1) clusters in the last stage of
clustering, where k is the number of features. Calculate the
DFCM membership and DFCM centroid by algorithm 1.
B. FEATURE EXTRACTION
Use of many features customarily increases the data acqui-
sition cost and time. Therefore, it is always desirable for
classification that the number of features reduces the accu-
mulated the design for decision-making system. There are
two main broad ways to reduce the feature space i.e. feature
selection [38], [47] and feature extraction [44], [45].

But in our proposed method, we used both methods to
design good prediction system by generating good features
and removing irrelevant and redundant features to reduce the
noisy data for training classification model.

In the next stage for feature extraction on the bases of
DFCMk (2+1) clusters, we apply we applyDFCMclustering
to learn k centroids from the labeled and unlabeled datasets.
Given the learned centroids V (k), we choose non-linear map-
ping for feature mapping.

fk (x) = max (0,µ (z)− zk ) (1)
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Algorithm 1 Membership and Centroid of DFCM
Input:
The data set X = {x1, x2 . . . .., xn, l},
X = XTL ∪ XFL ∪ XUN , where
XTL = {x1, x2 . . . .., xT } ∈ True class,
XFL = {xT+1, xT+2 . . . .., xl} ∈ False class,
l ∈ True, False,
XUN = {xF+1, xF+2 . . . .., xn} ∈ Unlabeled class,
Where l is the labeled classes and k is the feature clusters,
fuzziness m=2, with ε is objective threshold and t is num-
ber of iterations.
Output:
UTL ,UFL&UUN Membership matrices
V (k)
TL ,V

(k)
FL&V

(k)
UN Set of k centroid.

1. Initialize the sets of cluster center V (o)
TL ,V

(o)
FL&V

(o)
UN by

randomly select ‘‘k’’ cluster centers from the features
of XTL ,XFL&XUNdatasets respectively.

2. Construct membership matrices UTL ,UFL&UUN
with random decimal fraction.

3. Compute cluster center V (k)
TL ,V

(k)
FL&V

(k)
UN using for-

mula of cluster center of FCM [32].
4. Update UTL ,UFL&UUN using formula of member-

ship of FCM [37].
5. Repeat step 2 & 3 until

∥∥J(t) − J(t−1)
∥∥ < ε for all

labeled and unlabeled subsets separately.

Where zk =
∥∥x − V (k)

∥∥
2 and µ (z) is the mean of the

elements of z. If the output 0 of any feature fk , where the
distance to the centriod V k is ‘‘above average’’. In practice,
this means that roughly half of the feature will be set 0.

After the feature extraction by algorithm 2, to balance the
number of features between all subsets of labeled classes and
unlabeled dataset, select ‘‘s’’ features from each subset by
feature selection RUS (Random under-sampling) suggested
by Khoshgoftaar et al. [64], where ‘‘s’’ is the number of
minimum features in any subset shown in Table 3.

IV. EXPERIMENT
In this section, we design experiments to conduct an empirical
study to evaluate the performance of our approach Deep
Fuzzy C-Mean (DFCM) clustering based feature extraction
with Random-under Sampling (RUS) on fault prediction
models. First, we design the research questions for empirical
study, second, we describe the details of the dataset used
in our experiments, third, we introduced the performance
measuring for evaluation and in the last, and we design exper-
iments on the bases of research questions.

A. RESEARCH QUESTIONS
We train our fault prediction models using a combination of
DFCM clustering based feature extraction and feature selec-
tion techniques, in order to address the following research
questions.
RQ1. In our feature extraction stage, whether FCM based

semi-supervisedmulti-clustering can improve the per-

Algorithm 2 Feature Extraction of DFCM
Input:
The data set X = {x1, x2 . . . .., xn, l},
X = XTL ∪ XFL ∪ XUN ,
Set of centroid V (k)

TL ,V
(k)
FL&V

(k)
UN

Output:
fTLk (xTL) , fFLk (xFL)&fUNk , sets of features of True class,
False class and unlabeled dataset.
1. Calculate ZTLk ,ZFLk&Zunk , using formula

Where,

ZTLk =
∥∥∥xTL − V (k)

TL

∥∥∥ ,
ZFLk =

∥∥∥xFL − V (k)
FL

∥∥∥&
ZUNk =

∥∥∥xUN − V (k)
UN

∥∥∥ .
2. Calculate µT (ZTL), µF (ZFL)&µT (ZUN ) are the

means of the elements ZTL ,ZFL&ZUN .
1) fk (x) = max (0, µ (z)− zk)∀TL,FL&UN features
2) Update all the features of all data sets

fTLk , fFLk&fUNk .

formance of the classification models with imbal-
anced classes?

RQ2. Does combining the feature selection technique with
our feature extraction technique together have more
significantly improved than by using any of the indi-
vidual prediction performance?

RQ3. Does combining RUS approach with DFCM together
have a more significant improvement in prediction
performance?

B. DATA PREPARATION
In this paper, the MATLAB 2017a [79] platform is utilized
to test the results. In order to evaluate the performance of
our model to test the experiment on thirteen datasets, ten
datasets belong to NASA (cm1, jm1, kc1, kc3, mc2, mw1,
pc1, pc3, pc4, and pc5) [80], [81], and three datasets belong
to Eclipse (Eclipse 2.0, Eclipse 2.0 and Eclipse 3.0) [82], [83]
with 10%, 20%, &30% rate of labeled data. All datasets have
binary classes with imbalance ratio. To stop the iteration for
updating new cluster center for all datasets, we set objective
threshold 0.1, and degree of fuzziness m=2.
Table 1, shows the benchmark NASA and Eclipse datasets

that illustrates brief properties of thirteen datasets, that will
include the number of samples, number of features, number
of faulty modules, number of non-faulty modules, and num-
ber of classes.

C. PERFORMANCE MEASURE
There are many ways how to measure well statistical model
predicts a binary outcome with imbalanced classes. We used
three most common measures to estimate the performance of
our approach by Sensitivity, Specificity, and Area-under-the-
curve (AUC) by using ROC-curve under the information of
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TABLE 1. NASA and eclipse dataset.

TABLE 2. Fault prediction confusion matrix.

confusion matrix in Table 2. n(TP), n(FN), n(FP), and n(TN)
are the number of true faulty modules, the number false non-
faulty modules, the number of false faulty modules and the
number of true non-faulty modules respectively. Sensitivity
is the percentage of actual faulty modules which is correctly
identified, and Specificity is the percentage of non-faulty
modules which is correctly identified. It is calculated by using
below formula.

Sensitivity =
TP

TP+ FN

Specificity =
TN

FP+ TN

ROC curve shows that the tradeoff between sensitivity and
specificity. ROC curve is plotted with the false positive rate
at x-axis and the true positive rate at y-axis. We utilize AUC
evaluation measures to verify the performance on different
compared methods. In machine learning, AUC is widely used
to check the performance evaluation spatially for imbalanced
classes.

D. EXPERIMENTAL DESIGN
To investigate the validity of our approach, we designed
experiments to answer the research questions, five different
schemes are designed accordingly to different combinations
of feature extraction techniques with feature selection tech-
nique (RUS). These schemes are applied to three different
prediction models to comprehensively study the effects on
the performance of software fault prediction. In order to
train our prediction models, we use average results over the
10 × 10 folds cross-validation approach [57], [84]. Cross-
validation means that the data is equally divided into ten parts
(i.e. 90% training and 10% testing dataset). To further reduce

the effect of randomness, 10-folds cross-validation approach
is repeated 10 times (100 iterations in total), we take the
average of 100 times same experiments as the final value of
Sensitivity, Specificity, and AUC to validate our results.

1) FEATURE EXTRACTION TECHNIQUE
We use two different feature extraction techniques in our
experiments for the empirical study. One is our proposed
DFCM clustering based feature extraction algorithm and
another one is Information Gain (IG) [56], which only uses
feature ranking. The further details of these two algorithms
are described as follows.

a: INFORMATION GAIN (IG)
Information Gain is the probability-based measuring tech-
nique [39]. IG is an Entropy-Based technique, which mea-
sures the reduction in uncertainty of a class label after
observing a feature. IG can be calculated by using following
equation.

IG(X/Y ) = h (X)− h (X/Y ) (2)

In equation 2, h (X) is entropy of a discrete random variable X
(i.e. the class) which is calculated by

h (X) = −
∑
x∈X

p(x) log2 p(x) (3)

Where p(x) is the probability of x. h (X/Y ) is the conditional
entropy, which calculates the uncertainty of X given the
observed variable Y (i.e. the feature) which is calculated by

h (X/Y ) = −
∑
y∈Y

p(y)
∑
x∈X

p (x/y) log2 p (x/y) (4)

b: DFCM CLUSTERING BASED FEATURE EXTRACTION
As we discussed before, this algorithm is for creating new
features by using the multi-clustering technique. There are
two steps for feature extraction, first is the multi-clustering by
using Fuzzy C-Mean rule [85]. Initially, the dataset converts
into the binary cluster of labeled and unlabeled dataset, then
these cluster lead to intra-cluster of classes and features. Total
k(2+1) clusters are created, where k is the number of features.
Calculate membership and centroid by using FCM on k(2+1)
clusters. In the second step, feature mapping by activation
function by using equation 1, which is non-linear mapping
that attempts to be ‘softer’ while also keeping some sparsely.
In this activation function, output ‘o’ is for any feature ‘k’,
where the distance to the centroid is above average. From the
results of the experiment in table 3, we can conclude that by
this activation function almost half of the original features are
selected except on some datasets.

2) FEATURE SELECTION TECHNIQUE
In this stage, we use random under-sampling (RUS) to build
a more balanced feature by selecting ‘s’ features, where ‘s’
is the minimum number of features extracted in any clusters,
which is shown in table3.

47052 VOLUME 6, 2018



A. Arshad et al.: Empirical study of Semi-Supervised DFCM for Software Fault Prediction

TABLE 3. Details of selected features by feature extraction algorithm with (RUS).

FIGURE 4. The configuration of empirical study.

Based on the two features extraction techniques and RUS,
we can have five possible combinations to address the
research question. First, the original dataset without any data
pre-processing and it is donated by ‘None’. Second and third,
we use feature extraction techniques and denoted by ‘IG’
and ‘DFCM’ respectively. Fourth and fifth, we use RUS with
feature extraction technique and denoted by ‘IG+RUS’ and
‘DFCM+RUS’ respectively. These all are shown in figure 4.

3) CLASSIFICATION MODELS
Our experiment is conducted on three widely used clas-
sification models in software fault prediction [Naive
Bayes (NB) [13], C4.5 decision tree (C4.5) [86] and 1-nearest
neighbor rule (1-NN) [77]. C4.5 is a decision tree algorithm,
and information gain ratio is used for feature selection, which
eliminates the bias of selecting frequent features of informa-
tion gain (IG). Naive Bayes (NB) is a probabilistic classifier
based on Bayes theorem and supposes that all the features are
independent. 1-NN is an instance-based algorithm, and one
sample can be classified by a majority role of its 1-nearest
neighbor. All these three algorithms are implemented based
on WEKA 3.5.5 [87] to avoid external threats to validity.

E. EXPERIMENTAL RESULT AND ANALYSIS
In this section, Table 4, 5, and 6 show the sensitivity and
specificity results of all different data pre-processing schemes
on three prediction models (NB, C4.5, and 1-NN) with
labeled rate (10%, 20%, and 30%). Sensitivity measure the
ration of actual faulty modules which are correctly identified

and specificitymeasure the ratio of non-faultymodules which
are correctly identified. Ideally, the results of both being high
for better performance. According to Table 4, 5, and 6 we
can analyze that our proposed data pre-processing scheme
(DFCM+RUS) archives better sensitivity and specificity
results in all prediction models with all labeled rates. Espe-
cially, our proposed schemes perform better on Naive Bayes
prediction model. When we compared between sensitivity
and specificity, sensitivity is better than specificity with all
labeled rates.

Figure 5 (a), (b), and (c) are the comparison of sensi-
tivity and specificity of proposed schemes with other data
pre-processing schemes for three prediction models (NB,
C4.5, & 1-NN) respectively. The results are the average of
sensitivity or specificity on all labeled rates. Accordingly
figure 5 (a), (b), and (c), our proposed schemes achieve better
sensitivity and specificity on all prediction models.

Other than sensitivity and specificity, Table 7, 8, and 9
shows the AUC results after different schemes on three fault
prediction models (NB, C4.5, and 1-NN respectively). Every
Table has the list of five different schemes (None, IG, DFCM,
IG+RUS, and DFCM+RUS). Every result shows the average
of AUC across the 10 × 10 fold cross-validation on thirteen
datasets with three different rates of labeled data. Bold values
are the best performances in each row of the tables with
different labeled rates.

The comparison of ROC curves of our proposed data
pre-processing approach on three prediction model (NB,
C4.5, and 1-NN) for three datasets (cm1, pc3, and Eclipse
2.0) are shown in figure 6. All ROC curves at labeled rate
0.3 and ROC curve shows the tradeoff between sensitivity
and specificity. According to the ROC curves, our proposed
approach (DFCM+RUS) achieve good AUC on Naïve Bayes
prediction model. Another hand 1-NN prediction model per-
forms better than C4.5 prediction model on our proposed
approach.

To further analysis on the effectiveness of different
schemes, we perform the Mann-Whitney U test (also called
Wilcoxon rank-sum test) which is non-parametric rank-order
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TABLE 4. Mean sensitivity and specificity of Naive Bayes on different data pre-processing schemes.

TABLE 5. Mean sensitivity and specificity of C4.5 on different data pre-processing schemes.

statistic test used to access whether two independent groups
are significantly different from each other. For the entire test,
the null hypothesis is that there is no difference between the
two schemes, and the significance level of alpha (α) is 0.05

Table 7, 8, and 9 shows theMann-WhitneyU test results for
the comparison of different schemes in terms of the average
of AUC on all labeled rates. To perform the Mann-Whitney
U test first ranks all the values from low to high. The smallest
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TABLE 6. Mean sensitivity and specificity of 1-NN on different data pre-processing schemes.

number gets a rank of 1 and the largest number gets a rank
of ‘‘n’’, where ‘‘n’’ is the total number of values in two
groups. U-Value and P-Value are the Mann-Whitney U-Value
and Mann-Whitney P-Value. If P < 0.05, it means the
comparison is significantly different which is in bold font.

RQ1. In our feature extraction stage, whether FCM based
semi-supervised multi-clustering pre-processing data
can improve the performance of the classification
models with imbalanced classes?

To investigate the effectiveness of our approach on fault
prediction models, we will analyze the results on two factors
first is any pre-processing date approach can affect the predic-
tion performance. Second, our proposed approach achieves
how much success for fault prediction performance from
Table 7, 8, and 9, We can analysis, two pre-processing
approaches (IG+RUS and DFCM+RUS) on thirteen dataset
perform better than AUC results on all prediction mod-
els (NB, C4.5, and 1-NN) with different labeled rates.

If we will analysis according to the prediction mod-
els than by using Naive Bayes the preprocessing data
approach (IG+RUS) can achieve 1.5%, 3.5%, & 4.3%
improve AUC measure with (0.1, 0.2, and 0.3) labeled rates
and our proposed approach (DFCM+RUS) can achieve 6.7%,
8.7%, & 11.5% improve AUC measure with all labeled rates.
Similarly, for the other two prediction models (C4.5, and
1-NN), the pre-processing data approach IG+RUS can
achieve improve AUC measure 8.7%, 89%, & 10.1% on
C4.5 and 5.3%, 7%, & 7.9% on 1-NN with all labeled rates.

Our proposed approach DFCM+RUS can achieve improve
AUC measure by 13.9%, 18.1% & 18.4% on C4.5 and
11.4%, 13.3%, & 15.5% on 1-NN will all labeled rates.
We can analysis by the above result the preprocessing data
approach can improve the prediction performance. On the
bases of average the IG+RUS approach achieve 31%, 9.23%,
& 6.73% improve AUC measure on NB, C4.5, and 1-NN
and our proposed approach DFCM+RUS can achieve 8.97%,
16.8%, & 13.4% improve AUC measure o NB, C4.5, and
1-NN. C4.5 can achieve the highest improvement in AUC
measure compared to NB and 1-NN. We will also do the
comparison of prediction performance of fault prediction
models with and without pre-processing data approaches by
Mann-Whitney U test results in Table 10. The P-Values of
Mann-Whitney U test (0.03572, 0.00018, 0.00880, 0.00034,
0.00758, and 0.00014) are less than 0.05, which shows that
the pre-processing data approach significantly improve pre-
diction models no matter which prediction model is used.
RQ2. Does combining the feature selection technique

with our DFCM based feature extraction technique
together for pre-processing data have more signifi-
cantly improved than by using any of the individual
feature selection for prediction performance?

For the integration of this research question, we will ana-
lyze the results of prediction models by comparison of two
schemes, DFCM vs IG with and without RUS. From AUC
Table 7, 8, and 9, the results of mean AUC on thirteen dataset
of NASA & Eclipse, DFCM feature extraction approach can
adore improve AUCmeasure on IG approach by 5.2%, 5.2%,
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FIGURE 5. Comparison of sensitivity and specificity of proposed schemes with other data pre-processing schemes for three prediction
models (NB, C4.5, & 1-NN). (a) NB. (b) C4.5. (c) 1-NN.

FIGURE 6. Comparison of ROC curve of proposed schemes on three prediction model (NB, C4.5, and 1-NN) for three
datasets (cm1, pc3, and Eclipse 2.0) with labeled rate 0.3. (a) cm1. (b) pc3. (c) Eclipse 2.0.

& 5.2%, with RUS and 4.5%, 5.4%, & 6% without RUS on
Naive Bayes prediction model. Similarly DFCM approach
can achieve improve AUC measure on IG approach by 5.2%,
8.2%, & 8.3%, and 6.1%, 6.3%, & 7.6% with RUS and 4.8%,
3.1%, & 3.7 %, and 5.1%, 4.5%, & 4.7% without RUS on
C4.5 and 1-NN prediction models respectively.

From the above results, our proposed approach achieves
good AUC measure on all prediction models. Table 11,
shows the summarized results of Mann-Whitney U test on

DFCM vs IG on three prediction models (NB, C4.5, and
1-NN) with and without RUS. We can conclude the result
of Mann-Whitney U test of AUC, DFCM shows better
results on all prediction models except C4.5. Average twelve
out of thirteen dataset have improved their prediction per-
formance. All P-Values of Mann-Whitney U test is less
than 0.05, except for C4.5 predictive model. We can also
analysis from the Table 11, the combination of Random
Under-Sampling (RUS) with our approach DFCM boost the
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TABLE 7. Mean AUC of Naive Bayes on different data pre-processing schemes.

TABLE 8. Mean AUC of C4.5 on different data pre-processing schemes.

TABLE 9. Mean AUC of 1-NN on different data pre-processing schemes.

prediction performance. DFCM+RUS shows better results
than IG+RUS on all prediction models. All P-Values of
Mann-Whitney U test is less than 0.05, which shows
that DFCM feature extraction approaches are significantly
improved feature ranking approach (IG).

RQ3. Does combining RUS approach with DFCM together
have a more significant improvement in prediction
performance?

To investigate the prediction performance of DFCM
feature extraction approach together with RUS, we will
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TABLE 10. Mann-Whitney U test results for comparison between schemes with and without data pre-processing for classification models.

TABLE 11. Mann-Whitney U test results for comparison between schemes with and without data pre-processing for classification models.

TABLE 12. Mann-Whitney U test results for comparison between schemes with and without data pre-processing for classification models.

analyse the results of DFCM with and without on three fault
prediction modules. AUC result of DFCM with and without
RUS shown in Table 7, 8, and 9. From these results DFCM
approach achieve improve AUC measure after RUS by 1.5%,
2.2%, & 5.5% on Naive Bayes, 5.3%, 9.3%, and 9.1% on
C4.5 and 3.8%, 5.7%, & 8% on 1-NN.

From above results, we can conclude that RUS can improve
the prediction performance after together with the DFCM
approach. We can also conclude the results of Mann-Whitney
U test in Table 12 by comparison of IG+RUS vs IG, and
DFCM+RUS vs DFCM. According to the results, the com-
bination of RUS with feature ranking approach (IG) is not
significantly improved prediction performance. All P-Values
ofMann-WhitneyU test on IG+RUS vs IGwith all predictive
models is greater than 0.05. Another hand, the combination
of RUS with feature extraction approach DFCM improve the
prediction performance. All P-Values of Mann-Whitney U
test onDFCM+RUS vsDFCM is less than 0.05, which shows
that DFCM+RUS are significantly improved the DFCM
approach.

V. THREATS TO VALIDITY
Some potential threats to validity right are affected by our
experimental study.

A. EXTERNAL VALIDITY
Dataset quality may be the most important threat to the
external validity. These threats refer to the generalizability
of our experimental results. To ensure the representativeness

of our study, we used NASA and Eclipse dataset which are
commonly used for software fault prediction. In addition,
we choose Fuzzy C-Mean clustering for the extension of
multi-clustering and random under-sampling is used for bal-
ancing the dataset, which is widely used in software fault
prediction, to ensure the soundness of our results.

B. INTERNAL VALIDITY
These threats refer to experimenter biases. To avoid this
type of threat, all implementation is cross-checked by our
research group.Withal, we perform our experiment 100 times
and report the average performance over 100 runs and pre-
diction models are provided by the commonly used WEKA
package. Moreover, our experimental results are generated
based on a large collection of the unbalanced dataset from
public PROMISE repository, so the dataset is carefully exam-
ined whether the non-numeric feature is eliminated. Thus,
we believe there are minimal threats to internal validity.

C. CONSTRUCT VALIDITY
These threats refer to the approximations of our evaluation
measure. The initial threat to construct the validity of our
work is that we assume that all the faults that we utilized in our
study had some weights. We make utilization of sensitivity,
specificity, and AUC to evaluate the software fault prediction.
AUC has lower variance and is more reliable to indicate
the predictive potential of the method when compared with
another performance measures, such as precision, recall or
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F-measure. Finally, we do theMann-Whitney U test to further
validate the significance of the differences in performance.

VI. CONCLUSION
In this paper, we provided an empirical study of semi-
supervised DFCM based feature extraction data pre-
processing approach, which incorporates the semi-supervised
multi-clustering by using FCM clustering for Novel feature
extraction technique with RUS to amend the quality of soft-
ware dataset utilized by software fault prediction models with
imbalanced classes. In this paper, we presented how ‘‘Deep’’
multi-cluster can be amalgamated for feature extraction tech-
nique and how it can avail to incorporate simultaneously unla-
beled data and labeled data into the sub-clustering process
and withal handle the class imbalance problem.

In our empirical study, we investigate the performance
stability of our proposed data pre-processing approach on
fault prediction models (NB, C4.5, & 1-NN). Experiment
result demonstrates the potential of our approach in enhanc-
ing fault prediction performance on ten NASA dataset and
three Eclipse dataset. The proposed method has the best AUC
measure on all prediction models. But NB prediction model
has achieved goodAUCmeasure compared to C4.5 and 1-NN
by using our proposed approach DFCM feature extraction
with RUS. The rank test using Mann-Whitney U test, experi-
ment results shows that the difference between DFCM+RUS
scheme and our four schemes are statistically significant.
After analysis of experiment results, our pre-processing data
approach boosts the performance of accuracy on traditional
prediction model with imbalance class ratio.

In our future work, we plan to extend our approach for
multi-imbalance classes with the big dataset.
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