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ABSTRACT In supervised learning, a machine learning system requires a data set. In occasions, however,
the data set may have learning conflicts that may drastically affect the performance of the learning system.
This paper presents a method to analyze the learning conflicts in a data set. Several computer simulations to
test and validate our method are performed. Two common functions in the field of optimization are used to
create clean data sets. The data sets are, then, contaminated with random data, and the total learning conflict
level for each case is computed. The proposed algorithm is used to identify the learning conflicts that are
intentionally inserted. Next, an artificial neural network is trained and evaluated using the contaminated data
set. The algorithm proposed in this paper is used in a real-world application to detect problems in a data
set for a refrigeration system. It is concluded that the algorithm can be used to improve the performance of

machine learning systems.

INDEX TERMS Data set, conflict level, conflict removal, machine learning, target value.

I. INTRODUCTION

Machine learning allows computational systems to adapt, and
therefore, improve their performance with experience accu-
mulated from observed data [1]. Frequently, machine learn-
ing is used to build predictive models by extracting patterns
from large data sets. These models are used in predictive data
analytics applications including: price prediction, risk assess-
ment, predicting customer behavior, mechanism design, traf-
fic surveillance and document classification, see [2], [3].
On the other hand, machine learning may be used in comput-
ing tasks where the design or the programming of the required
algorithms is difficult or impossible [4]. In other cases,
machine learning must be able to update while the training
set is changing, see [5]. Despite its practical and commercial
successes, machine learning remains a young field with many
under explored research opportunities [6]. Machine learn-
ing is divided in three main categories: supervised learning,
unsupervised learning and reinforcement learning [7]-[9].
The goal of supervised learning is to model a conditional
distribution which for many simple regression problems is
chosen to be Gaussian. However, practical machine learn-
ing problems can often have significantly non-Gaussian
distributions [10]. Upon completion of the supervised learn-
ing process, the hope is that the artificial and real outputs

will be close enough to be useful for all sets of inputs likely
to be encountered in practice [11]. In unsupervised learning,
algorithms ““experience’ a data set containing many features,
then learn useful properties of the structure of this data
set [12]. In fact, unsupervised learning is often performed
as part of an exploratory data analysis [13]. Reinforcement
learning agents have achieved some successes in a variety
of domains [14]. However, their applicability has previously
been limited to domains in which useful features can be hand-
crafted, or to domains with fully observed low-dimensional
state spaces [15]. Despite the number of works in the field
of machine learning, just a very scanty number of works are
related, somehow, to the subject of finding learning conflicts
in data sets.

Definition 1: Let R be the set of all real numbers.
We denote the Cartesian product, R x R x ---R by RM,
Thus, a data set for supervised machine learning, represented
as [X|t], is a set of N examples used for learning where

X X1 X2 e XM
9] X1 X o XM

X=| . |=] . S . ey
Xy XN1  XN2  cc XNM
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is the data set input, and

t=1| . |, @

is the data set target. Thus, example i in the data set is
composed of an input x; € RM and a target value #; € R.

Definition 2: Let R be the set of all real numbers. Thus,
if x € RM and y € R, a machine learning system f from RM
to R is a subset of RM x R such that for every x € R there is
one and only oney € R (i.e., thereis aunique y € R) such that
(x, y) € f, see [16]. Additionally, if there is a data set, such
that for each example in a data set, the input value x € RM
must produce a target value ¢ € R. Then, the problem is to
find a machine learning system such that, for every x € RM,
the output of the system y is as close as possible to the desired
output ¢, see [17].

Definition 3: Let [X]|t] be a data set for supervised
machine learning where each example has an input value
x € RM and a target value ¢ € R. Thus, there is a learning
conflict when a machine learning system from R into R is
not able to produce an output y € R that is close to the desired
output 7, for every x € RM.

Il. NORMALIZATION

Because the range of values in a data set may broadly vary,
objective functions used in machine learning will typically
not work well without some sort of normalization, [18], [19].
In the same sense, algorithms to detect learning conflicts may
not perform properly without normalization. In this section,
one method to normalize the input and the target of the data
set is discussed. Note that this method is commonly used for
most machine learning techniques.

A. INPUT NORMALIZATION
The simplest method to normalize a data set is rescaling its
values to a different range. The following text describes how
to scale the data to the range of [0 1]. Suppose that g; is the
minimum value of column i of X in Equation 1, that is,
a; = min(xli, X2iy ovn xN,-) i= 1, 2, 3, ..M (3)
and suppose that b; is the maximum value of column i of X,
bl':maX(X]i, X2iy v v xNi) i= 172’39"'M (4)

then, the normalized input can be defined as

211 Z12 M
221 222 M
7= . . . . )
ZN1 IN2 te INM
where
xij —_ aj
i — 4
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B. TARGET NORMALIZATION
In order to be able to provide an analysis that does not depend
on the range of the target, it is very important to normalize the
target values in the data set. Thus, the normalized target 7; is
defined as

t; —min(ty, t, ..., IN)

T = (N

max(ty, t, ...,ty)—min(ty, tr, ..., tN)

wherei=1,2,...,Nand0 < t; < 1.

Ill. LEARNING CONFLICTS

There is a learning conflict when two (or more) input sam-
ples that are very similar have different target values. For
some applications, these learning conflicts may not be very
significant, however, these conflicts may interfere with the
overall performance of the system for other applications.
In the next subsection, it is discussed how to measure the
similarity between two input samples in a data set.

A. NORMALIZED INPUT DIFFERENCE

One simple method to compute the degree of similarity
between two input samples is by using the Euclidean distance
of the normalized input Z of Equations 5 and 6. Thus,
suppose that §;; is the normalized input difference between
input sample 7 and input sample j. Therefore, §;; must be zero
when both input samples are equal, §;; must be close to zero
when both input samples are similar, and §;; must be close to
one when both samples are completely different. Then, §;; can
be defined as

M
1
2 2
8 =17 D@k = %) ®)
k=1
where §; = §j;. 6; is the normalized Euclidean distance

between the two input samples, and therefore, 0 < §;; < 1.
For learning conflict analysis, it is necessary to compute the
value of §;; for each possible combination of sample input
pairs; these values can be organized in matrix form as

0 iz -+ v
81 0 - by

D= . ) . R 9
vt o2 - O

observe that D is a hollow symmetric matrix (a symmetric
matrix with zeros in its main diagonal). Observe that matrix D
provides a direct method to locate similar input samples. For
instance, a threshold value can be defined to extract similar
rows in a data set, in this case any value in D that is less than
a specified threshold value will help identify those sample
rows that are similar. Once a metric to express the degree of
similarity at the input has been defined, it is necessary to have
a corresponding metric for the target difference, this is the
subject of the next sub-section. Before moving to the next
subsection, note that there may be other methods that can be
used to compute the degree of similarity between samples.
For instance, Lopez-Soto et al. [20] compare the performance
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of a pattern-based classification with a classification based on
the Euclidean distance.

B. NORMALIZED TARGET DIFFERENCE

The target of the data set includes the values that are desired
at the output of a machine learning system. Under normal
conditions, similar inputs should have similar target values,
however, in some cases this is not true. The normalized target
difference expresses the degree of difference in the target
values between two samples, and it is defined as

Ty = |u— 1 i,j=1,2,...N (10)

where t is the normalized target of Equation 7 and
0 < T; < 1. Figure 1 shows the value of Tj; as a function of
two target values: (7; and ;). The blue region represents the
values of Tj; that are close to zero, and therefore, it is pro-
duced when both normalized target values are similar. On the
contrary, zones in red, magenta or black represents a high
target difference, that is they are produced when both target
values (7; and T;) are very different. As learning conflicts are
produced only when the target values are different, zones that
are not blue may represent a learning conflict depending on
the similarity of the input values.
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FIGURE 1. Normalized target difference.

C. NORMALIZED LEARNING CONFLICT LEVEL

As it was previously indicated, there is a learning conflict
when the normalized input difference is close to zero, §;; ~ 0,
while the normalized target difference is not zero, T;; # 0.
For most applications, it is convenient and easy to combine
the values of §;; and Tj; in one single value that represents
the conflict level between two samples. One straightforward
method to measure the learning conflict level ¢;; is

cj = TyW (&) (11)
where W(§;) is a weighting function with
0 < W@y <L

For this type of application, the weighting function W(d;;)
should have a peak at §; = 0, and diminish to zero as §;
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increases. A possible choice for the weighting function W (;;)
is the Gaussian function
2

W(8;) = aexp [—%] (12)
for any arbitrary real constants: «, 8 and o. In this case,
choosing the Gaussian function has nothing to do with
assumptions of normal distributions in the data set. The Gaus-
sian function is simply a well behaved function that can be
easily computed. There are, however, several other functions
that can be used for weighting purposes. The parameter « in
Equation 12 is the maximum amplitude of the function, in this
study, this parameter is set to one in order to obtain a learning
conflict level that is normalized; remember that Tj; is a nor-
malized variable in the range [0 1]. The Gaussian function
is centered at its maximum value, §, for this specific case,
it should be zero. Therefore, Equation 12 can be written as

82
ij
W(s;) = exp (—20—2). (13)
The parameter o in Equation 13 controls the width of the bell.
More information about how to estimate an appropriate value
for this parameter will be provided in Subsection III-D.

In order to have a direct expression to compute the nor-
malized learning conflict level, Equation 10 can be used in
Equation 11 to get

cij = |t — 1| Wy (14)

then, applying Equation 13 in the previous equation, we get

2
cij = ]t'—r'|ex —i 15
j— |l J p 202 ( )

and finally, Equation 8 can be used to obtain a direct expres-
sion for the conflict level

M
1
cj = |t — 1| exp [—m > (k= ij)z}- (16)
k=1

Figure 2 displays the learning conflict value c;; between case
i and case j using a color scale when t; = 0.25 which is an
arbitrary value chosen only for illustrative purposes. Observe
that for other values of t;, the figure is very similar, the only
difference is that the vertical blue zone is shifted to the
right or to the left. In this figure, low learning conflicts levels
are indicated by a blue color while high learning conflict
values are shown in red, magenta and black. The graph is
divided in two main parts: the top part and the bottom part.
The top part of the graph includes values for §; that are
bigger than 0.025, in this part both inputs are different, and
therefore, the learning conflict ¢;; is small as it is indicated
by the blue color. On the other hand, when §;; is less than
0.02 in Figure 2, then both inputs are very similar, and conse-
quently, the learning conflict level is strongly influenced by
the target difference, |t; — ‘L’j|. Figure 3 displays the effect of
the target values 7; and 7; on the learning conflict level when
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FIGURE 2. Conflict level and input similarity when z; = 0.25.
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FIGURE 3. Conflict level and target difference when 7; = 0.25.

7; = 0.25, which is the same value used in Figure 2. The area
around the vertical dot line describes a zone where the target
difference is close to zero, that is, 7; ~ t;, and consequently,
the conflict level is minimum in the vicinity of this line as
it is indicated by the blue color in this zone. As the value
of 7; moves away from t;, the target difference gets bigger.
In fact, the target difference increases when 7; < 7; as well
as when 7; > 7; making the learning conflict level depend on
the input similarity in this region. Figure 4 shows the value of
the learning conflict level ¢;; as a function of the normalized
target value 7; and the normalized input difference §;; when
o = 0.01 and t; = 0.25. From this figure, it can be seen that
high learning conflict levels are only produced when both the
normalized input difference §;; is less than 0.02 and the target
difference is bigger than 0.4. That is a high learning conflict
level is produced when both inputs are similar while the target
values are different.

In practice, computing and storing the values for c;; using
Equation 16 for all values of i = 0,1,...N and j =
0, 1, ... N can be very difficult, or in some cases, impossible
when hardware resources are limited. However, for most
applications it is necessary to store only the greatest values of
cjj. To do this, it is possible to use a multi-set structure such
as the one included in the C++ Standard Template library
(STL). A multiset in the STL library is a container that store
elements following a specific order; a multiset is typically

VOLUME 6, 2018
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FIGURE 4. Conflict level ¢;; for o = 0.01 and 7; = 0.25.

implemented as binary search tree. When a value of ¢;; is
computed, it is inserted in the multiset; if the number of
elements in the container exceeds some pre-established value,
an element is deleted from the beginning of the multiset.
As elements are sorted, the deleted element is always the
learning conflict with the smallest value at the moment. This
approach, of course, has some disadvantages but it provides
good results in most cases while keeping memory require-
ments low.

D. WEIGHTING FUNCTION WIDTH
The width of the bell of the weighting function of Equation 12
depends on the value of o. Figure 5 displays the shape of
the weighting function for four values of o. From this figure,
it can be seen that a small o produces a narrow weighting
function. For most applications, the value of o should be
small enough so that the weighting function quickly falls
down, however, more research is needed to explore other
methods to compute the optimum value for o. Thus, the main
feature of the weighting function is to reduce the conflict
level when two input samples are not very similar. If the bell
of the weighting function is too width, many samples in the
data set will have a high conflict level even though these
samples present no conflict at all. An easy method to estimate
the width of the bell can be estimated by solving for o in
Equation 13

o= L (17)

V—2In(Wy)

where 0 < §; < 1 and 0 < W;; < 1. If there is a maximum
value in the weighting function Wy that it is acceptable at
a specified normalized input distance dpyqax, then the optimum
value of o can be estimated using

amax
Y =2 1n(vvmax)
In practice, a typical value for §pax is 0.05 when Wi, =
0.05; which means that when two input samples (sample i
and sample j) have a normalized input difference of 0.05, then
the weighting function attenuates the target conflict by 95 %.
Figure 6 displays the behavior of the learning conflict level

(18)

Ooptimum =
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when the normalized input difference §;; and the normalized
target value 7; are changed with 0 = 0.02. By comparing
Figure 4 with Figure 6, it can be observed that the value
of o affects the learning conflict level when 7; # t;; that
is, o controls the learning conflict sensitivity when there
is a problem in the target values. It is recommended to set
o < 0.02 in order to avoid high learning conflict levels for
normal variations in the target values.

E. TOTAL LEARNING CONFLICT LEVEL
The first step in the process to solve learning conflicts in
a data set is to create a list of those cases with the highest
conflict levels. This list may include the index values i and j
for the two conflicting cases and the conflict level c;;. Once
two conflicting cases have been identified from this list, there
are several approaches that can be used to solve this specific
conflict. In this study, we propose some methods to solve this
learning conflicts. One possible method is to delete from the
data set the two conflicting cases. Other possible approach
is to replace the two conflicting cases with the average of
them. One final method is to delete only one of the conflicting
cases. In all these cases, knowing how the data set was created
may provide important information that can be used to solve
a learning conflict.

Another more convenient method to solve a learning con-
flict is by computing the total learning conflict level

| N
C,' = m : C,:/'. (19)
j=1
i#j
Note that ¢; = 0 when i = j, and therefore, the total

learning conflict is averaged over N — 1 samples (instead of
N samples), and 0 < C; < 1fori = 1,2,...N. However,
in practice many values of ¢;; are very small and, therefore,
the total learning conflict level C; does not reach a value
of one. In fact, C; is closer to zero than to one. The main
advantage of using C; instead of the individual conflict values
Cil» €2, - - - » Cin to solve a learning conflict is that C; includes
the effects of all conflicts produced by this specific sample
data. However, it is important to notice that the total learning
conflict, C;, does not contain the same information stored

0.8 —
0.6 —
wes,;) 6=0.1
04 —+—
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0.2 -+ 0=0.3
c=0.4
0 I I I I

FIGURE 5. Weighting function.
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FIGURE 6. Conflict level Cjj for ¢ = 0.02.
in the individual conflict values c;i, cpp, ---, ¢;v. In fact,

in order to solve a conflict, it is better to analyze the values
of ¢i1, ¢ip, . .., ciy individually. Consider for instance a data
set where a single sample has conflicts with many cases;
this learning conflict can be easily solved by removing this
specific case.

In the computer simulations of the next section, learning
conflicts are solved by deleting those cases that have the high-
est total conflict level C;. Note, however, that more research in
needed to choose individually the best method to solve each
learning conflict.

IV. COMPUTER SIMULATIONS

This section presents some computer simulations to evaluate
the performance of the total learning conflict level C; of
Equation 19. Two common functions used in the field of
optimization will be used: Booth’s function and McCormick
function.

A. BOOTH'’S FUNCTION

Booth’s function is a continuous, differentiable, non-
separable, non-scalable, and unimodal function. This
function has been used in the area of engineering design
and optimization, see [21] and [22]. Booth’s function is
defined as

fx1,x0) = (x1 +2x0 — 1> 4+ 2x1 +x2 — 5%, (20)

The experiment, in this case, began by building a data set
with 2500 cases. The data set has two input variables (x;
and x,) and one output, f(x1, x). The values of x| and x; are
randomly generated using a uniform probability distribution
with values in the range from —10 to 10; the output value is
computed using Equation 20. The data set, then, is contami-
nated by inserting 10 cases with random values in the same
range as the original data set. Next, Equation 19 is used to
compute the values of Cy, Cy, - - -, C2510, that is, the learning
conflict for each case is computed. In order to identify the
learning conflicts, a threshold value is set; any case in the data
set with a total learning conflict C; bigger than the threshold is
classified as a learning conflict. Because most of the conflict
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values fall in two different ranges, it is possible to set the
threshold value just by inspecting the conflict level values.
However, more research is needed to estimate the optimum
value of the learning conflict threshold. Table 1 shows the
resulting confusion matrix for the experiment; as it can be
seen, the proposed algorithm is able to correctly classify the
10 learning conflicts. Table 2 shows the confusion matrix
when the data set is contaminated with 20 random cases; from
the 20 learning conflicts, the algorithm correctly classified 17
of the learning conflicts. Table 3 shows the confusion matrix
when the number of random samples is 30, in this cases 6
normal cases are incorrectly identified as learning conflicts
and only one real learning conflict is not identified.

TABLE 1. Confusion matrix for Booth’s function with 10 conflicts.

Booth’s function =~ Random Values
Booth’s function 2500 0
Random Values 0 10

TABLE 2. Confusion matrix for Booth’s function with 20 conflicts.

Booth’s function =~ Random Values
Booth’s function 2500 0
Random Values 3 17

TABLE 3. Confusion matrix for Booth’s function with 30 conflicts.

Booth’s function = Random Values
Booth’s function 2494 6
Random Values 1 29

In order to validate the method proposed in this paper,
an artificial neural network, ANN, with two inputs, one
output and one hidden layer is implemented. The activa-
tion function used in the neural network was the hyperbolic
tangent. The number of neurons in the hidden layer of the
network is adjusted to avoid over fitting. The multi-layer
network with 8 neurons in the hidden layer was trained
using a hybrid method. This training method consisted of
simulated annealing with 100 temperatures, 100 iterations per
temperature with a linear cooling schedule. The training was,
then, improved using the conjugate gradient method with
1000 epochs. The contaminated data set is randomly splitted
to create the training set and the validation set; 80% of the
cases are used for training and the remaining 20% are used
for validation. Table 4 shows the resulting root-mean-square
error (RMSE) for training and for validation. The simulation
began by training the ANN using the contaminated training
set, then, the RMSE for training and the RMSE for validation
are computed using the data set with the learning conflicts.
Next, the algorithm proposed in this paper is used to identify
possible learning conflicts in the contaminated data set; any
identified learning conflict is removed from the contaminated
data set to produce a clean data set. Finally, another ANN is
trained and validated using the clean data set. The RMSE for
training and the RMSE for validation are, then, computed.
Table 4 shows the results for this computer simulation and
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TABLE 4. RMSE before and after removing the learning conflicts for
Booth'’s function.

Training Validation
# Conflicts With Without With Without
conflicts  conflicts  conflicts  conflicts
10 96.0 0.971 66.0 0.978
20 95.8 4.59 56.5 1.57
30 141 3.73 112 1.26

for different number of learning conflicts: 10, 20 and 30.
Consider the first row in Table 4, in this case the RMSE for
training using the contaminated data set is 96.0; after remov-
ing the identified learning conflicts, the RMSE for training
is reduced to 0.971. A drastic reduction in the RMSE is also
observed during the validation, in fact, a reduction from 66.0
to 0.978 is observed. A similar behavior is noticed when the
number of learning conflicts in the data set is 20 and 30.

TABLE 5. Confusion matrix for Booth’s function with 20 conflicts and 5%
of noise.

Booth’s function =~ Random Values
Booth’s function 2498 2
Random Values 3 17

TABLE 6. Confusion matrix for Booth’s function with 20 conflicts and
10% of noise.

Booth’s function =~ Random Values
Booth’s function 2488 12
Random Values 3 17

B. BOOTH'’S FUNCTION WITH NOISE

Table 5 shows the confusion matrix for Booth’s function
with 20 conflicts, but in this case, the original data was
contaminated with 5% of noise. The noise was generated
using a uniformly distributed random generator. By compar-
ing the results from Table 2 with the results in Table 5, it can
be seen when the data set has noise, the proposed method
performs a total of five misclassifications. In fact, from the
2500 normal cases, the method incorrectly classified two of
these cases as learning conflicts. Table 6 shows the confusion
matrix for Booth’s function but in this case the data was
contaminated with 10% of noise. From this table, it can be
observed that when the noise level increases the number of
misclassifications also increases. However, it can be seen
that the presence of noise affects mainly the classification of
normal data samples. That is, under the presence of noise,
some regular samples are now classified as learning conflicts.

C. MCCORMICK FUNCTION

The McCormick’s function is a convex, multimodal and dif-

ferentiable function, [21]. This function is defined as

f(xy, x0) = sin(x; + x2) + (x] — )62)2 — 1.5x1 +2.5xp + 1.
21
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The computer simulations began by building a data set with
2500 cases; the data set had two input variables (x; and x3)
and one output computed using the McCormick’s function of
Equation 21. The data set is built generating uniformly dis-
tributed random values for x; and x; in the range from —3 to 3.
Then, the data set is contaminated by inserting 10 cases
with random values, and Equation 19 is used to compute the
learning conflict values: Cy, Ca, ---, Cas510. Table 7 shows
the confusion matrix for this computer simulation; in this
case zero classification errors are made. Table 8 and 9 show
the classification results when the data set is contaminated
with 20 and 30 random cases respectively. From inspecting
Table 8, it can be observed that the algorithm incorrectly clas-
sified 1 case out of the 20 conflicts when there are 20 learning
conflicts in the data set. Similarly, the algorithm makes 3
misclassifications when the data set has 30 learning conflicts,
however, in this case one regular case is incorrectly classified
as a learning conflict.

TABLE 7. Confusion matrix for McCormick’s function with 10 conflicts.

McCormick’s function ~ Random Values
McCormick’s function 2500 0
Random Values 0 10

TABLE 8. Confusion matrix for McCormick’s function with 20 conflicts.

McCormick’s function ~ Random Values
McCormick’s function 2500 0
Random Values 1 19

TABLE 9. Confusion matrix for McCormick’s function with 30 conflicts.

McCormick’s function ~ Random Values
McCormick’s function 2499 1
Random Values 2 28

In order to test the validity of our method, an ANN is
trained and validated using the contaminated data set. Later,
the algorithm proposed in this paper is used to identify pos-
sible learning conflicts, and then, remove these conflicts.
Another ANN is trained and validated using the data set
without the learning conflicts. Table 10 presents the values
of the RMSE for training and for validation before and after
removing the learning conflicts. From this table, it can be
observed that the proposed algorithm reduces the RMSE for
both training and validation. For instance, consider a data set
with 10 learning conflicts, that is the first row in Table 10,
the RMSE for validations is reduced from 1.16 to 0.0530 after
removing the conflicts.

D. CONFLICTS AND THE NUMBER OF INPUTS

This section illustrates the effectiveness of the method to
find learning conflicts when the number of input M changes.
In this case, the simulations are based on Equation 22 which
is a sine function in multi-dimensions. The simulation began
by building a data set using random values for x1, x2, . . . xp7 in
the range from —4 to 4 and computing the target value using
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TABLE 10. RMSE before and after removing the learning conflicts for
McCormick’s function.

Training Validation
# Conflicts With Without With Without
conflicts  conflicts  conflicts  conflicts
10 1.32 0.0437 1.16 0.0530
20 1.84 0.0558 1.59 0.0527
30 2.46 0.106 1.18 0.0881

Equation 22. The number of cases N is computed assuming
that 30 points are necessary for each dimension. Note that this
number of points is enough to approximately represent a sine
wave. After the data set is created, the data set is contaminated
with random values at the input and at the target. The results
of the simulation are displayed in Table 11. The first row at
this table displays the simulation results for a data set with
two inputs M = 2. In this case, two learning conflicts are
introduced in the original data set, and the method proposed in
this paper is able to detect both learning conflicts. The second
row in Table 11 shows the results for a data set with three
inputs M = 3; this data set is contaminated introducing
68 learning conflicts and the proposed method detects 58 of
these conflicts resulting in an effectiveness of 85%. The last
row in Table 11 includes the simulation results for a data set
with four inputs; M = 4; from the 2025 learning conflicts that
are introduced, 1725 are detected resulting in an effectiveness
of 85%.

[, x2, .0 xm)

M
= %Z {[1 — (cos )] cos x; +[1 — (Cosn)i_l]sinxi}.
i=1

(22)

Figure 7 shows the effectiveness of the proposed method to
find learning conflicts in the multivariable function of Equa-
tion 22. The simulation was performed using three inputs
(M =3)and N = 303 cases. As it can be seen from Figure 7,
the proposed method has an effectiveness of 85% when the
data set has approximately 60 learning conflicts. From the
same figure, it can also be observed that when the number of
learning conflicts is bigger than 100 the effectiveness of the
method is approximately 70%.

E. REAL-WORLD APPLICATION

The algorithm proposed in this paper is used to find (and then
remove) learning conflicts in a data set for a refrigeration sys-
tem an considerably improve the performance of the model,
see [23]. Three artificial neural networks were designed
to model individually three typical energy parameters:

TABLE 11. Learning conflicts found when M changes.

#inputs  #cases Introduced learning  Learning conflicts  Effectiveness

M N conflicts found

2 302 2 2 100%
3 303 68 58 85%
4 304 2025 1725 85%
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FIGURE 7. Effectiveness of the proposed method.

the cooling capacity, the power consumption and the coef-
ficient of performance. The training of the multi-layer neural
networks was based on the temperature of the evaporator
and the condenser. From the validation results of the model,
it can be concluded that our algorithm may also be used in
real-world applications to detect and correct learning con-
flicts. Note, however, that the proposed algorithm has some
limitations. For instance, the algorithm may not work prop-
erly in functions with discontinuities or when the data set has
very few samples for some specific input values.

F. NORMALIZATION TO ZERO-MEAN AND UNIT-VARIANCE
In all previous computer simulations, the input values and the
target values have been scaled to the range of [0, 1]. However,
it is well known that this method of normalization is very
sensitive to outliers, and therefore, other normalizing meth-
ods can be considered. In this subsection, the normalization
to zero-mean and unit variance is considered.

TABLE 12. Confusion matrix for Booth’s function with 5% of noise and
normalization to zero-mean and unit-variance.

Booth’s function =~ Random Values
Booth’s function 2500 0
Random Values 3 17

Table 12 shows the confusion matrix for Booth’s function,
defined in Equation 20. For this simulation, the data set
has 20 learning conflicts and 5% of random noise, however,
the normalization method used for this table is zero-mean
and unit-variance. By comparing the confusion matrix of
Table 5 with the confusion matrix of Table 12, it can be seen
that the normalization to zero-mean and unit-variance made
3 misclassification, while the normalization to [0 1] made
5 misclassifications. From these two tables, it can also be
observed that the reduction in misclassifications occurs in
samples that do not have learning conflicts. Table 13 shows
the confusion matrix also for Booth’s function, but in this
case the data set has 10% of noise. From this table, it can be
seen that the normalization to zero-mean and unit-variance
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TABLE 13. Confusion matrix for Booth’s function with 20% of noise and
normalization to zero-mean and unit-variance.

Booth’s function =~ Random Values
Booth’s function 2494 6
Random Values 2 18

produces a total of 8 misclassifications, while the normaliza-
tion to [0 1] produces a total of 15, see Table 6. Again, it can
be seen that the reduction in misclassification was mainly on
those samples that do not have a learning conflict.

This paper presents a method to compute the learning
conflict for each case in a data set. The algorithm can be
used to detect possible learning conflicts between two cases
in the data set, or to compute the learning conflict for each
case individually. The algorithm can be used to reduce or to
eliminate these learning conflicts and improve the perfor-
mance of systems based on machine learning techniques. This
includes deep learning techniques which allow computational
models to learn representations of data with multiple levels of
abstraction [24], [25].

V. CONCLUSIONS

This paper proposes a method that can be used to find learning
conflicts in data sets used for machine learning. In supervised
learning, the data set has two parts: the input and the target.
A learning conflict is produced when two or more similar
inputs produce different target values. In order to detect possi-
ble learning conflicts in a data set, the first step is to normalize
the input and the target values. Second, the normalized input
difference and the normalized target difference must be com-
puted; these two values are then combined using a weighting
function to estimate the learning conflict between two spe-
cific cases in the data set. In order to solve learning conflicts,
a method to estimate the total learning conflict for each case
in the data set is proposed. For instance, to improve the
performance of a machine learning system, those cases with
the highest learning conflict level can be removed. To test
the validity of our method, some data sets are build using
common functions in the field of optimization. These data
sets are, then, contaminated by inserting cases with random
data. The proposed method is used, thus, to identify these
cases and the respective confusion matrix is computed for
validation purposes. Additionally, an artificial neural network
is trained using the contaminated data set and the data set
obtained after removing the learning conflicts; it is concluded
that the performance of the network improved considerably
when the the learning conflicts are removed. Finally, the pro-
posed algorithm is used to improve the performance of the
model of a refrigeration system in a real-world application.
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