
Received June 28, 2018, accepted August 5, 2018, date of publication August 7, 2018, date of current version August 28, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2864224

A Real-Time Three-Dimensional Tracking and
Registration Method in the AR-HUD System
ZHE AN 1, XIPING XU1, JINHUA YANG1, YANG LIU1, AND YUXUAN YAN2
1School of Optoelectronic Engineering, Changchun University of Science and Technology, Changchun 130022, China
2State Key Laboratory of High Power Semiconductor Lasers, Changchun University of Science and Technology, Changchun 130022, China

Corresponding author: Xiping Xu (xxp@cust.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Project 61605016 and in part by the National
Key Scientific and Technological of China under Project 20160204062GX.

ABSTRACT In this paper, we propose a method of 3-D tracking registration with a virtual image and the
surroundings in three steps: initial registration matrix acquisition, feature extraction in a road scene, and
registration of virtual information in a real environment. We obtain the initial registration matrix according to
the relationship between different parts of the system. During transformationmatrix solving, we do not match
features. Instead, the relationship is based on the characteristic image information. Then, we interpolate
another image’s corresponding coordinates and estimate the transform matrix of the map and the image. The
average time of the virtual reality registration algorithm can reach 0.0781 s. The average accuracy of our
registration method is less than 2 pixels. The proposed algorithm has some advantages. We use features
from accelerated segment test feature extraction and the binary robust independent elementary features
descriptor to efficiently extract image feature points. The algorithm ismore efficient, because it eliminates the
feature-matching phase. We apply the proposed virtual reality registration method to a vehicle’s augmented
reality head-up display (AR-HUD).We derive the relationship between human eyes, optical system, tracking
camera, and real scene in the AR-HUD system. Our experiment proves that the algorithm has a better
registration effect on virtual objects, and it enhances road information. Different from the general head-
up display (HUD) system, our method achieves the true integration of virtual and real world. It improves the
distraction problem caused by the mismatch between the existing HUD virtual image and the real scene.

INDEX TERMS Augmented reality, virtual-real registration, camera pose estimation, AR-HUD.

I. INTRODUCTION
With the progress of science and technology, augmented
reality (AR) has gradually come into people’s field of vision.
AR adds virtual information to real surroundings to give
people more useful information [1]–[6]. Pokémon games
and heads-up display (HUD) systems on vehicles are typical
examples of AR technology. The key problem with AR is
the registration of virtual information, that is, how to stack
the virtual information generated by a computer into a real
environment according to the surroundings [7]–[10]. AR
consists of several parts: an optical display system, a track-
ing and registration mechanism, and real-time interaction.
Holographic technology can solve the integral imaging based
on visual fatigue problems to capture a number of two-
dimensional (2D) images from two different angles of a three-
dimensional (3D) scene by using a micro lens array and
charge coupled device (CCD) sensor or camera array [11].
Hong et al. [10] and Li et al. [13], [14] have implemented an

augmented reality system using full color holographic lenses
and lens array functions, that can provide full color image in
a 3D virtual optical transmission AR system. In this study,
the AR-HUD system, which is different from existing visual
display methods and is based on the free-form surface of a
reflector, is taken as the object of study. We applied tracking
registration with virtual image and real scene to a virtual road
sign projected onto the AR-HUD. This is aimed at effectively
improves traffic safety.

In order to achieve AR, some HUD systems have been
proposed. Tonnis [15] studied the problems in the develop-
ment of AR systems, and analyzed the common develop-
ment process of the auxiliary system in the driving simula-
tor. This was aimed at effectively improving traffic safety,
and a new solution of the AR technology to combine vir-
tual images with surroundings was proposed based on a
context analysis and inference subsystem for spatial sen-
sor data. Ng-Thow-Hing et al. [16] focused on drivers’ three
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important items: understanding driver perception, driver dis-
traction, and driver behavior. They created and evaluated
driving solutions using augmented reality.

In the AR-HUD system, tracking registration of the virtual
image and real scene is an important issue. Several methods
have been proposed [17]–[21]. In terms of target-tracking, the
traditional method is unstable and is greatly affected by noise,
especially if the object can be easily lost during movement.

Skrypnyk and Lowe [22] proposed a method based
on scale-invariant feature transforms (SIFT) features. The
method uses features extracted by SIFT to match features
between adjacent frames. Then, to complete the registration,
it uses feature point information to obtain the transformation
matrix. In the detection of target feature points, the SIFT
algorithm can obtain reliable feature points with scale invari-
ance. Unfortunately, this method requires extensive process-
ing time, such that it has an impact on the 3D registration
system, making it difficult to achieve real-time performance.

In practical applications, multiple tracking and registration
techniques are combined [23]. Researchers at the University
of Southern California [24] used a hybrid tracking method
that combines inertial sensors with model-based visual track-
ing registration for an outdoor environment. The Spain Paloc
team [25] combined flat visual inspection and an inertial
sensor with tracking and location. However, the sensor was
easily inhibited by the external environment.

To address unknown scene tracking registration,
Davison et al. [26] proposed a registration method for a
large-scale simultaneous localization and mapping (SLAM)
method and developed the world’s first online tracking sys-
tem based on monocular vision. It was applied to an AR
registration problem with unknown scenes. This method uses
filtering technology to solve the problem of structured scenes,
but it can only be used to reconstruct and track a few natural
feature points online.

Subsequently, other scholars proposed series of multiple
schemes, such as parallel tracking andmapping (PTAM) [27],
large scale direct (LSD)-SLAM [28], and ORB-SLAM [29].
Among these schemes, the ORB-SLAM turned out to be
a very stable system. It is constructed from sparse feature
points, which can meet location demands for scene tracking.
Based on this foundation, Salas-Moreno et al. [30] proposed
a dense SLAM method using semantic information. This
method performs semantic recognition and classification of a
scene. The semantic plane structure obtained by the algorithm
can be effectively utilized. They applied this approach to
AR systems, including browsing virtual image content on
walls or other planes. This method increases pixel-level infor-
mation at the object level, which is a relatively new method
and produces a better registration effect.

Our method is different from previous methods owing to
the following sections. Our contribution is that we proposed
a method to throw the virtual image accurately to the driver’s
line in the road scene.In this paper, we propose a new method
of virtual registration. The registration accuracy is less than
2 pixels. The method is robust and eliminates the time and

steps of feature matching, and thus obtains better registration
results than previous methods. Finally, the true fusion of the
virtual image and the real scene is realized. We apply the
algorithm with AR-HUD to improve the safety of driving
process, and the driving safety is improved.

II. PROPOSED METHOD
A. SYSTEM ARCHITECTURE
The system architecture of the proposed method is shown
in Fig. 1.

We mainly investigated the technology involving track-
ing registration, which, in the case of AR-HUD movement,
determines how to accurately stack virtual images generated
by a computer into a real scene and then displays them to
the driver’s eyes. Therefore, in the first step, we obtained
the initial registration matrix acquisition by established a
relationship between the camera, driver’s eyes, real objects’
positions, and the virtual plane where the real objects are
projected.

In the second step, we extracted the features from a real
scene. To obtain accurate registration, the exact relationship
between the virtual information obtained from the current
scene and the camera must be guaranteed. That is, we must
ensure accurate tracking. To realize the correct registration of
virtual information, the key problem to solve is the estima-
tion of the transformation matrix of the camera at different
moments. By this method, we can determine the extent of the
camera’s change in viewpoint and calculate the registration
location [31], [32]. The image taken by the camera is regarded
as a matrix. In the process of pose acquisition, we do not
make use of the entire picture; instead, we extract feature
points from the scene to reduce the amount of calculation.
We extracts the features of a road scene using features from
accelerated segment test (FAST) and binary robust indepen-
dent elementary features (BRIEF) methods. After extracting
key points from the two images, we use the fast library for
approximate nearest neighbors (FLANN) algorithm [33] to
match the image feature points. Then use the random sam-
ple consensus (RANSAC) [34] method to eliminate redun-
dant points during matching. So the transformation matrix is
obtained according to the characteristic relationship between
camera images.

The third step consists of estimating the camera pose.
We build an initial map library that is used for estimating
the camera pose with image frames. Then, we match the
binocular images taken by the left and right cameras, and we
transform the image points into spatial points. Then, we find
the relation model between the spatial points and the feature
points from the map library. Unlike in previous methods that
match two sets of feature points first and then use the iter-
ative closest point (ICP) or perspective from n points (PnP)
methods to solve the camera pose, we omitted the feature-
matching procedure. Instead, we modelled their relationship.
Finally, the camera pose matrix was obtained by solving the
model. We used OpenGL to obtain the image results. In this
way, the driver can see the virtual image after registration.
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FIGURE 1. Workflow of the proposed approach.

B. INITIAL REGISTRATION MATRIX ACQUISITON
AR-HUD is a kind of auxiliary driving system based on AR
technology, which uses optical projection to present virtual
information enhancements in the driver’s line-of-sight with-
out frequent adjustment between the real world and dash-
board/navigation data. The working principle is shown in the
following figure.

FIGURE 2. Working principle of AR-HUD.

where pw is the any point in space, pc is the corresponding
3D point of pw on the binocular camera, pv is the mapping
points in human eye coordinate system, pi is the point of
pv in projected image.The relationship between them can
be represented by the following formula. The human eye
observes the virtual image through the imaging system, and
both constitute a pinhole model virtual camera, as shown
in Figure 2. The virtual image can be defined through the
virtual coordinate system.

Pi = K3×4
v

(
r3×3
v←c

t3×1
v←c

0 1

)(
r3×3
c←w

t3×1
c←w

0 1

)
Pw (1)

The variables involved are: r is the rotation matrix between
coordinate systems, t is the translation matrix between coor-
dinate systems, and Kv represents the internal parameters of

a virtual camera. In this way, the initial registration matrix
A(r,t) can be obtained by solving r,t.

C. FEATURE EXTRACTION
To obtain a suitable road image, a binocular camera is used to
obtain the scene image. The road scenario considered in this
study is an unknown scenario of real-time change. We used
the FAST method to extract the key points, which mainly
detects obvious local pixel gray change. FAST is a type of
corner point, which mainly detects the obvious change of
the local pixel gray level. The speed of this method is fast.
The idea is that if a pixel is different from the neighbour-
hood pixel, then it may be a corner point. The speed was
faster than other detection algorithms, and the detection was
too quick to compare brightness differences between pixels.
To make the detected corner points have a description of
scale and rotation, the gray centroid method can be used to
describe these two properties. After extracting the key points,
we used BRIEF descriptor to calculate each point such that
the extracted features maintain good effect in translation,
rotation, and scaling transformation.

The binocular camera takes two images at each moment.
We use the FAST method to extract the feature points of
these images, then we match their feature points and elim-
inate the redundant points. The matching feature leverages
the coordinate points of the image plane between the left
and right cameras, C1 and C2. We define the two points
as p1 and p2. In their respective images, the corresponding
coordinates are p1 = (u1, v1, 1)T , p2 = (u2, v2, 1)T . Suppose
p1 and p2 correspond to the same spatial point coordinate,
P(x, y, z). The homogeneous coordinate of point P in the
world coordinate system is P = (x, y, z, 1)T . The projec-
tion matrices in the calibrated left and right camera were
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N1 and N2, respectively. We obtained the following relation-
ships.

ZC1

 u1
v1
1

 =
 n111 n112 n113 n114
n121 n122 n123 n124
n131 n132 n133 n134



x
y
z
1

 (2)

ZC2

 u2
v2
1

 =
 n211 n212 n213 n214
n221 n222 n223 n224
n231 n232 n233 n234



x
y
z
1

 (3)

By eliminating the parameter ZC1 and ZC2 in formular (2) and
(3), the following equations are obtained.

(u1n131 − n
1
11)x + (u1n132 − n

1
12)y

+ (u1n133 − n
1
13)z = n114 − u1n

1
34

(v1n131 − n
1
21)x + (v1n132 − n

1
22)y

+ (v1n133 − n
1
23)z = n124 − v1n

1
34

(4)


(u2n231 − n

2
11)x + (u2n232 − n

2
12)y

+ (u2n233 − n
2
13)z = n214 − u2n

2
34

(v2n231 − n
2
21)x + (v2n232 − n

2
22)y

+ (v2n233 − n
2
23)z = n224 − v2n

2
34

(5)

Because the spatial point P satisfies both formular (4) and
formular (5), we combined the equations to obtain a single
set of four equations with three unknown variables, which
should have unique solutions, and the ‘‘least squares’’ method
was used to solve them. Then, the 3D coordinates of point P
in space were obtained. We can estimate the camera’s pose
by processing the above-mentioned feature points at each
moment.

D. REGISTRATION OF VIRTUAL IMAGE AND
REALITY SCENE
After obtaining the 3D coordinates of the image frame,
the transform matrix between the map and the image frame
can be estimated. The usual method is to match the fea-
ture points first, and then use ICP or PnP to compute the
transformation matrix. To reduce the algorithm computation
time and simplify the steps, we did not match the feature
points; instead, we estimated the camera pose directly by
establishing a modeled relationship between feature points.
First, we established the relationship between the map’s and
the image’s feature points, which is the coordinate of two
groups of points in space at the same point on a surface as
the corresponding point (if there are no corresponding points
on the interpolation of a temporary point). The spatial coor-
dinates corresponding to the image feature points were set as
pi(px,py, pz); then, we applied the difference between square
and minimum principle to the z coordinates of corresponding
points to establish the objective function. After rotation and
translation, the corresponding coordinate of pi is p′i, obtained
by sequential quadratic programming (SQP) used to solve the
conversion parameter vector and estimate the transformation
matrix. The relationship is defined as

p′i = Rpi + T (6)

Here, R is the rotation matrix between pi and p′i, and
T is thetranslation matrix between pi and p′i. Then, the
‘‘least squares’’ problem was constructed to make the sum
of squares error reach the minimumR and T, and to establish
the relationship between pi and mi.

J = min
N∑
i=1

∥∥p′i −mi
∥∥2 = min

N∑
i=1

∥∥p′i − (Rp′i + t)
∥∥2 (7)

We used the first-order Taylor method to expand formular
(7) so that

p′i = R0p+ t0 + dR · pi + dt (8)

where dR =

 0 −dγ dβ
dγ 0 −dα
−dβ dα 0

 is a small change in the

rotation matrix, dt = (dtx , dty, dtz)T is a small change in the
translation matrix.

Because p′i0 = R0p+t0, the formular (8) can be expressed
as

p′i − p′i0 = dR · pi + dt (9)

If pi passes through, the R,T transform produces a small
change of dpi and their relationship can be expressed as
dpi = p′i − p′i0. Substituting in formular (9), the following
relationship was obtained.

dpi =

 0 −dλ dφ
dλ 0 −dω
−dφ dω 0

 ·
 pix
piy
piz

+
 dtx
dty
dtz


(10)

The above equation can be expanded to a component-wise
form:  dpix = −piydλ+ pizdφ + dtx

dpiy = pixdλ+ pizdφ + dty
dpiz = −pixdφ + piydω + dtz

(11)

Taking the x and y coordinates of the image space points as
the basis, the search map points at the same x,y coordinates
under z, are p′ix = mix , p′iy = miy. If the z coordinates
are equal, we record this point. If not, the z coordinates
corresponding to x and y are interpolated in the map library
and defined as miz0. This is used instead of the original
coordinates for the camera pose estimation. At this point,
formular (7), defines a point that lies between the image’s
feature points and the point of the map becomes

J = min
N∑
i=1

∥∥p′i −mi
∥∥2

= min
N∑
i=1

[
(p′ix − mix)

2
+ (p′iy − miy)

2
+ (p′iz − miz)

2
]

= min
N∑
i=1

(p′iz − miz)
2 (12)
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FIGURE 3. Operational principle of camera pose estimation.

provided the feature point coordinates of the map library
satisfy the following:

zi = f (xi, yi) = z0 + dzi

= z0 +
∂fi(x, y)
∂xi

dxi +
∂fi(x, y)
∂yi

dyi (13)

Here, the components dpix and dpiy of the dpi should be
equal to the dxi and dyi of formular (12), so

miz = miz0 +
∂fi(x, y)
∂xi

dpix +
∂fi(x, y)
∂yi

dpiy (14)

Substituting formular (14) and the ordinate component p′iz
of pi into formular (12), we obtain the following equation:

J = min
N∑
i=1

(piz − miz − αβB)2 (15)

where α = ( ∂fi(x,y)
∂xi

,
∂fi(x,y)
∂yi

, 1) is the normal vector of mi,

β =

 0 −piz piy 1 0 0
piz 0 pix 0 1 0
piy −pix 0 0 0 1


is a constructionmatrix, andB = (dω, dφ, dλ, dtx , dty, dtz)T

is the parameter vector. So we’ve got the camera’s transfor-
mation matrix. The final registration matrix is a synthesis of
initial matrix A and transformation matrix B:

W = A · B (16)

The feature of the first frame image was extracted and
all the extracted feature points were inserted into the map
library. The map refers to the set of feature points that were
cached from the feature points of each frame. In the pro-
cess of using the map, each frame either adds some feature
information or it updates the location estimation of older
feature points.Wemodeled the current image andmap points,
and obtained the estimation results of the camera pose. Each
image frame contributes some characteristic information to
the map. we can obtain a precise map that ensures accurate
camera pose estimation. The operational principle is shown
in Fig. 3.

In the experiment, the sensor must have a certain noise,
it may also be affected by the magnetic field and temperature,
which leads to the error of estimation. The error of each
estimation will be accumulated to the next estimation, which

FIGURE 4. Result of feature-matching.

FIGURE 5. Conversion result of 2D-3D points.

leads to inaccurate estimation of the long time matrix. There-
fore, the Bundle Adjustment (BA) method is used to deal
with the accumulated errors. Next, we integrated the virtual
images with the real environment. The virtual camera’s inter-
nal parameters and external parameters were defined before
this process was carried out. Then, the texture was used to
draw the real image onto the plane perpendicular to the virtual
camera’s viewpoint. Then, the virtual object was projected
between the plane and the camera. Owing to the projection
process, we obtained virtual fusion scenes in the imaging
plane.

III. EXPERIMENTAL RESULTS
The proposed approach was implemented using Linux on a
2.9 GHz CPU with 8 GB RAM. We used the KITTI public
data set for algorithm experiments. First, the initial map
library was built. Then, the feature points were extracted from
the binocular images and matched. We use the RANSAC
method to eliminate redundant points during matching. The
results are shown in Fig. 4.

Using this approach, we obtained the matched image fea-
ture points. Based on the method described in Sec. C, the fea-
ture points were transformed into spatial points and compared
with the map feature points, as shown in Fig. 5. The feature
points (red crosses) in the map are very close to the image
feature points (green points), so that most points appear violet
in color. Based on the image feature points, we searched
for each corresponding point on the map to find its x and
y coordinates. If the corresponding z value was different,
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FIGURE 6. Interpolated images of map feature points.

FIGURE 7. Fitting images of map feature points.

TABLE 1. Results of linear constraint of SQP.

the miz0 point was interpolated. The interpolation map of the
feature points is shown in Fig. 6.

In terms of α in formular (15), a surface was fitted to the
map point. The fitting surface could be a plane or another
surface, depending on the distribution of data. By requesting
the partial values of the partial differential equations at xi and
yi, the fitting results are as shown in Fig. 7.

The blue origin is the characteristic point, and the red
crosses are points where the fitting error is relatively large
and should be eliminated. After calculating the parameter
values in fomular (15), the SQP method was used to solve
the nonlinear constraint problem. The results of the linear
constraint are presented in Table 1.

FIGURE 8. Images of virtual-real registration of different times.

Based on the data from the above table, we can esti-
mate the camera’s transformation matrix after four itera-
tions. We compared our algorithm with the actual registra-
tion method based on PnP [35], ICP [36] and the triangula-
tion [37]. Table 2 presents the average time spent in each step
and the total time spent by each methods. The feature points
were estimated by simplifying the algorithm steps, which
shortened the time of the entire process. Thus, the algorithm
meets the real-time requirements of a virtual-real registration
system.Once the transformation matrix of the camera in tense
is obtained, the virtual image can be superimposed onto the
real scene by formular (16). Experiments were conducted to
register the scene from different perspectives, and the results
are shown in Fig. 8 below.

Although our method and other algorithms are based on
the least squares principle, there is no time consuming pre-
processing step. But there’s calculation method of camera
pose estimation is different. The point distance in the algo-
rithm is the Z coordinate difference between different points.
The algorithm established in this paper is relatively sim-
ple, and the corresponding relationship is established. The
computation is small and the computation efficiency is very
high. Other methods have higher requirements for establish-
ing point correspondences, and the speed of convergence
is fast. The number of iterations is very close to the real
value. Howerver, the large number of computation points
and the overall computation efficiency is low. Generally
speaking, the pose difference between matching points is not
well. Therefore, the proposed algorithm is suitable for three-
dimensional tracking and registration registration.

From the principle of the algorithm, the FAST feature
extraction method can quickly extract the features of differ-
ent road scenes. Moreover, in the camera pose estimation
processing, we combine the feature extraction results of the
previous frame images. In this way, we have more features.
We can prove the accuracy of the algorithm in different views.
Moreover, the algorithm doesn’t need to match the images,
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TABLE 2. Comparison of average processing times.

FIGURE 9. The figure of RMS error. (a) rotate around X-axis. (b) rotate around Y-axis. (c) rotate around Z-axis. (d) move along X-axis. (e) move along
Y-axis. (f) move along Z-axis.

and also improves the speed of the algorithm. Experimental
results demonstrate that the algorithm can adapt to differ-
ent perspectives and different road conditions, and that the
registration results are stable. In the experiment, the rotation
error of the camera on X, Y and Z axis is recorded, and the
movement along the X,Y and Z axis is carried out to test the
tracking accuracy of the algorithm under rotation,translation
and scale changes. By calculating the RMS error between the
real coordinates of the feature points and the re-projection
coordinates of the virtual-real registration matrices, the per-
formance of the registration algorithm is tested in this study
and compared with the two methods with better registration

effect at present. We tested 500 images and Fig. 9 shows the
error comparison of these methods.

Figure 9 shows that the registration error of the proposed
method is smaller than [38]–[41]. The registration accuracy
of the algorithm in four states is less than 2 pixels. The main
source of false and real registration errors in AR-HUD system
is the error caused by jitter during vehicle running. Therefore,
we will reduce the jitter error in future.

IV. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a tracking registration
method to place virtual objects into a realistic scene.
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First, we obtained the initial registration according to the
coordinate transformation matrix. Then, we extracted the
image features, and the 2D points were transformed into
spatial points according to the feature points of the binocular
images. However, when the camera matrix was estimated,
feature-matching was omitted and the transformation camera
matrix was obtained directly. Thus, the registration of the vir-
tual image in the real environment was realized. Experimental
results showed that the algorithm speed is improved compare
with the other registration methods. The improved method
not only had a better registration effect, but was stable and
satisfied the requirements for the registration in a real-world
road scenario. Therefore, our approach can be applied to a
vehicle’s AR-HUD.

Our experimental results showed that our algorithm can
accurately and rapidly complete the registration of a virtual
image and real surroundings in real time and can adapt to
different scene angles. However, this study has limitations.
During the experiment, we found that if the camera produces
a slight jitter, the depth of the feature point estimated was
subject to error. To overcome this problem, we placed feature
points on the map and optimized them as a group. Using this
approach, the registration result obtained was more accurate
and stable.

Another limitation is maintaining a continuously updated
map. The arrival of new images per frame will increase
the number of map features. We believe that removing fea-
tures from the field will reduce the burden on the computer.
However, it is easy to lose features because an environment
affected by light is not ideal for extraction. In the case of
severe occlusion, features can easily be lost. Inaccurate pose
estimation can also directly lead to inaccurate registration.
Therefore, solutions to these problems will be the focus of
our future work.
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