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ABSTRACT Virtual machine (VM) measurements data in TaaS cloud play a crucial role in integrity
evaluation and decision making. Hence, the secure storage for these data has attracted more attention
recently. This paper proposes a novel approach, named Mchain, to enhance the integrity and controllability
of the secure storage. Especially, to enhance the integrity, a two-layer blockchain network is introduced.
In the first layer, after the production, the data packages are first verified by leveraging a correspondence
between a package and a policy, and a one-to-one relation among a VM, a user, and a node. After that,
we propose a consensus achievement algorithm to construct a semi-finished block on a candidate block
arranged by data packages. Meanwhile, the semi-finished block is distributed to all nodes, which can provide
a certain integrity. In the second-layer, tamper-resistant metadata is generated by performing PoW tasks on
the semi-finished block, resulting in strong integrity. Further, to enhance the controllability, a revisable user-
defined policy-based encryption method with KP-ABE is proposed. It helps to flexibly control the scope of
authorized verifiers. The experimental results on six scenarios with simulated data set show that the proposed

approach is appealing in integrity and controllability, and the time overhead of data storage.

INDEX TERMS VM measurements, secure storage, blockchain, IaaS cloud, integrity.

I. INTRODUCTION

Cloud computing is widely used by governments and com-
panies worldwide. It supports massive data storage and high
performance computation. The major advantages of cloud
computing include resource allocation on demand, pay as
use and dynamic provision. It can greatly reduce the cost
of business deployment and management. However, migrat-
ing data and applications outside administrative control to a
cloud delegates the responsibility too. The cloud is supposed
to provide equal or stronger security protection. Neverthe-
less, various tasks submitted by different users are assigned
to a same cloud environment, introducing risks of secu-
rity breaches. Besides, the cloud services rely heavily on
various dependencies, creating more holes of vulnerabili-
ties and incompatibilities. Therefore security concerns about
cloud computing are at the forefront of researches [1], and
security has become a quite important factor to decision
makers.

Virtual machines (VM) are basic working units in TaaS
cloud [2], [3]. They perform the delegated tasks. Therefore
the trustworthiness of VMs is important. It closely relates to
the security of an IaaS cloud. VM measurements are one kind
of representative evidences. They are critical, and becoming
a rather appealing target for cyber-attacks. How to ensure the
security over such data has always been the focus of studies.

The VM measurements have different forms: hash values,
properties, logs or test reports [4], [5]. Lots of work have been
proposed to secure the storage of the measurements. Trusted
hardware units (TPM [6], SGX [7] and TrustZone [8]) and
huge data center are two popular techniques. As the former,
the hardware-assisted methods have natural tamper-resistant
capabilities, so the integrity and confidentiality of data can
be protected very well. Nonetheless, the data access need
specific commands or requests which cannot be processed
in parallel. Besides the internal storage spaces are limited.
These flaws restrict the application of trusted hardware units
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in VM measurements secure storage. They cannot satisfy the
requirements of flexible data access, parallel processing and
massive data storage. As the second technique, a huge data
center is controlled by one single authority normally. It is
easy to focus on security guarantees. Cryptographic tools and
access control policies are classical and effective. Whereas,
they may fail when there are internal vulnerabilities. The
compromise of keys and policies will allow impercepti-
ble violations to data, leading unpredictable consequences
(unknown manipulation). Hence it is necessary to seek new
approaches to protect VM measurements in IaaS Cloud.

Blockchain is a new and attractive technology for data
storage. It has fascinating properties of distributed consen-
sus, tamper-resistance and non-repudiation. Researchers have
made comparisons between the performances of blockchain-
based Bitcoin and centralized electronic payment system
from three aspects: cost, energy consumption and security [9].
The results showed that the Bitcoin system performed better
in counter-attacks of data tampering and zombie networks
with same deployment costs. Thus we consider applying the
blockchain technique to secure the VM measurements data
in IaaS cloud. However there remain some challenges: poor
access control and time-intensive PoW tasks (which will be
detailed in Section 3). On the basis of addressing these issues,
we propose a Mchain construction approach to achieve our
goal.

The major contributions are as follows:

(1) A Mchain design employing a two-layer blockchain
network to enhance integrity. The validation of data and
policy packages in the first-layer and the PoW tasks
in the second-layer together provide a strong integrity
guarantee.

(2) An access control mode based on revisable policies to
restrict the scope of authorized verifiers. Users can update a
policy for a VM at any given time.

(3) Appropriate performance of data storage latency from
users’ perspective. By separating a consensus achievement
process from the original blockchain and hiding the time-
intensive PoW tasks in the background, the confirmation
latency of data packages could be reduced greatly from users’
perspective.

The rest of the paper is organized as follows. Section 2
reviews the background and related work. Section 3 provides
the challenges and assumption. The design and details of
Mchain are presented in Section 4. The analysis of integrity,
access control and performance are illustrated in Section 5.
In Section 6 the experimental results are demonstrated, and
followed by conclusions and discussions in Section 7.

Il. BACKGROUND AND RELATED WORK

A. DATA SECURE STORAGE

VM measurements are critical evidences in the evaluation
of an IaaS cloud. Lots of works have invested in the secure
storage of such data. Among them, there are two major
techniques: trusted hardware units and centralized huge data
centers.
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In the first technique TPM (Trusted Platform Module) [10]
is the most representative. It generates measurements for a
platform and extends them into a set of PCRs (Platform Con-
figuration Registers). Later a virtual implementation of TPM,
vTPM [11] appeared to fit the virtualization demands. Intel
SGX [12] is another trusted unit. It allows instantiating
enclaves to protect regions of partial (or all) address spaces of
an application. TrustZone [13] is an arm secure architecture
at first. A secure world is designed to isolate risky direct
accesses. With these hardware-enforced approaches the data
integrity and confidentiality can be protected very well. How-
ever they are not fully fitted to the VM measurements protec-
tion in IaaS cloud due to some limits: the additional hardware
requirements will increase the cost; the non-universal data
access interfaces will hinder the usability; and the limited
internal storage spaces in trusted hardware will obstruct the
traceability.

In the second technique huge data centers adopt various
techniques like cryptographic tools, access control policies
and backup technologies in data protection. Encryptions and
signatures provided by cryptographic tools are against forg-
eries [14], [15]. Access control policies are used to restrict
the exposure scope of data, e.g. [16]-[18]. Appropriate repli-
cation strategies in backup are exploited to ensure data avail-
ability and integrity. These techniques make it difficult for
attackers. Nonetheless, since the data intensive huge center
has made itself an extremely valuable target, there remain
risks. In addition, the management failures and corrupted
insiders are inevitable, causing more security holes. Hence,
it is necessary to seek a new approach to ensure the secure
storage of VM measurements in IaaS cloud.

B. BLOCKCHAIN

A new blockchain technology has attracted tremendous
interests recently. It was originally used in a digital cur-
rency Bitcoin with fascinating tamper-resistance and non-
repudiation properties for ledger storage [19]. Transactions
are recorded and validated at any time without a centralized
regulator. Researchers have demonstrated the blockchain
could be applied to multiple settings. For instance, an open-
source permissioned network Multichain has been devel-
oped to assure high transaction throughput on a private
cloud [20]. A middleware Tierion was provided to upload
and publish data records into Blockchain network [21].
A blockchain based naming and storage system on top of
Namecoin was proposed by Blockstack Labs in Princeton
University [22]. The blockchain technology also could be
applied to the fields of data storage for good integrity
and auditability. For example, Guy et al. implemented an
automated access control manager without requiring trust
in a third party [23]. They used blockchain transactions in
their system to carry access instructions and protect per-
sonal data. An architecture ProvChain was presented to
collect and verify cloud data provenance by embedding
them in blockchain transactions [24]. A blockchain-
based database in cloud environments was proposed to
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FIGURE 1. Overview of the Mchain design.

provide the desired guarantees on data integrity, performance
and stability [25]. These solutions are designed specifically
for their own application scenarios. However, when applying
the blockchain technology to the secure storage of VM mea-
surements in IaaS cloud, new challenges will arise. We will
discuss them in the next section.

IlIl. CHALLENGES AND ASSUMPTION

A. CHALLENGES

The blockchain technology has shown attractive natures on
bitcoin ledger protection with tamper-resistance and non-
repudiation properties. However, when applying it to the
VM measurements secure storage application scenario, new
challenges arrive.

1) POOR ACCESS CONTROL

VM measurements data in IaaS cloud are owned by users.
They may contain sensitive information. The access to
such data should be restricted. Nevertheless, the original
blockchain for Bitcoin is a permissive network with a pub-
lic distributed ledger. Anyone can download, look through
and verify a replica of the data. The inconsistency with the
access control demand on VM measurements data makes one
noticeable challenge.

2) TIME INTENSIVE POW TASK

The confidence of data integrity on blockchain relies on the
time-intensive PoW tasks from the mining process. But the
mining causes a main defect in inefficiency of data storage:
high confirmation latency and low throughout. The latency
is a time interval between data submission and storage con-
firmation. In Bitcoin it is ten minutes, approximately equal
to the computation time of a block. The throughput is about
seven transactions per second [26]. Comparing with classi-
cal data storage, the blockchain is rather poor in efficiency.
This forms another challenge of delivering the same integrity
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guarantee to VM measurements secure storage with appro-
priate performance.

B. ASSUMPTION

Attacks on VM measurements data can have many forms:
eavesdropping, tampering, forgery, replay, etc. But they have
a common goal: manipulating the evidence data to hide other
attack tracks. For example, by concealing compromised VMs
from being detected, successful lurking backdoors or mali-
cious codes can bring sustainable benefits for attackers.
We adopt the same trust assumption as that in the original
blockchain network. A small amount of computing power in
IaaS cloud is compromised. Thus the VM measurements data
are confronted with attacks before or after the storage.

IV. MCHAIN DESIGN

A. OVERVIEW

We propose a VM measurements secure storage approach
named Mchain to address the aforementioned two challenges.
The description begins with an overview, as shown in Fig. 1.
There are three entities: users, IaaS cloud and verifiers. The
users control VMs remotely to perform tasks. They store
VM measurements on Mchain. The IaaS cloud provides data
storage and validation services for users and verifiers. It is
built physical nodes, on which the VMs are running. The
verifiers are interested in accessing measurements histories
of a target VM. Any participators like users, new autho-
rized customers or cloud administrators who want to access
VM measurements are classified as verifiers.

From the Fig. 1 in the IaaS cloud there are a Nodes pool
and a VMs pool. The Nodes pool contains all physical hosts
in the cloud, and the VMs pool contains all virtual machines
running on the hosts. Mchain represents the storage location
of the VM measurements. It takes up some spaces from the
Nodes pool. Physical the VMs pool, Nodes pool and Mchain
are merged together. But here for simplicity, three isolated
parts are depicted to represent the logical relationships.
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There are six procedures in the Mchain design:
(1) VM commands. Users issue the commands remotely to
initiate VM measurements. (2) Access control policies. Users
define the policies to restrict the exposure scope of data.
(3) VM measurements data. These data are generated for
VMs and transmit inside the cloud. (4) Data storage. The
Nodes pool responds for storing the VM measurements data
and policies on Mchain. (5) Permissions validation. Verifiers
are verified against the corresponding policies to check the
permissions. (6) Required data. Only valid verifiers could
acquire the required data. The most different place between
Mchain and traditional data secure storage approaches lies in
procedure four and five.

Our approach is illustrated from three aspects: package
production and validation, Mchain construction and access
control. They are detailed in following sections.

B. PACKAGE PRODUCTION AND VALIDATION

1) KEY ESTABLISHMENT AND PACKAGE PRODUCTION
Before storing VM measurements on Mchain, credentials are
required for both users and VMs. They are created when a
user account is registered and a VM is instantiated. We use
a public-private key pair to identify the credential. Also
an encryption key is needed to protect data confidentiality.
We detail the keys as follows.

User Identity Key Pair (PKu, SKu): The public-private key
pair is a credential for a user u. The SKu is used to sign
all measurements data of VMs belonging to the u, and the
PKu is used to validate and locate them.

VM Identity Key Pair (PKv, SKv): The public-private key
pair is a credential for a VM v. The SKv is used to sign all
measurements data corresponding to the v, and the PKv is
used to validate and locate them.

VM Encryption Key Kuv: The encryption key is created on
the basis of a customized VM access control policy Puv with
a KP-ABE [27] method, in which case the user is «# and the
VM is v. The policy is defined by users and revisable at any
time. It can be regarded as a discrete function related to time.
To identify which policy is used currently, the hash values
of a corresponding policy are attached to the end of cipher
texts.

If a piece of VM measurements data Duv is ready to store
on Mchain, the cipher texts are denoted as Cuv.

Cuv = Kuv(Duv)

If the hash function is denoted as HASH and the policy
changes at the time #c, the hash result of a policy Puv is
denoted as Huv(tc).

Huv(tc) = HASH (Puv(tc))

Signatures for cipher texts Cuv by a VM v and a user u are
denoted as Sv and Su respectively.

Sv = SKv(Cuv), Su = SKu(Cuv)

In our Mchain construction, a time server is required
to determine the sequence of VM measurements data.
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A timestamp ¢ is attached to the end of a data package. Then
a packetized data is:

PAuv = Cuv||Huv(tc)||Sv||Su||t

In the Mchain design, each package needs to travel on the
cloud network. The nodes perform package validation and
block building tasks too. The source nodes of packages and
blocks need to be identified. Thus it is necessary to create a
credential for each node in the cloud.

Node Identity Key Pair (PKn, SKn): The public-private key
pair is a credential for a Node n. The SKn is used to sign
all packages sent from the n, and the PKn is used to validate
them.

A signature for cipher texts Cuv by the source node n is
denoted as Sn.

Sn = SKn(Cuv)

Then a VM measurements data package is denoted as
PAuv.

PAuv = Cuv||Huv(tc)||Sv||Sul| Snl|t

Similarly for a policy Puv, the corresponding package is
denoted as PPAuv.

PPAuv = Puv| Huv(tc)||Sv||Su||Sn||t

The VM measurements and policy data package share the
same format with different bodies. In data packages the con-
texts are cipher texts of VM measurements, while in policy
packages are policies. In the following validation we take
the data package as an example to make illustration. The
validation of a policy package is similar.

2) PACKAGE VALIDATION

Under load balancing strategies in IaaS cloud, VMs are
possibly scheduled to different nodes as time lapses. The
correspondences between VMs and nodes are changing with
time. But no matter how a VM migrates, only the node hosting
it at the moment has the right to sigh its packages. Similar
relation exists between the user and the VM. During the entire
life-time of a VM, its user barely changes. Even though it
does, there is still a correspondence between the new user and
the VM. In this case, it is also true that only the current user
has the right to sign a VM measurements data package. In an
[aaS cloud maintaining the correspondences among users,
VMs and nodes is a necessary job. It is easy to know for
every node. Thus with the correspondences the packages are
validated. If there are violations, we can infer that wrong users
or nodes have participated in the package production process.
This implies an attack. The validation of a package is shown
in Fig. 2.

For convenience of description, we use the packages that
have been stored on the Mchain in the depiction. The dash
lines denote the package location process from the blocks.
The correspondence between a package and a then effective
policy is verified explicitly. If a key generated from an old
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policy Huv(tc) is used to encrypt a new data package gen-
erated at time t, it is a violation. The package is invalid.
Besides, the correspondence among the user, VM and source
node is verified implicitly. If all three signatures Sv, Su and Sn
of a package are right with their own public keys PKv, PKu
and PKn, the package is valid.

When a data package travels around the cloud network for
validation, there might be attack attempts. For instance, if a
package is tampered and uploaded to the network, it would
fail the validation. Because a malicious node without a right
private key SKn could not forge a right signature. Similarly,
if a manipulated package is encrypted with an overdue key,
it would fail the validation because of the contradiction to the
new policy on Mchain. In this way only a valid package will
be accepted. An invalid package will be rejected and alarmed
immediately, which impose further obstacles to cover attack
tracks.

We give an algorithm to describe the process of package
validation as follows.

In algorithm 1, the violations are expressed by two error
values 1 and 2 at a coarse-grained level. The specific type
of violated correspondence is not distinguished. More error
values could be added in step 6 to make a classification at a
fine-grained level. It is easy to implement practically. We did
not discuss it here.

In some cases the two correspondences are considered pri-
vate and should not be directly used in a validation. To address
this concern, other techniques like homomorphic encryp-
tion [28] can be introduced to offer protection. We did not
discuss it here either.
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Algorithm 1 Package Validation
1 procedure Validate (PAuv, Puv(tc), PKv, PKu, PKn)
flag =0
2 The PAuv is a new coming data package, Puv(tc),
PKv, PKu and PKn are public information known to
all nodes.
If (Huv(tc) = HASH (Puv(tc)&&t > tc))
The PAuv — Puv correspondence is ok.
Else flag = 1, jump to step 10
If (PKv(Sv) == PKu(Su) == PKn(Sn) == Cuv)
The VM — user — node correspondence is ok
Else flag = 2, jump to step 10
All correspondences are ok, the package is valid.
10 There are some violations, the package is invalid.
11 Return flag
12 End procedure

O 0NN B~ W

C. MCHAIN CONSTRUCTION

Integrity is the most predominant property when the VM mea-
surements data are stored as evidences. Concurrent access is
another necessary demand in an IaaS cloud. The blockchain
is promising in protecting both integrity and usability. But
the time-intensive built-in PoW tasks result in a high con-
firmation latency to data storage. To improve the efficiency,
we adopt a two-layer blockchain network [25], [29]. The
workflow of Mchain construction is shown in Fig. 3. A semi-
finished block is output from the first-layer, and a correspond-
ing mature block is output from the second-layer, which is
stored on the Mchain.
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There are three stages in Mchain construction: candidate
block establishment, consensus achievement and block build-
ing. They are illustrated below.

1) CANDIDATE BLOCK ESTABLISHMENT

A candidate block contains a group of packages ready to get
consensus achievement. It is established by a leader node. The
selection of a leader node is detailed in Section C-3.

There are two types of packages: VM measurements data
and access control policies. Then there are two types of
blocks: data block and policy block. They are stored on
one Mchain alternatively. With different data and policies
production rates, the arrangement of data and policy blocks
forms different storage patterns, as shown in Fig. 4.

For intensive VM measurements, a candidate data block
can always be established in a waiting time window zg,.
The window is selected based on performance. We use a
time sequence rule to shorten the list of candidate packages.
The longest waiting package ranks the top in a candidate
data block. The rule can ensure a limited and acceptable
waiting time for each package. It explains the right upper case
in Fig. 4.

For sparse policies, a candidate policy block may have to
wait a long, unpredictable time before it is fulfilled. However,
this is not practical. A new revised policy should take effect as
soon as possible after it is submitted. We use an argument £,
to denote the acceptable waiting time before a revised policy
effects. A candidate policy block is constructed based on an
old one. When a new policy arrives, it replaces a correspond-
ing old one, or adds it. Then the candidate waits for a time
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window 1,,,. During the period, the candidate block is open
for new policies. And when the time window is closed, it is
established and goes to the first-layer. Note that the maximum
size of a policy block is not limited for now. Due to the one-to-
one correspondence between a VM and a policy, the policies
and VMs have the same number. All policies are arranged
in one candidate block. They can be separated in practical
implementation.

Therefore there are two candidate package buffers on each
node. One is for data and the other is for policies. They are
counted individually.

Though the VM measurements data are intensive in most
cases, they could be sparse occasionally. When in a data wait-
ing time window ?4, the accumulated data packages are not
enough to fulfill a standard candidate data block. A smaller
candidate is acceptable. A maximum size of a data block is
limited, while a minimum is not. It explains the right lower
case in Fig. 4.

2) CONSENSUS ACHIEVEMENT
All candidate blocks established in the last section go to the
first-layer of Mchain design for confirmation. We present
a lightweight distributed consensus algorithm to assure low
confirmation latency and high data storage throughput. Our
aim is to reach a quick and reliable agreement on a candidate
block among all nodes. Time is divided into rounds. The
consensus achievement work is performed in each round.

In a round, a candidate block travels around the cloud
network. When it arrives a node, all packages are verified.
If validated, a valid mark is tagged. The mark is a signature
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produced by the node. If all valid marks are gathered, a con-
sensus on the candidate block is achieved. It is then confirmed
as a semi-finished block and sent to the second-layer.

If any package in the candidate block is invalid, it is
rejected. The leader in this round is marked as suspicious,
and removed from the valid nodes pool. The incident would
be alarmed to the cloud administrator. A random selection
algorithm then starts to choose a new leader.

We give an algorithm to describe the process of consensus
achievement as follows.

When a candidate block is confirmed, a semi-finished
block is output, and the round is over. It goes to the second-
layer of Mchain for storage.

3) BLOCK BUILDING

All valid marks tagged on a semi-finished block in the first
-layer guarantees integrity and authenticity to some extent.
But it still needs the mining process to ensure strong integrity.
We accomplish the PoW tasks in the second-layer of Mchain.
A mature block is built on a semi-finished block and stored
on the Mchain.

Unlike the permissionless Bitcoin blockchain, the Mchain
second-layer network is permissioned. As the system is run-
ning, only valid (honest) nodes are allowed to participate in
this process.

When a semi-finished block reaches the second-layer, all
valid nodes begin the mining process. They construct a block
header for the semi-finished block and try to find an eligible
nonce. In the original blockchain, the nonce is to satisfy a
difficulty, which is of the same use in Mchain. The difficulty
is originally defined as the number of first zeros in the hash
values of a block header. But in our work there are two
types of blocks, so we need to adjust the difficulty slightly.
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Algorithm 2 Consensus Achievement

1 procedure Consensus(candidate packages buffer)

2 flag=0

3 Elect the leader node nleader in this round.

4 The leader node establishes a candidate_block from
the local candidate package buffer.

5  Sign the candidate_block with the private key
SKnleader and broadcast it on cloud network.

6  When the candidate_block arrives a new node nnew.

7  For package in candidate_block

8 If (Validate(package) == True)

9 Proceed the next package in candidate_block,
flag = 0.

10 Else flag = 1

11  End For

12 Ifflag=10

13 The candidate_block is valid, sign it with its

private key SKnnew, and tag a valid mark.

14 Else the candidate_block is invalid, mark the node
nleader as suspicious, alarm the cloud administrator,
and start a random election algorithm to choose a
new leader, jump to step 5.

15 Once all valid marks from all valid nodes are
gathered, the candidate_block is confirmed as a
semi-finished block.

16  return flag

17 End procedure

The first bit of hash values for a block header is used as a
flag. Zero means a data block, and one means a policy one.
If a parameter Diff represents the number of the first bits in
block header hash values, the first flag bit is counted too.
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FIGURE 5. A sketch for data access control.

For example, if Diff = 15, then the first 15 bits in a data
block header hash values are zeros, and that in a policy block
are 1 one followed by 14 zeros.

The main structure of a block is similar to the original
blockchain. It is composed of two parts: a header and a
body. The header contains seven fields: current block hash,
previous block hash, Merkle root, timestamp, Diff, height and
nonce. The current block hash is computed from values in all
the following fields. The Merkle root is the root value of a
binary hash tree created on all packages in a semi-finished
block. Each package is hashed as a Merkle tree node. All the
packages constitute the block body.

Since the aim of our Mchain design is to store the VM mea-
surements, the nodes do not have to compete for rewards.
They can search complementary random number spaces
cooperatively, forming an improvement to performance too.
When a nonce is found, the semi-finished block becomes
mature. The mature block is then sent to the cloud network
and accepts validation from every other node. When it is
validated, the mature block will be added to the local copy of
Mchain. Occasionally there are two blocks built in one round,
forming forks. The issues is solved with the same solution in
original blockchain. After a certain time a longest chain will
be naturally selected as the primary Mchain.

If a mature block is stored on Mchain, it is considered
immutable and irreversible. The block hash value would
act as metadata for proving and validating the integrity of
VM measurements and policies.

D. ACCESS CONTROL

In an IaaS cloud all VM measurements data belonging to
different users are stored on one Mchain. There might be
sensitive information in these data. Access to them should be
restricted. To achieve this goal, we use a KP-ABE encryption
method to implement protection. In this method, if a verifier
wants to obtain the measurements of a VM, he/she has to
submit a request with granted permissions. The request is
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validated against the current effective policy on Mchain. Only
a validated verifier can get desired data packages and decrypt
them.

There still remains an issue. When accessing a history of
measurements data of a VM, the encryption keys might be
different, because the corresponding access control policies
are revisable. Thus the authorized verifier who meets the
latest policy will fail the old ones, and the old data packages
cannot be decrypted. To deal with it, the previous key will
be encrypted with the new key to form a data package. It is
stored on Mchain along with other measurements. In this
way even when an authorized verifier retrieve the history of
VM measurement data for a specified time, he/she can obtain
the old keys at the same time, and then the old data packages
are accessible. A sketch for data access control is presented
in Fig. 5.

The latest policy block on Mchain is the only interface to
access the VM measurements data. Only validated requests
are responded. If a user wants to modify the scope of verifiers,
he/she just needs to update a new access control policy.
Besides, to prevent possible collision attacks for same poli-
cies, a one-way increasing value is adopted to control the
policy version. Hence even for the same policies, the keys
are not the same.

V. ANALYSIS

A. INTEGRITY

Integrity is essential for VM measurements data. We adopt a
two-layer blockchain network to ensure.

The first-layer provides a weak integrity. A consen-
sus achievement algorithm is performed. The integrity and
authenticity of data and policy packages are validated. If an
attacker wants to fake a semi-finished block, He/she needs
to do following things: disabling the leader node, deceiv-
ing the random election algorithm to be elected as the next
leader, raising a candidate block and gathering all valid
marks (signatures). And if an attacker wants to manipulate
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a semi-finished block, all replicas on all nodes in the first-
layer need to be modified. Obviously, either of the two attacks
costs a lot of efforts. But they remain possible. The integrity
offered in the first-layer is not strong enough. More protec-
tions are required.

The second-layer provides a strong integrity. A mature
block is built on the PoW tasks cooperatively by all nodes.
The more blocks stored on top of a block, the safer it is.
Because the efforts to subvert the integrity of a PoW-based
blockchain is close to infinite [30]. Thus it is barely infeasible
to manipulate the stored data on Mchain. In this way a strong
integrity is guaranteed.

B. ACCESS CONTROL

We use a combination of a KP-ABE encryption and a user-
defined revisable policy to enhance the access control. With
the encryption, the VM measurements data are stored in
cipher texts. The encryption key relates closely to a user-
defined policy. The policy is revisable at any time, providing
flexible control on the scope of verifiers.

An authorized verifier can download all measurements
data of a VM. Although the encryption keys are different for
the revisable policies, the old keys are stored along with the
data packages. When the cipher texts are decrypted, the old
keys can be obtained immediately. In this way an authorized
verifier can access all measurement data unimpededly.

The newest policy block on Mchain is the only interface
to control access. A verifier who fails the validation cannot
download any contents from the Mchain. Attackers inside the
TaaS cloud can access a Mchain copy. However, unless the
newest policy is satisfied, the data can be decrypted neither.

Besides, a one-way increasing value is introduced to han-
dle the version of policies. Whenever the policy updates,
the value increments by 1. In this way for two identical
policies, the keys are different, preventing collision attacks.

C. PERFORMANCE

The time-intensive PoW tasks lead to high confirmation
latency and low throughput for data storage in blockchain.
To solve this issue, the introduced two-layer blockchain
network separates data confirmation from the PoW tasks.
We perform a consensus achievement algorithm in the first-
layer to realize the fast confirmation of data and policy pack-
ages. When a semi-finished block appears, it queues up to
be built on the Mchain. The storage process is over from
the perspective of users. Thus the confirmation latency is
greatly reduced, and the throughput increases. Since users do
not necessarily concern how blocks are built, unless they are
interested. Hence by hiding the PoW tasks in the background
of the second-layer, the performance could be improved.

VI. EVALUATION

To evaluate the effectiveness and performance of the Mchain
design, we prepare a dataset of reports to simulate differ-
ent situations of VM measurements data. The reports are
generated by a popular Linux integrity analysis software
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Tripwire2.4 [31]. A report is regarded as a piece of VM mea-
surements data. It results from an integrity check on a config-
uration file. 294 VM configuration files are put in one folder
to simulate the group of objects to be measured. Repeated
checks are performed to generate a history of the measure-
ments. By reading a report, a verifier can know the integrity
of a VM configuration.

Instead of using a standard Bitcoin client, we implement a
simplified version covering the key functions of Mchain: pro-
ducing a package, establishing a candidate block and finding
aright nonce to satisfy the desired difficulty. The programing
language used in our experiments is Python 2.7.13 [32].
OpenSSL 0.9.8zg [33] is applied to provide the crypto library.
An openssl instruction genrsa is used to generate a public-
private key pair. We used SHA256 for the hash function, and
AES 128 for the symmetric encryption. As to the KP-ABE
based encryption key [34], we use a random 128 bit key that
is simply related to a policy to make a simulation.

The experiments are carried out in six scenarios. Detailed
information on nodes hardware and software are given
in Table 1. The description of scenarios are given in Table 2.

TABLE 1. Details of experimental settings.

Computer Hardware and software information
cl CPU Intel(R) Pentium G3250@3.20GHz, 4GB RAM, OS
0SX 10.9.5.
o CPU Intel(R) XeonE5-2603v4@1.70GHz, 64GB RAM, OS
Ubuntu 16.04.2 LTS.CPU Intel(R)
3 XeonE5-2620v3@2.40GHz, 64GB RAM, OS CentOS

release 6.8.

TABLE 2. lllustration of six scenarios.

Scenarios Description

St A cloud with two nodes C1 and C2. C1 is honest and C2 is
malicious.

9 A cloud with two nodes C1 and C2. C1 is honest and C2 is
malicious.

3 A cloud with three nodes C1, C2 and C3. They are all
honest.

S4 A cloud with a single node Cl1, it is honest

S5 A cloud with a single node C2, it is honest

S6 A cloud with two nodes C1 and C2, they are honest

A. EFFECTIVENESS

The effectiveness of Mchain is demonstrated with the ability
of tamper resistance. In the first-layer, the integrity of pack-
ages is validated against two correspondences: the one-to-one
relation between a VM, a user, a node and that between a
package and a policy. These correspondences rely on the for-
mal proofs in cryptography, requiring no more experiments.
Here we focus on the attempted manipulation attacks on data
to be stored on Mchain in the second-layer.

Specifically, the attacks happen inside the IaaS cloud.
As assumed in Section 3.2, the nodes can be divided into
two parts: malicious and honest. We assume all the malicious
nodes are laying low to successfully lurk to the second-layer.
If an attacker wants to tamper a stored package on Mchain,
he/she has to figure out how many blocks a fake Mchain fork
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has fallen behind. The number of blocks that a fake Mchain
behind a right one is one important argument to impact the
attack success rate. In addition, the proportion of malicious
computing power occupied in the IaaS cloud is important too.
It directly impacts the attack results. Hence we consider two
arguments: the number of blocks a fake Mchain falls behind
N and the proportion of malicious computing power.

According to [19], if there are six blocks stored on top
of one, the deeper block is considered immutable. It implies
that if the gap of block number between the honest and fake
Mchain is greater than 6, the longer chain is unbeatable.
In Bitcoin system a fork can never go this far before it is
eliminated. But in our design, when reducing the difficulity
of building a block, it is much easier to appear forks. Thus
we set 12 as the gap threshold. This value is used to judge the
attack results. If the honest Mchain exceeds the fake one by
12 blocks, the attack fails, and vice versa.

We select the S1 and S2 scenario in this test. Both S1 and
S2 consist of two nodes C1 and C2. But the proportions of
malicious computing power are different. C1 has a higher
CPU frequency, representing the higher computer power.
Thus in S1 when C1 is honest and C2 is malicious, it is
a simulation of malicious nodes in minority. An opposite
situation happens in S2, it is a simulation of malicious nodes
in majority. The Diff is 15. The tests in each case are repeated
100 times. The experimental results are shown in Fig. 6,
where the unit of time is second (s).

c1 honest, c2 malicious

W number of trusted blocks on C1
hind C1 N blocks
ious blocks on C2

N=0 N=2 N=3
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FIGURE 6. Attacking results in scenario s1 and s2. (a) S1. (b) S2.

Fig.6 (a) shows the attack results in S1. The fake Mchain
has fallen behind the honest by different number of blocks: 0,
2,3,4,5,6 and 7. They are represented by black rectangles.
Take case 1 as an example. In this case the N = 0. It means
the target data package is in current semi-finished block.
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The fake (red) and honest (green) Mchain start to build a
block at the same height. After an average period of time
80.1134s, there are 30.61 blocks built on C1 and 17.58 built
on C2. The block number is an average result of repeated
experiments in 100 times. Thus they are not integers. The
average building time of every block is 3.1416s on C1, and
5.2171s on C2. In the 100 tests, the honest Mchain on C1 can
always exceed the fake one on C2 with 12 blocks upon a
time. The fake Mchain can never replace the honest one in the
cloud. Therefore the attacks always fail. In case 7 the N = 7.
It means that the target data package has stored on the honest
Mchain. The fake Mchain has fallen behind the honest one
by 7 blocks. After an average period of time 41.3728s, there
are 21.77 blocks built on C1 and 8.89 on C2. The average
building time of every block on C1 is 3.2892s, while that on
C2 is 5.4098s. In the 100 tests, the honest Mchain on C1 can
always exceed the fake one on C2 by 12 blocks upon a time.
The fake Mchain will never replace the honest one in the
cloud. The attackers always fail. Therefore when there are
a small proportion of malicious nodes (computing power),
the primary Mchain can always stay in honest with our two-
layer blockchain-based technology.

Fig.6 (b) shows the attack results in S2. The fake Mcahin
has fallen behind the honest one by different number of
blocks: 2, 3, 4, 5, 6 and 7. They are also represented by
black rectangles. Take case 3 as an example. The N = 3.
It means the fake (red) Mchain has fallen behind the honest
(green) one by 3 blocks. After a period of time 92.9148s,
there are 26.85 mature blocks built on C1 and 13.20 built
on C2. The average building time of every block on C1 is
3.3989s, while that on C2 is 8.1117s. In the 100 tests, the fake
Mchain exceeded the honest one 81 times. It means that there
are some probabilities of successful attacks in this context.
Although there are 19 times the attacks failed, it is because
that a nonce searching process contains a certain amount of
luck. If the honest Mchain is always lucky, it could exceed
the fake fork by 12 blocks. This may happen, but with a
low probability. Given enough time, the attack would succeed
eventually. Just like the following cases, the attack success
rates in case 5 and 6 are up to 100%. Thus when the assump-
tion in Section 3.2 is violated and the malicious computing
power is in majority, the attacks are possible.

In our Mchain design, the nodes entering the second-layer
network are permissioned. Abnormal nodes are removed in
the first-layer. Although some malicious nodes might lurk
carefully, unless they have occupied the major computing
power of an laaS cloud, the attacks would never succeed.
The efforts of violating our assumption of Mchain is great.
Considering the financial benefits, it is not worthy. Thus
to this point, our Mchain could provide perfect integrity to
VM measurements data storage.

B. PERFORMANCE

The time overhead in Mchain construction mainly reflects
from two aspects: candidate block confirmation and block
building. The experiments are in two parts too.
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1) CANDIDATE BLOCK CONFIRMATION

The production of a semi-finished block could be viewed
as a sign of successful data storage from the perspective of
users according to the analysis in Section 5.3. We measure
the time of achieving an agreement on a candidate block to
evaluate the confirmation performance. The experiment is
performed in scenario S3, a cloud with three nodes. There
are two cases of data transmission: in order and concurrent.
In the first case a candidate block is verified and forwarded
on nodes one by one. While in the second case the process is
performed concurrently. The size of a package is 2.96K bytes
in our experiment environment. The number of packages in
a candidate block ranges between 20 and 200 with a step 20.
The experimental results are shown in Fig. 7, where the unit
of time is millisecond (ms).

comparasion of two transmission cases

-- casel in order
7 — case2 concurrent
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FIGURE 7. Confirmation time in S3.

Intuitively, it is observed that the confirmation time of a
candidate block is positively correlated to the size of a block
(the number of packages) without considering the network
factor. It is relieved from the heavy intensive PoW tasks in
the original blockchain technology. The unit of time here is
millisecond, one or two order of magnitude less than that
of block building (second in Section 6.1). By separating
the mining work out, the data confirmation time is largely
reduced from the perspective of users.

2) BLOCK BUILDING

The block building time in second-layer is influenced by two
parameters: total computing power of a cloud and the diffi-
culty Diff . We perform multiple tests on a same dataset with
2000 blocks (123M bytes) in three scenarios S4, S5 and S6.
The difficulty values are set to 16, 17, 18 and 19. Each test is
repeated 1000 times. The results are shown in Fig. 8.

The time overhead in different scenarios is represented by
rectangles with different colors. When Diff = 16, the block
building time in S4 is 7411s, 9628s in S5, and 5293s in S6.
Since in S6 the cloud with two nodes C1 and C2 has the over-
whelming power among the three scenarios, its time overhead
is supposed to be the least. The experimental results confirm
this. It is also found that the block building time is positively
correlated to the total computing power, and negatively to
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the difficulty. When the total computing power is fixed,
the time to build a block could be adjusted by varying the
difficulty value according to the practical requirements.

In addition to the data and policy packages, there are some
metadata generated for each block in the process of Mchain
construction. 1Mbytes bytes data are added in our tests in
total. Comparing with the size of VM measurements data and
policies, the amount of metadata is small. Hence the extra
introduced storage overhead is acceptable.

VII. CONCLUSIONS AND DISCUSSION

In this paper we first discuss the specific requirements of
VM measurements secure storage in laaS cloud. The new
blockchain technology has shown promising natures to meet
these demands, along with two challenges: controllability and
performance. To solve these issues, we present a Mchain
approach. The major advantage is that the integrity and
controllability are well balanced with appropriate perform-
ance. To enhance the integrity, a two-layer blockchain-based
network is introduced. In the first layer, the data packages
are verified against two correspondences: the one-to-one
VM-user-node and package-policy relation. After that, a con-
sensus achievement algorithm is proposed to construct semi-
finished blocks on the candidate blocks arranged by data
packages. In the meanwhile, the semi-finished blocks are
distributed to all nodes to provide a certain integrity. In the
second-layer, tamper-resistant metadata are generated by per-
forming PoW tasks on the semi-finished blocks to ensure
a strong integrity. Further, to enhance the controllability,
a revisable user-defined policy based a KP-ABE encryption
method is proposed to flexibly restrict the scope of veri-
fiers. We conduct two types of experiments on six scenarios
with simulated dataset to make evaluation. The experimental
results showed that the proposed approach is appealing in
integrity and controllability, as well as the time overhead of
data storage.

The future plan of improving our Mchain design is extend-
ing the current design to a general secure storage approach
for more data types with a better and flexible access control.
The PoW function used in current work depends on finding
an eligible nonce, which is the same as Bitcoin system.
It only generates tamper-resistant metadata. We expect to find
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new functions that achieve similar goal with more practical
usage. Besides, the correspondences used in package valida-
tion might be considered sensitive in some contexts. Finding
new validation proofs is another interesting job. We hope our
research work will yield a new insight to the use of blockchain
technology.
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