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ABSTRACT Reachability is one of the significant properties of Petri nets (PNs). For unbounded PNs, how to
determine their reachability is an open issue. In this paper, we propose an algorithm that determines whether
the reachability set of an unbounded PN is semilinear. Moreover, in the case that the unbounded PN has
semilinear reachability set, the proposed algorithm can construct a new reachability tree (NRT) that exactly
characterizes its reachability set. In addition, it can be decided based on NRT whether an unbounded PN
suffers from deadlocks. The results are illustrated via examples.

INDEX TERMS Discrete-event systems, Petri nets, reachability trees, unbounded nets.

I. INTRODUCTION
Petri nets (PNs), thanks to their compact graphical represen-
tation and powerful mathematical foundation, are viewed as
an appropriate modelling tool to analyze and control discrete-
event systems (DESs) like computer networks, workflow
systems, automated manufacturing systems, and urban traffic
systems. The analysis on reachability sets is of fundamental
importance for PNs since a variety of properties such as live-
ness, boundedness, coverability and reversibility all can be
checked via analyzing reachability sets [27]. The reachability
set can be represented by a tree named the reachability tree
(RT) that is a powerful tool to check properties of PNs intu-
itively and thus its construction is very important. However,
it is challenging to construct a reachability tree that exactly
characterizes the reachability set for unbounded PNs. This
is because their reachability sets are infinite. Over the past
fifty years, many works [4], [8]–[11], [14], [17], [19]–[25],
[30], [31], [33] study the finite representation of the reacha-
bility tree for PNs with infinite reachability sets.

The work [11] done by Karp and Miller firstly proposes
a finite reachability tree (FRT) where a special symbol ω is
introduced that denotes an infinite component of a marking
due to some transition firing loops. It is proved that FRT
can be utilized to decide such properties as boundedness
and safeness [15], [16]. Unfortunately, the introduction of
symbol ω in FRT leads to information loss, which as a result

invalidates its determination on whether a specific marking is
reachable, as well as the property of deadlock-freedom of an
unbounded PN. For a subclass of unbounded PNs, Hiraishi [8]
uses Periodic vectors instead of symbol ω to develop reduced
representation of vector state spaces with infinite states. How-
ever, the method is not very efficient since most of the time is
spent on checking the inclusion of regions [8]. Hence there is
still much work [4], [9], [10], [14], [17], [19]–[25] utilizing
symbol ω to find finite representation of reachability trees for
PNs with infinite reachability sets.

An augmented reachability tree (ART) is developed by
Jeng and Peng [9], [10], which extends the ability of FRT
of analyzing qualitative properties of unbounded PNs, e.g.,
liveness. Its basic idea is computing the minimal marking
for every node of the tree. However, the complexity of
such a computation is NP-hard and the construction of ART
essentially relies on enumeration technique. Besides, ART is
unfortunately applicable to one-place-unbounded nets only,
i.e., nets containing only one unbounded place.

To avoid information loss, Wang [19] proposes a modi-
fied reachability tree (MRT), where the expression kωn + q
rather than ω is adopted to denote infinite components of
a marking. The work in [21] develops a computer program
that can generate an MRT of a net automatically. Later,
Wang et al. [20] prove that an MRT is a finite tree and verify
its capability on deciding such properties as the reachability,
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deadlock-freedom and liveness. Counterexamples in [4]
and [17], however, indicate that the marking set represented
by an MRT is not necessarily equal to the reachability set.
Due to the existence of spurious reachable markings, MRT
fails to correctly decide the deadlock and liveness of some
unbounded nets. Thereafter, for one-place-unbounded nets,
Wang et al. [25] develop an improved reachability tree (IRT)
whose marking set is exactly the same as the reachability set.

In [24], ω-independent unbounded nets are proposed by
Wang et al., which are a subclass of unbounded nets more
general than one-place-unbounded nets. For such unbounded
PNs, Li [14] and Wang et al. [24] construct a new modified
reachability tree (NMRT) that exactly represents the reacha-
bility set of a net and thus can correctly determine deadlocks
and liveness [22]. Note that themodified next-state function is
adopted during the construction of NMRT, by which spurious
reachable markings in [20] are avoided.

To our best knowledge, almost all the reachability trees
in the literature, which exactly characterize reachability sets
of unbounded PNs, are only applicable to a limited subclass
of PNs whose reachability sets are semilinear. Motivated
by this fact, a method is proposed in our recent work [43]
that can construct a reachability tree for any unbounded PN
whose reachability set is semilinear. In this paper, we develop
a new algorithm that is capable of recognizing whether an
unbounded PN is a net with a semilinear reachability set. In
addition, for an unbounded PN with a semilinear reachability
set, the proposed algorithm constructs a new reachability
tree (NRT) that exactly characterizes the infinite reachability
set of the PN.

The remainder of this paper is organized as follows.
Section II provides related notions used in this paper.
Section III introduces modified expressions of ω-numbers
andω-markings. Section IV proposes an algorithm that deter-
mines whether an unbounded PN has the semilinear reach-
ability set and constructs an NRT for the unbounded PN
with the semilinear reachability set. Section V concludes this
paper.

II. PRELIMINARIES
A. PETRI NETS
A Petri net (PN) is a four-tuple N = (P,T ,F,W ) where P
and T are the sets of places and transitions, respectively and
they are finite, non-empty, and disjoint sets. F ⊆ (P × T ) ∪
(T × P) is the set of flow relation that are graphically
denoted by directed arcs connecting places to transitions. The
function W : (P × T ) ∪ (T × P) → N assigns each arc a
weight. Given x, y ∈ P ∪ T , W (x, y) > 0 if (x, y) ∈ F ,
and W (x, y) = 0 otherwise. The preset of a node x ∈ P ∪ T
is •x = {y ∈ P ∪ T |(y, x) ∈ F} and the post-set of a
node x ∈ P ∪ T is x• = {y ∈ P ∪ T |(x, y) ∈ F}. The
incidence matrix of N is a matrix [N ]: P× T → Z such that
[N ](p, t) = W (t, p) −W (p, t). [N ](p, •) ([N ](•, t)) denotes
the incidence vector with respect to a place p (transition t),
i.e., a row (column) in [N ].

An ordinary marking µ of N is a mapping from P to N.
t ∈ T is enabled at µ if ∀p ∈ •t , µ(p) ≥ W (p, t).
An enabled transition t at marking µ can fire. µ[t〉µ′ denotes
that the firing of t at µ leads to a new marking µ′, where
µ′(p) = µ(p) + [N ](p, t), ∀p ∈ P. Note that T ∗ denotes the
set of all finite sequences of transitions in T , including the
empty sequence ε, where the operation ‘‘∗’’ is called Kleene-
closure. A transition sequence σ = t1t2 . . . tk ∈ T ∗ is feasible
from a marking µ1 if there exist µ1, µ2, . . . , µk+1 such that
µi[ti〉µi+1, ∀i ∈ Nk = {1, 2, . . . , k}. We use µ1[σ 〉µk+1
to denote that µk+1 is reachable from µ1 by firing σ . The
set of all reachable markings of N from the initial marking
µ0 is denoted by R(N , µ0). The Parikh vector of a transition
sequence σ is vσ : T → N, which maps t in T to the number
of occurrences of t in σ . For instance, suppose that T = {t1,
t2, t3, t4}. Then, the Parikh vector of the transition sequence
σ = t12t3 is vσ = [1, 0, 2, 0]T .

A PN (N , µ0) is bounded if the token count of each place
p does not exceed a finite number B ∈ Z+ for any marking
µ reachable from µ0, i.e., µ(p) ≤ B. Otherwise, the net is
unbounded.

B. ω–NUMBERS
In this subsection, we review the related notations of
ω–numbers defined in [4], [17], [19]–[21], [24], and [25] .

A subset of integers S is called an ω-number if ∃k ∈ Z+,
n, q ∈ Z such that S = {ik + q|i ≥ n}. S can be uniquely
expressed as S = ω(k , n, q) ≡ kωn + q ≡ {ik + q|k ∈ Z+,
n ∈ Z, 0 ≤ q < k , i ≥ n}, where ω(k , n, q) or kωn + q is
called a canonical ω-number with k as its base, n as theleast
bound, and q as the remainder.

A vector x ∈ Znω is called an ω-vector if at least one of its
components is an ω-number, where Zω is the set of integers
andω-numbers. Clearly, anω-vector can be viewed as a set of
ordinary integer vectors. A marking µ is called an ω-marking
if it can be represented by an ω-vector. An ω-marking can be
viewed as a set of ordinary markings.

At an ω-marking µ, t ∈ T is enabled if t is enabled at all
ordinarymarkings ofµ; t is not enabled atµ if t is not enabled
at any ordinary marking of µ; t is conditionally enabled at µ
if it is not enabled at some ordinarymarkings ofµ but enabled
at any other ordinary markings of µ. Note that if t is enabled
at µ and µ′ ≥ µ, it holds that t is enabled at µ′.

C. SEMILINEAR SETS [5], [6], [12]
Let C and D be two subsets of Nn, and L(C , D) be the set of
all x ∈ Nn in the form x = c+ k1 · d1 + k2 · d2 . . .+ km · dm,
where c ∈ C , {d1, d2, . . . , dm} = D, and k1, k2, . . . , km ∈ N.
L(C , D) is said to be a linear set if C consists of exactly one
element and D is finite (possibly empty). A subset of Nn is
said to be semilinear if it is a finite union of linear sets.

We can see that the set consisting of a single ordinary
marking is a linear set and thus the reachability set of a
bounded PN is definitely semilinear. However, for unbounded
PNs, their reachability sets may not be semilinear.
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III. MODIFIED ω-NUMBERS AND ω-MARKINGS
In this section, we introduce modified ω-numbers and
ω-markings, which are firstly proposed in our previous
work [43]. In this work, we still use them to construct
reachability trees. We present the motivation of making such
modifications in the following.

It is clear that infinite marking sets have to be repre-
sented by ω-markings when we construct reachability trees
for unbounded nets. However, the previous work [4], [17],
[19]–[21], [24], [25] does not explicitly define an ω-marking.
Consider the following two infinite marking sets:

A = {(x, y)|x ∈ {1, 2, 3, . . .}, y ∈ {1, 2, 3, . . .}}

= {(1, 1), (1, 2), (1, 3), . . . , (2, 1), (2, 2), (2, 3), . . . ,

(3, 1), (3, 2), (3, 3), . . .}; and

B = {(x, x)|x ∈ {1, 2, 3, . . .}}

= {(1, 1), (2, 2), (3, 3), (4, 4), . . .}.

According to the work in [4], [17], [19]–[21], [24],
and [25], A and B are represented by a same ω-marking,
i.e., µ = (ω1, ω1).
From the above example, we can see that, given an

ω-marking, we cannot determine which marking set the ω-
marking represents if no further information is provided.
In order to solve this problem, we introduce superscripts
for ω-numbers. Particularly, the expression of an ω-number
S = ω(k , n, q) ≡ kωn + q ≡ {ik + q|i ≥ n} [4], [17],
[19]–[21], [24], [25] is modified as S = ω(a)(k , n, q) ≡
kω(a)

n + q ≡ {(i(a)+ n)k + q|i(a) ∈ N}, where a ∈ Z+. Based
on the modified ω-numbers, the set A can be represented by
µ1 = (ω(1)

1 , ω(2)
1 ) ≡ {(i(1) + 1, i(2) + 1)|i(1), i(2) ∈ N},

while B represented by µ2 = (ω(1)
1 , ω(1)

1 ) ≡{(i(1)+1, i(1) +
1)|i(1) ∈ N}. Note thatω-numbers in a marking are associated
with each other if they have the same superscript. In addition,
an ω-number is generalized in this work into the following
expression:

S = ω(a1)(k1, n1, q1)+ ω(a2)(k2, n2, q2)

+ . . .+ ω(am)(km, nm, qm)

≡ (k1ω
(a1)
n1 + q1)+ (k2ω

(a2)
n2 +q2)+ . . .+ (kmω(am)

nm + qm)

≡ {((i(a1) + n1)k1 + q1)+ ((i(a2) + n2)k2 + q2)

+ . . .+ (i(am)+nm)km + qm)|i(a1), i(a2), . . . , i(am) ∈ N},

where a1, a2, . . . , am ∈ Z+.

For example, the numbers listed below are all ω-numbers.

S1 = ω(1)(2, 0, 1) ≡ 2ω(1)
0 + 1

≡ {2i(1) + 1|i(1) ∈ N} = {1, 3, 5, 7, . . .};

S2 = ω(2)(3, 1, 1) ≡ 3ω(2)
1 + 1

≡ {3(i(2) + 1)+ 1|i(2) ∈ N} = {4, 7, 10, 13, . . .};

S3 = ω(1)(2, 0, 1)+ω(2)(3, 1, 1) ≡ (2ω(1)
0 + 1)+(3ω(2)

1 + 1)

≡ {(2i(1) + 1)+ (3(i(2) + 1)+ 1)|i(1), i(2) ∈ N}

= {5, 7, 8, 9, 10, 11, . . .};

S4 = ω(2)(3, 1, 0)+ ω(3)(4, 2, 1) ≡ (3ω(2)
1 )+ (4ω(3)

2 + 1)

≡ {(3(i(2) + 1))+ (4(i(3) + 2)+ 1)|i(2), i(3) ∈ N}

= {12, 15, 16, 18, 19, 20, . . .};

S5 =ω(2)(3, 0, 2)+ ω(3)(4, 2, 2) ≡ (3ω(2)
0 + 2)+(4ω(3)

2 + 2)

≡ {(3i(2) + 2)+ (4(i(3) + 2)+ 2)|i(2), i(3) ∈ N}

= {12, 15, 16, 18, 19, 20, . . .}.

Note that S4 and S5 differ in form but represent a same
set. Actually, both of them can be transformed into a form:
S4 = S5 = 3ω(2)

0 +4ω
(3)
0 +12. Consequently, the least bounds

of any ω-number, in this work, are all set as zero and they are
thereby omitted for simplicity. The modified expression of
ω-numbers is defined formally as follows.
Definition 1: A subset of integer S is called an ω-number

if ∃q ∈ Z, k1, k2, . . . km ∈ N and k1+ k2+ . . .+ km 6= 0 such
that

S = ω(k (1)1 , k (2)2 , . . . , k (m)m ; q)

≡ k1ω(1)
+ k2ω(2)

+ . . .+ kmω(m)
+ q

≡ {i(1)k1+i(2)k2 + . . .+ i(m)km + q|i(1), i(2), . . . , i(m)∈N}.

ω (k (1)1 , k (2)2 , . . . , k (m)m ; q) or k1ω(1)
+k2ω(2)

+. . .+kmω(m)
+

q is called a canonical ω-number, in which ω(j) is called
an ω-element with superscript j, kj the base related to ω(j),
j ∈ {1, 2, . . . ,m} and q the starting-value. Moreover, we call
an ω-number is one with z-dimension if there are z non-zero
bases in it.
According to Definition 1, some ω-number examples are

listed below.

S1 = ω(2(1); 1) ≡ 2ω(1)
+ 1 ≡ {2i(1) + 1|i(1) ∈ N}

= {1, 3, 5, 7, . . .};

S2 = ω(0(1), 3(2); 4) ≡ 3ω(2)
+ 4 ≡ {3i(2) + 4|i(2) ∈ N}

= {4, 7, 10, 13, . . .};

S3 = ω(2(1), 3(2); 5) ≡ 2ω(1)
+ 3ω(2)

+ 5

≡ {2i(1) + 3i(2) + 5|i(1), i(2) ∈ N}

= {5, 7, 8, 9, 10, 11, . . .};

S4 = ω(0(1), 3(2), 4(3); 12) ≡ 3ω(2)
+ 4ω(3)

+ 12

≡ {3i(2) + 4i(3) + 12|i(2), i(3) ∈ N}

= {12, 15, 16, 18, 19, 20, . . .}.

Clearly, S1 and S2 are ω-numbers with one-dimension, and
S3 and S4 with two-dimension.
Definition 2: Given an ω-number S = ω (k (1)1 ,

k (2)2 , . . . , k (m)m ; q) ≡ k1ω(1)
+ k2ω(2)

+ . . . + kmω(m)
+ q,

it is called a simple ω-number if its dimension is one, and
otherwise a compound ω-number.

For instance, ω(2(1); 1)≡ 2ω(1)
+ 1 and ω(0(1), 3(2);

4)≡3ω(2)
+ 4 are both simple ω-numbers while ω(2(1), 3(2);

5)≡2ω(1)
+3ω(2)

+5 andω(0(1), 3(2), 4(3); 12)≡3ω(2)
+4ω(3)

+

12 are compound ω-numbers.
Remark 1: The simple ω-numbers are essentially the same

as ω-numbers defined in [4], [17], [19]–[21], [24], and [25]
when we consider the sets that they represent. As for com-
pound ω-numbers, the sets represented by them can not
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necessarily be represented by an ω-number defined in [4],
[17], [19]–[21], [24], and [25]. For example, ω(0(1), 3(2), 4(3);
12)≡3ω(2)

+4ω(3)
+12 is a compoundω-number representing

the set {12, 15, 16, 18, 19, 20, . . .}. However, we cannot find
an ω-number defined in [4], [17], [19]–[21], [24], and [25],
which can represent such a set. In a word, the ω-number
defined in this work is an extension to that in [4], [17],
[19]–[21], [24], and [25] in terms of the set it represents.
Definition 3: Let S1 = ω(k (1)11 , k

(2)
12 , . . . , k

(m)
1m ; q1) and

S2 = ω(k (1)21 , k
(2)
22 , . . . , k

(m)
2m ; q2) be two ω-numbers. We say

S1 and S2 are ω-numbers with the same form if k1i = k2i,
∀i ∈ {1, 2, . . . ,m}.

Considerω-numbers S1 = ω(2(1), 1(2); 1)≡2ω(1)
+ω(2)

+1,
S2 = ω(2(1), 1(2); 4)≡2ω(1)

+ω(2)
+ 4, and S3 = ω(2(1), 3(2);

4)≡2ω(1)
+3ω(2)

+4. Clearly, S1 and S2 have the same form,
while S2 and S3 do not.
Definition 4 (Addition of an ω-Number and an Integer):

Let S = ω(k (1)1 , k (2)2 , . . . , k (m)m ; q) and a ∈ Z. S + a = ω(k (1)1 ,
k (2)2 , . . . , k (m)m ; q+ a).

For example, ω(100(1); 1)+2 = ω(100(1); 3).
Definition 5 (Addition of Two ω-Numbers): Let S1 =

ω(k (1)11 , k
(2)
12 , . . . , k

(m)
1m ; q1) and S2 = ω(k (1)21 , k

(2)
22 , . . . , k

(m)
2m ;

q2) be two ω-numbers. S1 + S2 = ω((k11 + k12)(1), (k12 +
k22)(2), . . . , (k1m + k2m)(m); q1 + q2).
Consider two ω-numbers S1 = ω(2(1); 1)≡2ω(1)

+ 1 and
S2 = ω(2(1); 2) ≡2ω(1)

+ 2. We have S1 + S2 = ω(4(1);
3)≡4ω(1)

+ 3. Consider another two ω-numbers S3 = ω(1(1);
1)≡ ω(1)

+ 1 and S4 = ω(0(1), 2(2); 0) ≡2ω(2). We have S3 +
S4 = ω(1(1), 2(2); 1) ≡ ω(1)

+ 2ω(2)
+ 1.

Definition 6(Comparison of Two ω-Numbers): Let S1 =
ω(k (1)1 , k (2)2 , . . . , k (m)m ; q1) and S2 = ω(k (1)1 , k (2)2 , . . . , k (m)m ; q2)
be two ω-numbers with the same form. We say S1 ≥ S2(S1 >
S2) if q1 ≥ q2(q1 > q2).

For instance, S1 = ω(1(1), 2(2); 2)≡ ω(1)
+ 2ω(2)

+ 2 and
S2 = ω(1(1), 2(2); 3)≡ ω(1)

+ 2ω(2)
+ 3 are two ω-numbers

with the same form. We have S2 > S1 since 3 > 2. Note
that the determination onwhichω-number is bigger is defined
on ω-numbers with the same form only. In other words, we
cannot compare two ω-numbers with different forms. For
example, ω(4(1); 2) and ω(2(1); 2) are not comparable.
Property 1: Let S1 = ω(k (1)1 , k (2)2 , . . . , k (m)m ; q1) and S2 =

ω(k (1)1 , k (2)2 , . . . , k (m)m ; q2) be two ω-numbers with the same
form. S1 ⊆ S2 if and only if q1-q2 = c1k1+c2k2+. . .+cmkm,
c1, c2, . . . , cm ∈ N.
Proof (Sufficiency): It is clear that S1 = ω(k (1)1 ,

k (2)2 , . . . , k (m)m ; q1) ≡ {i(1)k1 + i(2)k2 + . . .+ i(m)km + q1|i(1),
i(2), . . . , i(m) ∈ N} and S2 = ω(k (1)1 , k (2)2 , . . . , k (m)m ; q2) ≡
{i(1)k1 + i(2)k2 + . . . + i(m)km + q2|i(1), i(2), . . . , i(m) ∈ N}.
Since q1 − q2 = c1k1 + c2k2 + . . . + cmkm, we have S1 =
{(i(1) + c1)k1 + (i(2) + c2)k2 + . . .+ (i(m) + cm)km + q2|i(1),
i(2), . . . , i(m) ∈ N} = {i(1)k1 + i(2)k2 + . . . + i(m)km +
q2|i(1) ≥ c1, i(2) ≥ c2, . . . , i(m) ≥ cm}. Obviously, S1 ⊆ S2
holds.
(Necessity): Since S1 ⊆ S2 and q1 ∈ S1, we have q1 ∈

S2 = {i(1)k1+i(2)k2+. . .+i(m)km+q2|i(1), i(2), . . . , i(m) ∈ N}.

Clearly, ∃ c1, c2, . . . , cm ∈ N such that q1-q2 = c1k1+c2k2+
. . .+ cmkm. �
Property 1 provides a necessary and sufficient condition,

under which there exists an inclusion relation between two
ω-numbers with the same form. For instance, S1 = ω(2(1),
3(2); 2)≡2ω(1)

+ 3ω(2)
+ 2, S2 = ω(2(1), 3(2); 3)≡2ω(1)

+

3ω(2)
+ 3, and S3 = ω(2(1), 3(2); 4)≡2ω(1)

+ 3ω(2)
+ 4 are

three ω-numbers with the same form. We have S3 ⊆ S1 since
∃c1 = 1 and c2 = 0, such that 4-2=2c1 + 3c2, and we have
S2 6⊂ S1 since ∀c1, c2 ∈ N, 3-2 6=2c1 + 3c2. �
Definition 7: Let S1 = ω(k (1)11 , k

(2)
12 , . . . , k

(m)
1m ; q1) and

S2 = ω(k (1)21 , k
(2)
22 , . . . , k

(m)
2m ; q2) be two ω-numbers. We say

that S1 is independent of S2 if k1i • k2i = 0, ∀i ∈ Nm.
For example, S1 = ω(2(1), 0(2); 1)≡2ω(1)

+ 1 is inde-
pendent of S2 = ω(0(1), 3(2); 4)≡3ω(2)

+ 4, while S1 is not
independent of S3 = ω(2(1), 3(2); 5)≡ 2ω(1)

+ 3ω(2)
+ 5.

Based on the modified definition of ω-numbers, the
ω-vector (resp., ω-marking) exactly represents only one ordi-
nary vector set (resp., ordinary marking set).
Let µ = (S1, S2, . . . , Sn) be a vector, where ∀x ∈ Nn,

Sx = {i(1)kx1+ i(2)kx2+ . . .+ i(m)kxm+qx |i(1), i(2), . . . , i(m) ∈
N}, in which qx ∈ Z, kxy ∈ N, ∀y ∈ Nm. Note that Sx is an
integer, i.e., Sx = qx if kxy = 0, ∀y ∈ Nm, and otherwise an
ω-number. Then, the set represented by µ can be expressed
by matrixes, i.e.,

µ = (S1, S2, . . . , Sn)

≡ {I1×m • Km×n + Q1×n|I1×m ∈ Nm}, where

I1×m = (i(1), i(2), . . . , i(m)),

Km×n =


k11 k21 · · · kn1
k12 k22 · · · kn2
...

...
. . .

...

k1m k2m · · · knm

,
Q1×n = (q1, q2, . . . , qn), and

kxy ∈ N, qx ∈ Z,∀x ∈ Nn,∀y ∈ Nm.

Note that µ = (S1, S2, . . . , Sn) is an ordinary vector if
Km×n = 0, and otherwise an ω-vector defined before.
Remark 2: We should point out an ω-vector (resp.,

ω-marking) defined in this work is essentially a linear set.
Definition 8: Let µ = (S1, S2, . . . , Sn) be an ω-vector.

We say that µ is an independent ω-vector if ∀i, j ∈ {1, 2, . . . ,
n} and i 6= j, Si and Sj are independent of each other, and
otherwise µ is a dependent ω-vector.

For example, µ1 = (ω(1), ω(2)) is an independent
ω-vector since ω(1) is independent of ω(2), while µ2 = (ω(1),
ω(1)
+ ω(2)) is a dependent one since ω(1) is not independent

of ω(1)
+ ω(2).

Property 2: Let µ = (S1, S2, . . . , Sn) be an ω-vector.
We have µ = 1 if and only if µ is an independent ω-vector,
where 1 = {(a1, a2, . . . , an)|ag ∈ Sg (or ag = Sg if Sg is an
integer), ∀g ∈ {1, 2, . . . , n}}.
Proof (Sufficiency): The proof is trivial.
(Necessity): By contradiction, suppose that µ is not an

independent ω-vector. Hence, ∃x, y ∈ {1, 2, . . . , n} and
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x 6= y such that Sx is not independent of Sy. Let Sx =
{i(1)kx1+i(2)kx2+. . .+i(m)kxm+qx |i(1), i(2), . . . , i(m) ∈ N} and
Sy = {i(1)ky1+ i(2)ky2+ . . .+ i(m)kym+qy| i(1), i(2), . . . , i(m) ∈
N}. According to Definition 7, ∃j ∈ {1, 2, . . . ,m} such that
kxj•kyj 6= 0. Now, let i(j) = c ≥ 1 and ∀h 6= j, i(h) = 0. In this
case, ax = ckxj + qx and ay = ckyj + qy. This means when
ax = ckxj + qx ∈ Sx , ay cannot be equal to any number in Sy
except ckyj+qy. Hence, µ 6= 1, which obviously contradicts
the fact µ = 1. Therefore, µ is an independent ω-vector. �

Here, 1 is a set consisting of ordinary vectors, which
results from an arbitrary combination of n components
that are either an element in a set represented by an
ω-number or an integer.
Definition 9: Let µ1 = (S11, S12, . . . , S1n) and µ2 =

(S21, S22, . . . , S2n) be two ω-vectors. We say µ1 and µ2 are
ω-vectors with the same form if S1x and S2x are ω-numbers
with the same form or both integers, ∀x ∈ Nn.
For example, µ1 = (ω(1)

+ 3ω(2)
+ 7, ω(2)

+ 8, 3) and
µ2 = (ω(1)

+ 3ω(2)
+ 4, ω(2)

+ 4, 1) are two ω-vectors with
the same form, while µ3 = (ω(1), 1) and µ4 = (ω(1), ω(2))
are not.
Definition 10 (Comparison of Two ω-Vectors): Let µ1 =

(S11, S12, . . . , S1n) and µ2 = (S21, S22, . . . , S2n) be two ω-
vectors with the same form. We say µ2 ≥ µ1, if S2i ≥ S1i,
∀i ∈ {1, 2, . . . , n}. Note that µ2 > µ1 is defined as µ2 ≥ µ1
but µ2 6= µ1.
For example, µ1 = (ω(1)3ω(2)

+ 7, ω(2)
+ 8, 1) and µ2 =

(ω(1)
+ 3ω(2)

+ 4, ω(2)
+ 4, 1) are two ω-vectors with the

same form. We have µ1 > µ2, since ω(1)
+ 3ω(2)

+ 7 >

ω(1)
+ 3ω(2)

+ 4, ω(2)
+ 8 > ω(2)

+ 4, and 1=1. Note that we
do not compare µ3 = (ω(1), 1) and µ4 = (ω(1), ω(2)) in this
work since they are two ω-vectors with different forms.
As mentioned before, an ω-vector is actually an infinite

set of ordinary vectors. Hence, it is necessary to explore the
condition under which there is an inclusion relation between
two ω-vectors.
First, consider two ω-vectors µ1 = (ω(1)

+ 2ω(2), ω(1))
and µ2 = (3ω(1)

+ 3ω(2), ω(1)). Since ω(1)
+ 2ω(2)

=

{0, 1, 2, 3, . . .} = N and 3ω(1)
+ 3ω(2)

= {0, 3, 6, 9, . . .},
we have 3ω(1)

+ 3ω(2)
⊆ ω(1)

+ 2ω(2). Besides, it is obvious
that ω(1)

⊆ ω(1). Surprisingly, however, there is no inclusion
relation between µ1 and µ2. In particular, we can see that µ1
contains ordinary vector (2, 0), which is not contained in µ2
and µ2 contains (3, 0), which is not contained in µ1.
From the above example, we know that, given two

ω-vectors µ1 and µ2, even if each component of µ1 is con-
tained in the corresponding component of µ2, it does not
necessarily hold that µ1 is contained in µ2. Fortunately, such
a conclusion can hold for two independent ω-vectors.
Property 3: Let µ1 = (S11, S12, . . . , S1n) and µ2 = (S21,

S22, . . . , S2n) be two independent ω-vectors. µ1 ⊆ µ2 if and
only if S1i ⊆ S2i or S1i = S2i or S1i ∈ S2i, ∀i ∈ {1, 2, . . . , n}.
Proof: Straightforward from Property 2. �
For example, µ1 = (2ω(1), 2, 1) and µ2 = (ω(1),

2ω(2), 1) are both independent ω-vectors. We have µ1 ⊆ µ2
since 2ω(1)

⊆ ω(1), 2∈2ω(2), and 1=1.

Property 4: Let µ1 = (S11, S12, . . . , S1x , . . . , S1n) and
µ2 = (S21, S22, . . . , S2x , . . . , S2n) be two ω-vectors with the
same form. µ1 ⊆ µ2 if and only if there exists C1×m = (c1,
c2, . . . , cm) ∈ Nm such that ∀x ∈ {1, 2, . . . , n},
1) qx − q′x = C1×m • (kx1, kx2, . . . , kxm)T if S1x = ω(k (1)x1 ,

k (2)x2 , . . . , k
(m)
xm ; qx) and S2x = ω(k (1)x1 , k

(2)
x2 , . . . , k

(m)
xm ; q′x) are

ω-numbers with the same form, and
2) S1x = S2x if S1x and S2x are both integers.
Proof: Clearly, the sets represented by µ1 and µ2are

accordingly as follows.

µ1 = (S11, S12, . . . , S1x , . . . , S1n)

≡ {I1×m • Km×n + Q1×n|I1×m ∈ Nm
}, and

µ2 = (S21, S22, . . . , S2x , . . . , S2n)

≡ {I1×m • Km×n + Q′1×n|I1×m ∈ Nm
},

where

I1×m = (i(1), i(2), . . . , i(m)),

Km×n =


k11 k21 · · · kn1
k12 k22 · · · kn2
...

...
. . .

...

k1m k2m · · · knm

 6= 0,

Q1×n = (q1, q2, . . . , qn),

Q′1×n = (q′1, q
′

2, . . . , q
′
n), and

kxy ∈ N, qx , q′x ∈ Z,

∀x ∈ {1, 2, . . . , n}, ∀y ∈ {1, 2, . . . ,m}.

(Sufficiency): We can know that there exists C1×m =

(c1, c2, . . . , cm) ∈ Nm, such that ∀x ∈ {1, 2, . . . , n}, qx −
q′x = C1×m • (kx1, kx2, . . . , kxm)T . Hence, we have

µ1 = (S11, S12, . . . , S1x , . . . , S1n)

≡ {I1×m • Km×n + Q1×n|I1×m ∈ Nm
}

= {(I1×m + C1×m) • Km×n + Q′1×n|I1×m ∈ Nm
}.

Obviously, µ1 ⊆ µ2 holds.
(Necessity): It is clear that Q1×n ∈ µ1. Since µ1 ⊆ µ2,

we have Q1×n ∈ µ2. Hence, ∃I1×m ∈ Nm, such that
Q1×n = I1×m• Km×n + Q′1×n. In more detail, there exists
I1×m ∈ Nm such that ∀x ∈ {1, 2, . . . , n}, qx-q′x = I1×m• (kx1,
kx2, . . . , kxm)T . That is to say, there exists C1×m = (c1, c2,
. . . , cm) ∈ Nm such that ∀x ∈ {1, 2, . . . , n}, qx-q′x = C1×m•

(kx1, kx2, . . . , kxm)T if S1x and S2x are two ω-numbers with
the same form and S1x = S2x if they are both integers. �
Property 4 provides a criterion for the determination

on whether there exists an inclusion relation between two
ω-vectors with the same form.

Consider two ω-vectors with the same form µ1 = (S11,
S12, S13) = (2ω(1)

+ω(2), ω(2), 1) and µ2 = (S21, S22, S23) =
(2ω(1)

+ ω(2)
+ 2, ω(2)

+ 1, 1).
For S11 and S21, 2 = C1×m • (2, 1)T => C1×m = (1, 0)

or (0, 2);
For S12 and S22, 1 = C1×m • (0, 1)T => C1×m = (c, 1),

where c can be any nonnegative integer; and S23 = S13.
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Clearly, there does not exist a same vector C1×m for the
first and second components of µ1 and µ2. Hence, µ2 6⊂ µ1.
Consider another pair of ω-vectors with the same form

µ3 = (S31, S32, S33) = (2ω(1)
+ω(2), ω(2), 1) and µ4 = (S41,

S42, S43) = (2ω(1)
+ ω(2)

+ 2, ω(2)
+ 2, 1).

For S41 and S31, 2= C1×m• (2, 1)T => C1×m = (1, 0)
or (0, 2);

For S42 and S32, 2= C1×m• (0, 1)T => C1×m = (c, 2),
where c can be any nonnegative integer; and S43 = S33.
Since there exists a same vector C1×m = (0, 2) for the first

and second components, and the third components are a same
integer, we have µ4 ⊆ µ3.

Note that whether there exists an inclusion relation
between two independent ω-vectors with the same form can
be determined by Properties 3 or 4. Obviously, such a deter-
mination via Property 3 is easier and thus is used.

IV. CONSTRUCTION OF NEW REACHABILITY TREES
A. ALGORITHM FOR NRT CONSTRUCTION
Based on modified ω-numbers and ω-vectors as well as their
related notions, the construction algorithm of new reacha-
bility trees (NRTs) for unbounded PNs is developed in this
section. Importantly, this algorithm is capable of checking
whether or not the reachability set of an unbounded PN is
semilinear. Before presenting the algorithm, some necessary
concepts are introduced as follows.
Definition 11: Given two markings µ1 and µ2 with

µ2 > µ1 and µ2 6⊂ µ1, and an ω-element ω(k), we define
µ′2 = 0(µ1, µ2, ω(k)) such that ∀p ∈ P, µ′2(p) = µ2(p) +
(µ2(p)− µ1(p)) · ω(k).
For example, there are two markings µ1 = (ω(1)

+ 1,
2, 0) and µ2 = (ω(1)

+ 3, 2, 1), and an ω-element ω(2).
Clearly, µ2 > µ1 and µ2 6⊂ µ1. We have µ′2 = 0(µ1, µ2,
ω(2)) = (ω(1)

+ 2ω(2)
+ 3, 2, ω(2)

+ 1).
Besides, in the NRT construction algorithm, given an

ω-marking µ, we also use an ω-element notation, e.g., ω(j),
to denote an ordinary vector where each entry is the base
kj related to ω(j) in each entry of µ. For example, given a
marking µ = (1, ω(1)

+ 2ω(2)
+ 4, 0, 0, ω(1)

+ ω(2)
+ 2),

we have ω(1)
= (0, 1 ,0, 0, 1) and ω(2)

= (0, 2, 0, 0, 1).
In addition, the next-state function δ(µ, t) is repeatedly

called in the NRT construction algorithm, which computes
the marking resulting from firing t once at the current mark-
ing µ. The detailed computation of δ(µ, t) proceeds as fol-
lows [24].
Case 1: t is enabled at µ, where µ is an ordinary marking

or ω-marking.
δ(µ, t) is computed according to the transition firing

rule for ordinary markings, during which the addition of an
ω-number and an integer is performed by Definition 4.
Case 2: t is conditionally enabled at µ, where µ is an

ω-marking.
First, remove all ordinary markings of µ at which t is not

enabled and denote the obtained ω-marking as µ′. Next, let
δ(µ, t) = δ(µ′, t), where δ(µ′, t) is computed as Case 1.

To construct an NRT, we introduce four types of nodes,
which are originally used in [24] to construct an NMRT.
They are terminal, duplicate, ω-duplicate and common nodes
depicted by , , , and , respectively. A terminal node
is one that corresponds to a dead marking, i.e., a marking at
which none of transitions is enabled. A duplicate node is one
the same as a node that already appears in the tree along the
same path. An ω-duplicate node is one with an ω-marking
contained in the ω-marking of a node that appears already in
the tree along the same path.

Now, we show the construction algorithm (Algorithm 1) of
an NRT for unbounded nets.

Note that Algorithm 1 determines whether or not an
unbounded PN has semilinear reachability set and it con-
structs a tree called a new reachability tree (NRT) in the case
that the unbounded PN has semilinear reachability set. Now,
we explain Algorithm 1 in more detial. We can see that a
recursive function GenerateSonNodes is involved in Algo-
rithm 1. By recursively calling GenerateSonNodes, nodes of
the tree are created one after another according to the rule of
depth-first search. When the created node is determined to
be a terminal node, ω-duplicate node, or duplicate node, we
do not generate its son nodes any more. Now, let us focus on
howAlgorithm 1 computes the marking of each created node,
which is shown in Steps 3-17. In more detail, every time a
transition t is enabled or conditionally enabled at a marking
µx , we firstly create a new node z and compute the next-state
δ(µx , t). Next, we should determine if there exists a path in
the constructed tree from a node y to x such that δ(µx , t) > µy
and δ(µx , t) 6⊂ µy. Note that which ω-marking is bigger
and whether there exists an inclusion relation between two
ω-markings can be decided by Definition 10 and Properties
3 or 4, respectively. If such a path does not exist, the marking
of node z is exactly δ(µx , t). Otherwise, an ω-element with
a new superscript k should be introduced to the marking of
node z, resulting in µz:= 0(µy, δ(µx , t), ω(k)). It is worth
noting that every time we introduce a new ω-element ω(k),
we accordingly compute v(k) as shown in Step 11. In addition,
we determine whether the execution of Algorithm 1 should
be aborted as shown in Steps 12-14. If so, the reachability
set of the unbounded PN is determined to be not semilinear.
Note that in Step 12, each ω-element in condition 1) denotes
an ordinary vector as stated before. Here, we present the
following result.
Proposition 1: Suppose that Algorithm 1 never exits in

Step 13. Infinite ω-elements will be introduced in NRT if and
only if the condition in Step 12 holds during the execution of
Algorithm 1.
Proof (Sufficiency): Since ω(i), ω(j), ω(k) are introduced

in µz with i < j < k , the transition sequence σ =
α0σiα1σjα2σk ∈ T ∗ can fire from the initial marking µ0
of the input net, where σi, σj, σk are the corresponding
transition sequences that lead to the introduction of ω(i), ω(j),
ω(k), respectively. In other words, σi, σj, σk are transition
sequences correspond to Parikh vectors v(i), v(j), v(k) com-
puted in Step 11. Let µ1, µ2, . . . , µ6 be ordinary markings
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Algorithm 1 Semilinearity Checking of Reachability Sets
and NRT Construction

Input: An unbounded PN (N , µ0).
Output: 1) An NRT of (N , µ0) and ‘‘semilinearity’’; or 2) ‘‘non-
semilinearity’’.
1. Create a tree with only one node x0, let µ0 be the

marking of node x0 and label x0 the root node;
2. GenerateSonNodes(x0, µ0);
3. Output‘‘semilinearity’’.
Function GenerateSonNodes(x, µx )
Input: A node x and its corresponding marking µx .
1. for each t ∈ T do
2. if t is enabled or conditionally enabled at µx then
3. Create a new node z and compute the next-state

δ(µx , t);
4. if there exists a path in the constructed tree from

a node y to x such that δ(µx , t) > µy and δ(µx , t) 6⊂ µy
then

/∗Introduce a new superscript k that never appears
in δ(µx , t)∗/

5. if δ(µx , t) is an ordinary marking then
6. k:=1;
7. else
8. k:=1+g, where g is the maximal dimension

of all the ω-numbers in δ(µx , t);
9. end if
10. µz:= 0(µy, δ(µx , t), ω(k)) ;
11. Let v(k) be the Parikh vector of the transition

sequence σyx t , where σyx is the transition sequence
associated with the path from y to x;

12. if there exist ω(i) and ω(j) in µz with i < j < k
such that 1) ω(i) < ω(j) < ω(k); 2) v(i) < v(j) < v(k);
and 3) ∃b ∈ Z+ such that b · (v(j) − v(i)) = v(k) − v(j)

then
13. Exit and Output‘‘non-semilinearity’’;
14. end if
15. else
16. µz:= δ(µx , t);
17. end if

/∗ Add an arc from x to z∗/
18. if t is enabled at µx then
19. Add a solid arc labeled t from x to z;
20. else /∗ t is conditionally enabled at µx∗/
21. Add a dash arc labeled t from x to z;
22. end if
23. if z is a terminal node, ω-duplicate node, or

duplicate node then
24. Denote node z by the corresponding

filled circle;
25. else /∗ z is a common node∗/
26. GenerateSonNodes(z, µz);
27. end if
28. end if
29. end for

such that µ0[α0〉µ1[σi〉µ2[α1〉µ3[σj〉µ4[α2〉µ5[σk 〉µ6. Since
ω(i) < ω(j) < ω(k), we have µ2−µ1 < µ4−µ3 < µ6−µ5.
It is trivial to see that µ3 > µ1, µ5 > µ3, and there
exits α3 ∈ T ∗ such that µ6[α3〉µ7 and µ7 > µ5. Clearly,

µ2 − µ1 = [N ] · v(i), µ4 − µ3 = [N ] · v(j), and µ6 − µ5 =

[N ] ·v(k), where N is the input net. Since v(i) < v(j) < v(k) and
b·(v(j)−v(i)) = v(k)−v(j), it holds b·(ω(j)

−ω(i)) = ω(k)
−ω(j).

Let σl be a transition sequence with its Parikh vector v(l)

satisfying that v(k) < v(l) and b · (v(k) − v(j)) = v(l) − v(k).
Since σi is enabled at µ1, σj is enabled at µ3, σk is enabled at
µ5, we can see that σl is enabled at µ7, resulting in µ7[σl〉µ8.
Furthermore, theω-elementω(l)

= µ8−µ7 can be introduced
in NRT. Clearly, µ8 − µ7 = [N ] · v(l). Trivially, we have
ω(l) > ω(k) and it holds b · (ω(k)

− ω(j)) = ω(l)
− ω(k).

Now, since ω(j) < ω(k) < ω(l), v(j) < v(k) < v(l) and
b · (v(k) − v(j)) = v(l) − v(k), similarly, another ω-element
can be introduced in NRT. By repeating the above reason,
ω-elements with different superscripts are introduced
infinitely.
(Necessity): It is trivial to see that there exists an

infinitely long path in NRT where infinite ω-elements ω(1),
ω(2), . . . , ω(∞) are introduced one after another. Let σ1,
σ2, . . . , σ∞ be the corresponding transition sequences that
lead to the introduction of ω(1), ω(2), . . . , ω(∞), respectively.
In other words, σ1, σ2, . . . , σ∞ are transition sequences cor-
respond to v(1), v(2), . . . , v(∞) that are computed in Step 11.
Trivially, we can see that the infinitely long transition
sequence σ = α0σ1σ2 . . . σ∞, where α0 ∈ T ∗, can fire
from the initial marking µ0 of the input net. Since σ is
infinitely long, there exist i1, i2, . . . , i∞ ∈ {1, 2, . . . , ∞}
with i1 < i2 < . . . < i∞ such that ω(i1) < ω(i2) <

. . . < ω(i∞) and v(i1) < v(i2) < . . . < v(i∞), where v(i1),
v(i2), . . . , v(i∞) denote Parikh vectors of transition sequences
σi1, σi2, . . . , σi∞. Furthermore, due to the fact that transi-
tions in a PN are limited and the characteristics of marking
evolution with the firing of a transition sequence, it holds
that ∃b ∈ Z+ such that v(i(q+1)) − v(i(q)) = bq−1 · 1,
where q ∈ {1, 2, . . . ,∞} and 1 = v(i2) − v(i1). Hence,
the condition in Step 12 holds during the execution of
Algorithm 1. �
Remark 3: By Proposition 1, we actually determine in

Step 12 whether infinite ω-elements with different super-
scripts will be introduced in the future steps of Algorithm 1.
Indeed, if we ignore Steps 12-14, it could happen that
ω-elements with different superscripts are introduced
infinitely during the execution of Algorithm 1. As a result,
Algorithm 1 cannot terminate in finite steps and clearly a
finite NRT cannot be constructed. This is why Algorithm 1
includes Steps 12-14, by which the case of introducing
infinite ω-elements in NRT is removed. Moreover, note that
the marking of each node in NRT is actually a linear set.
Hence, introducing infinite ω-elements in NRT implies that
the reachability set of the handled PN is not semilinear since
a semilinear set is a finite union of linear sets. As a result,
Algorithm 1 is capable of determining whether the input
unbounded PN has the semilinear reachability set. Besides,
it constructs a finite NRT in the case that the reachability
set of the input net is semilinear. Indeed, a wide variety of
subclasses of PNs enjoy semilinear reachability sets. It is
proved in [28] that persistent PNs, weakly persistent PNs,
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FIGURE 1. (a) A simple unbounded PN and (b) its NRT.

almost persistent PNs, sinkless PNs, almost sinkless PNs, and
cyclic PNs all have semilinear reachability sets.

In the following, we present two examples to illustrate
Algorithm 1.
Example 1:Consider the unbounded PN in Fig. 1(a) whose

reachability set is semilinear. According to Algorithm 1,
we construct its NRT as follows. First, creat the root node
x0 and let µ0 = (0, 0) be the marking of x0. Next,
GenerateSonNodes(x0, µ0) is called to generate all son nodes
of x0 according to the rule of depth-first search: It can be
seen that t1 is enabled at µ0. Hence, we create a new node
x1 and compute δ(µ0, t1) = (1, 0). Clearly, δ(µ0, t1) > µ0
and δ(µ0, t1) 6⊂ µ0. Hence, the ω-element ω(1) is introduced,
resulting in the marking of node x1 being µ1 = 0(µ0, δ(µ0,
t1), ω(1)) = (ω(1)

+ 1, 0). Note that v(1) should be computed,
that is, v(1) = [1, 0]T . Since t1 is enabled at µ0, a solid arc
labeled t1 is added from x0 to x1. We can see x1 is a common
node. Hence,GenerateSonNodes(x1,µ1) is called to generate
all its son nodes. Similarly, since t1 is enabled atµ1, we create
a new node x2 and compute δ(µ1,t1) = (ω(1)

+2, 0). Note that
condition in Step 4 does not hold now and thus the marking
of x2 is exactly δ(µ1, t1), i.e., µ2 = (ω(1)

+ 2, 0). Node x2
is an ω-duplicate node since µ2 ⊂ µ1. Now, we consider
another transition t2 that is enabled atµ1. Similarly, a node x3
is created with the marking µ3 = (ω(1)

+ω(2)
+ 2, ω(2)

+ 1).
Note that v(2) = [0, 1]T and the condition in Step 12 does
not hold. Since x3 is a common node, GenerateSonNodes(x3,
µ3) is called to generate all its son nodes. By repeating the
simliar way, other nodes with markingsµ4 = (ω(1)

+ω(2)
+3,

ω(2)
+ 1), µ5 = (ω(1)

+ ω(2)
+ 3, ω(2)

+ 2), µ6 = (ω(1)
+ 1,

ω(1)
+1),µ7 = (ω(1)

+ω(2)
+2,ω(1)

+1),µ8 = (ω(1)
+ω(2)

+3,
ω(1)
+1),µ9 = (ω(1)

+ω(2)
+3,ω(1)

+2) andµ10 = (ω(1)
+2,

ω(1)
+ 2) are generated one after another. Finally, we obtain

the NRT, as depicted in Fig. 1(b). Note that the condition in
Step 12 never holds during the execution of Algorithm 1 and
Algorithm 1 also outputs ‘‘semilinearity’’ finally.
Example 2: Consider the unbounded PN in Fig. 2 whose

reachability set is not semilinear [7]. Suppose that we apply
a modified Algorithm 1 to the PN with Steps 12-14 removed.
We can see that the modified Algorithm 1 cannot termi-
nate since infinite ω-elements with different superscripts are

FIGURE 2. An unbounded PN introduced in [7].

introduced during the construction of the reachability tree.
In more detail, it could happen that after firing t1t3t2t4 from
the initial marking µ0 = (1, 1, 0, 0, 0), a node with an ω-
marking µ1 = (1, ω(1)

+ 2, 0, 0, ω(1)
+ 1) is created in the

reachability tree. Next, after firing 2t1t32t2t4 from µ1, a node
with an ω-marking µ2 = (1, ω(1)

+ 2ω(2)
+ 4, 0, 0, ω(1)

+

ω(2)
+2) is created. By repeating the above procedure, we can

know that after firing t1t3t2t42t1t32t2t4 . . . 2n−1t1t32n−1t2t4
from µ0, a node with an ω-marking µn = (1, ω(1)

+ 2ω(2)
+

. . .+2n−1ω(n)
+2n, 0, 0,ω(1)

+ω(2)
+. . .+ω(n)

+n) is created.
Clearly, infiniteω-elements with different superscripts can be
introduced since n can be infinite. Now, consider applying
Algorithm 1 to the PN. We note that when the node with the
ω-markingµ1 = (1,ω(1)

+2, 0, 0,ω(1)
+1) is created, we have

v(1) = [1 1 1 1]T ; when the nodewith theω-markingµ2 = (1,
ω(1)
+ 2ω(2)

+ 4, 0, 0, ω(1)
+ ω(2)

+ 2) is created, we have
v(2) = [2 2 1 1]T ; and when the node with the ω-marking
µ3 = (1, ω(1)

+2ω(2)
+4ω(3)

+8, 0, 0, ω(1)
+ω(2)

+ω(3)
+3)

is created, we have v(3) = [4 4 1 1]T . We can see that
v(1) < v(2) < v(3) and 2(v(2)−v(1)) = v(3)−v(2). Besides, note
that ω(1)

= [0 1 0 0 1]T , ω(2)
= [0 2 0 0 1]T , and ω(3)

= [0
4 0 0 1]T . Clearly, ω(1) < ω(2) < ω(3). Hence, Algorithm 1
exits and outputs ‘‘non-semilinearity’’.

B. RESULTS RELATED TO NRT
In this section, we formally prove that Algorithm 1 outputs
a finite NRT in the case that the input unbound PN has
semilinear reachability set and NRTs exactly characterize
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FIGURE 3. An unbounded net.

the reachability sets of unbounded PNs. Moreover, we show
that whether unbounded PNs suffer from deadlocks can be
checked based on NRTs.

Before showing that Algorithm 1 outputs finite NRTs,
some lemmas about NRTs are revealed.
Lemma 1: Let µ0, µ1, µ2, . . . , µn be a sequence of mark-

ings corresponding to a path starting from the root node of
NRT. ω-numbers with the same dimension in each coordinate
of µ0, µ1, µ2, . . . , and µn have the same form.
Proof: By Algorithm 1, once a new ω-element ω(j) is

introduced into a component of a marking, the base related
to ω(j) can never be changed in the corresponding component
of any marking that is generated subsequently in the same
path. Hence, the conclusion holds. �

For example, there is a sequence of markings µ0, µ1, µ3,
µ5 corresponds to a path in Fig. 1(b), whose first coordinate is
0,ω(1)

+1,ω(1)
+ω(2)

+2,ω(1)
+ω(2)

+3. Clearly,ω(1)
+ω(2)

+2
and ω(1)

+ ω(2)
+ 3 are ω-numbers with two-dimension and

they have the same form.
Lemma 2: Let µ0, µ1, µ2, . . . , µn be a sequence of mark-

ings corresponding to a path starting from the root node of
NRT. uj ⊆ ui if uj > ui, where i, j ∈ {0, 1, 2, . . . , n}
and j > i.
Proof: Since uj > ui, we know that uj and ui are

ω-markings with the same form or both ordinary markings.
According to the construction of NRT, it can be concluded
that uj ⊆ ui since otherwise a new superscript has to be
introduced into uj. �
Lemma 3 [26]: In any infinite directed tree where each

node has only a finite number of direct successors, there exists
an infinite path leading from the root.
Theorem 1 (Finiteness): The NRT output by Algorithm 1 is

finite.
Proof: By contradiction, suppose that there exists an infi-

nite NRT. Due to Lemma 3, there exists an infinite path x0, x1,
x2, . . . from the root node x0. Accordingly, we have an infinite
sequence of makings, denoted as u[x0], u[x1], u[x2], . . ..
Consider the first coordinate of u[x0], u[x1], u[x2], . . . ,

denoted as u[x0](p1), u[x1](p1), u[x2](p1), . . .. By Proposi-
tion 1, it is impossible to introduce infinite superscripts during
constructing NRT. Hence, there exists u[xa](p1) in u[x0](p1),
u[x1](p1), u[x2](p1), . . . , which is an ω-number with the
maximal dimension. Besides, it is easy to know that u[xa](p1),

u[xa+1](p1), u[xa+2](p1), . . . is an infinite sequence of
ω-numbers with the same dimension. According to
Lemma 1, u[xa](p1), u[xa+1](p1), u[xa+2](p1), . . . is an infi-
nite sequence of ω-numbers with the same form. Hence, an
infinite nondecreasing subsequence can be definitely found
in u[xa](p1), u[xa+1](p1), u[xa+2](p1), . . .. In other words,
we can find an infinite node subsequence of x0, x1, x2, . . . ,
denoted as x ′0, x

′

1, x
′

2, . . . such that u[x ′0](p1) ≤ u[x ′1](p1) ≤
u[x ′2](p1) ≤ . . .. Now, consider the second coordinate
of u[x ′0], u[x

′

1], u[x
′

2], . . . , denoted as u[x ′0](p2), u[x
′

1](p2),
u[x ′2](p2), . . .. Similarly, we can also find an infinite node
subsequence of x ′0, x

′

1, x
′

2, . . . , denoted as x ′′0 , x
′′

1 , x
′′

2 , . . . ,

such that u[x ′′0 ](p2) ≤ u[x ′′1 ](p2) ≤ u[x ′′2 ](p2) ≤ . . .. Finally,
we can definitely find an infinite node subsequence of x0, x1,
x2, . . . , denoted as x∗0 , x

∗

1 , x
∗

2 , . . . such that u[x∗0 ]≤ u[x∗1 ]≤
u[x∗2 ]≤ . . .. But by construction, it must be an infinite strictly
increasing subsequence, i.e., u[x∗0 ]< u[x∗1 ]< u[x∗2 ] < . . . ,

since otherwise a node would be a duplicate one with no
successors. Besides, ∀u[x∗j ]> u[x∗i ], u[x

∗
j ]6⊂ u[x∗i ], since

otherwise a node would be a ω-duplicate one with no succes-
sors. However, this contradicts Lemma 2. Therefore, the NRT
output by Algorithm 1 is finite. �
Theorem 2 (Reachability): The NRT of an unbounded PN

contains only but all reachable markings of the PN.
Proof: According to the construction algorithm of NRT,

it is easy to conclude that the reachable marking set is con-
tained in NRT. In what follows, we prove that any marking in
NRT belongs to the reachable marking set. Firstly, consider
the direct successors of the root node. Obviously, the marking
sets corresponding to these direct successors are contained
in the reachable marking set. Next, consider the director
successors of a node whose marking set is contained in the
reachable marking set. Similarly, it is easy to see that the
marking sets of these director successors are also contained in
the reachable marking set. As a result, we can conclude that
any marking in NRT belongs to the reachable marking set.�
Theorem 3 (Semilinear-Reachability-Set Checking):Given

an unbounded PN, its reachability set is semilinear if and only
if Algorithm 1 outputs an NRT with the net as the input.
Proof : Straightforward from Proposition 1, Theo-

rems 1 and 2, as well as the definition of semilinear sets. �
Here we introduce that a full conditional node is a node in

an NRT with all its direct successors connected by dash arcs.
Theorem 4 (Deadlock Checking): An unbounded PN with

semilinear reachability set has deadlocks if and only if its
NRT contains terminal nodes or full conditional nodes.
Proof (Sufficiency): It is clear that a terminal node or a

full conditional node definitely contains a dead marking.
Hence, we can see that there is a dead marking in the
NRT. By Theorem 2, the dead marking is reachable in
the unbounded PN. As a result, the unbounded PN has
deadlocks.
(Necessity): Since the unbounded PN has deadlocks,

we can see that there is a dead marking in the NRT according
to Theorem 2. Clearly, dead markings are only contained in
terminal nodes or full conditional nodes in the NRT. As a
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FIGURE 4. The NRT of the net in Figure 3.

result, the NRT contains terminal nodes or full conditional
nodes. �
For example, it is easy to decide that the unbounded PN

in Fig. 1(a) suffers from no deadlocks due to Theorem 4.
Remark 4: For unbounded PNs with semilinear reachabil-

ity sets, it is feasible to check their liveness based on NRTs.
The basic idea of their liveness checking is similar to that
in [22]. The specific checking procedure will be treated as
our future work topic.
Example 3: Consider the unbounded PN in Fig. 3. Accord-

ing to Algorithm 1, its NRT is constructed as depicted
in Fig. 4, which is clear a finite tree. Since Algorithm 1 out-
puts an NRT, the reachability set of the PN is semilinear.
Besides, it can be checked that the NRT contains only but
all reachable markings of the PN. According to Theorem 4,
it can be determined that the PN in Fig. 3 suffers from
deadlocks, which however cannot be decided via MRT or
NMRT.

Finally, we point out that the computational complexity of
Algorithm 1 is exponential with repsect to the size of the input
PN [41],[42].

V. CONCLUSIONS AND FUTURE WORK
Finding a finite reachability tree to exactly represent the
reachability set of an unbounded net is a rather complicated
task. Only limited progress has been made in this respect
since it was studied over half a century ago. This work
presents an algorithm that is capable of determing whether
an unbounded PN has the semilinear reachability set. More-
over, for unbounded PNs with semilinear reachability sets,
the algorithm constructs finite new reachability trees (NRTs)
where ω-numbers ω(k (1)1 , k (2)2 , . . . , k (m)m ; q) are used to rep-
resent infinite components of an ω-marking rather than the
symbol ω or the expression kωn+q. NRTs thus provide more
useful information than FRTs, MRTs, and NMRTs. Besides,
it is proved that an NRT exactly characterizes the reachabil-
ity set of the corresponding unbounded PN and whether an
unbounded PN contains a deadlock can be correctly checked
based on its NRT.

The future research include 1) proposing a specific live-
ness checking method based on NRTs; 2) simplifying the
structure of NRTs while keeping their abilities of detect-
ing deadlocks; and 3) developing CAD tools to facilitate
the applications of NRTs in various fields [1]–[3], [13],
[18], [29], [32], [34]–[40], [44]–[46].
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