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ABSTRACT Data mining task is a challenge on finding a high-quality community structure from large-
scale networks. The distance dynamics model was proved to be active on regular-size network community,
but it is difficult to discover the community structure effectively from the large-scale network (0.1–1 billion
edges), due to the limit of machine hardware and high time complexity. In this paper, we proposed a parallel
community detection algorithm based on the distance dynamics model called P-Attractor, which is capable
of handling the detection problem of large networks community. Our algorithm first developed a graph
partitioning method to divide large network into lots of sub-networks, yet maintaining the complete neighbor
structure of the original network. Then, the traditional distance dynamics model was improved by the
dynamic interaction process to simulate the distance evolution of each sub-network. Finally, we discovered
the real community structure by removing all external edges after evolution process. In our extensive
experiments on multiple synthetic networks and real-world networks, the results showed the effectiveness
and efficiency of P-Attractor, and the execution time on 4 threads and 32 threads are around 10 and 2 h,
respectively. Our proposed algorithm is potential to discover community from a billion-scale network, such
as Uk-2007.

INDEX TERMS Community detection, complex network, graph clustering, web mining.

I. INTRODUCTION
Community detection [1], [2] has aroused a very hot topic
on analyzing the nature structure of complex network in past
decade. Generally, a community indicates the nodes are more
likely to be connected within internal-group than external-
group in network [3]. The rapidly development and wide
application of Web 2.0 leads to the increasing amount of
network data. For a network, the number of node and edge
can reach millions, tens of millions, and even more. When
dealing with large-scale network, the traditional community
detection algorithms usually take high time consumptionwith
poor performance, or even fail to work. Therefore, high-speed
community detection algorithms with excellent clustering
performance need to be further studied [4].

In the past few years, many community detection algo-
rithms have been proposed. Most existing works could
be simply classified into three categories: graph cluster-
ing method, modularity-based optimization method, and
dynamic method. The graph clustering method, which is

called as the traditional community detection algorithm,
the most common way is to divide the network graph into
n groups where the parameter n is the predefined cluster
size. The graph partition algorithm [5], [6], spectral bisec-
tion method [7], normalized cut method [8] are the typical
algorithms. For the modularity-based method, the basic idea
is to optimize modularity Q [9], [10] for specific goals, such
as large graph optimization [10], high accuracy and low
complexity optimization [11]. However, some modularity-
based optimization methods may fall into the ‘‘resolution
limit’’ problem [12] and perform weakly on finding small
community on some cases, because the small community
of the network will be automatically merged into the larger
community to maximize the modularity Q, even if the
clustering characteristics of the small community are very
obvious. Further, dynamic methods, which usually introduce
dynamic process to detect the community structure. The
label propagation [13], random walk [14], synchronization
[15] are three widely used dynamic algorithms [16], [17].
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Furthermore, the dynamic distance model [18], [19] arises at
a historic moment recently, but the model faces conditional
convergence problem. Furthermore, some researcher also
explore the parallel methods [20], [21] for handling big
network analysis.

In 2015, distance dynamics model has been proposed as a
new community detection model of complex network [18].
It divides all edges into two categories: internal edge located
in same community, and external edge crossed two differ-
ent communities. By removing all external edges, distance
dynamics model can naturally find the community structure
of network. As shown in Figure 1, a simple social network
is listed, containing 2 classes, 34 nodes, 68 internal edges
and 10 external edges (red cross-marked line). To detect the
community structure, the key is to remove the 10 external
edges. Thus, distance dynamics model introduces interaction
process to simulate the distance of each edge, and label the
final type (internal edge or external edge) of each edge based
on the distance. The interaction process can be described as
follows: firstly, each edge is associated to an initial distance;
then all edges interplay with its neighbors, the distance of
each edge will shrink or expand gradually as time evolves.
The nodes with highest similarity will synchronize first,
the distance between themwill decrease to 0 gradually.Mean-
while, the nodes with high dissimilarity will become far away
from each other, the distance between them will increase to 1
gradually; finally, the edge distance converges, if the edge
distance equals to 1, the edge will be considered as external
edge, otherwise, is the internal edge. The more details will be
described in section II .A. Moreover, the distance dynamics
model has some attractive features, such as ‘‘small commu-
nity finding’’, ‘‘outlier discovery’’, and ‘‘intuitive community
detection’’.

FIGURE 1. Idea of distance dynamics model.

However, with the development of information technology,
the scale of network data is growing fast, the traditional
distance dynamics model usually takes long time consump-
tion or even fails to work when handling large-scale network.
Besides, for dynamic interaction process, slow convergence
problem of edge distance usually occurs, which is another

reason for causing the long time computation. Based on
above drawbacks, it urgently requires developing parallel and
effective community detection algorithms. The motivation of
this study is to design a fast community detection algorithm
for large network based on the distance dynamics model and
preserving high cluster quality. Therefore, a parallel commu-
nity detection algorithm, called P-Attractor, is proposed to
contribute several matters:

1) Graph partitioning method: A graph partitioning
method is proposed to divide large network into lots
of sub-networks, yet maintaining the complete neigh-
bor structure of the original network. The graph par-
titioning method guarantees the feasibility of parallel
dynamic interaction process.

2) A novel improved dynamic interaction model: The tra-
ditional distance dynamics model has been improved
to simulate the distance evolution. The update model
is proposed to speed up the distance dynamics process,
comparing with native Attractor model, the improved
model could reduce 10% (average) computation time.

3) Slow-convergence problem scheme: Convergence
threshold and pre-judgment coefficient are designed
for solving the slow-convergence problem, which help
to accurately pre-judge the final distance of slow-
converged edge and reduce interaction time steps.

4) Large-scale network community detection: Our pro-
posed approach contributes to handle community
discovering problem for large-scale network within
acceptable computation time. The execution time on
4 threads and 32 threads are around 10 hours and
2 hours, respectively. Our proposed algorithm is poten-
tial to discover community from billion scale network,
such as Uk-2007.

The remainder of the paper is organized as follows.
The traditional distance dynamics model is described in
section II . In section III and section IV we respectively
analyze the graph partitioning, parallel dynamic interaction
phase. In section V we show community detection phase and
summarize the whole parallel community detection algorithm
(P-Attractor). The results from our extensive experimental
evaluations will present in the section VI . Section VII finally
concludes this paper.

II. BACKGROUND
A. TRADITIONAL DISTANCE DYNAMICS
In order to describe our algorithm more clearly, we introduce
the background and interaction patterns firstly. Given an
undirected graph G = (V ,E,W ), N (u) is a node set which
consists of node u and his connected nodes, is defined as
follows:

N (u) = {v ∈ V | {u, v} ∈ E} ∪ {u} . (1)

The Jaccard distance between node u and node v is defined
as:

d (u, v) = 1−
|N (u) ∩ N (v)|
|N (u) ∪ N (v)|

. (2)
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FIGURE 2. Three distinct interaction patterns. (a) Graph. (b)Influence from direct linked nodes. (c) Influence from
common neighbors. (d) Influence from exclusive neighbors.

In the above equation, | ∗ | indicates the node number of
set ∗. The distance measures the similarity of the neighbor set
between node u and node v. For weighted undirected graph,
due to the different weight of each edge, the Jaccard Distance
changes, then the model is further extended as:

d (u, v) = 1−

∑
x∈N (u)∩N (v) (w (u, x)+ w (v, x))∑
{x,y}∈E;x,y∈N (u)∪N (v) w (x, y)

. (3)

The traditional distance dynamics model consists of three
interaction patterns, as shown in Figure 2.

1) PATTERN DI
Influence from direct linked nodes. The distance d(u, v)
between node u and node v are obviously influenced by two
direct linked nodes u and v. Through mutual interactions,
one node attracts another to move towards itself, and leads to
decrease of the distance d(u, v) (Figure 2 (b)). DI is defined
to indicate the influence between two direct linked nodes,
as follows:

DI = −
(
f (1− d (u, v))

deg (u)
+
f (1− d (u, v))

deg (v)

)
. (4)

In pattern DI , deg(u) indicates the degree of node u, f (·)
is a coupling function, default is function sin (·). The term
1− d(u, v) implies the similarity of instinct structure or prop-
erties between node u and v. The term 1/deg(u) is a normal-
ized factor, which represents the different influences between
linked nodes.

2) PATTERN CI
Influence from common neighbors. The distance d(u, v) is
influenced by the common neighbor CN = (N (u)− u) ∩
(N (v)− v) of node u and v, where the common neighbor is a
node both connecting to node u and v. Due to each common
neighbor will communicate with both node u and v, common
neighbor will attract two end nodes to close itself, and leads to
the decrease of the distance d(u, v) (Figure 2 (c)). The second
interaction pattern is called CI , is defined as follows:

CI (u) =
1

deg (u)
· f (1− d (x, u)) · (1− d (x, v))

CI (v) =
1

deg (v)
· f (1− d (x, v)) · (1− d (x, u))

CI = −
∑
x∈CN

(CI (u)+ CI (v)).

(5)

In the pattern CI , for each common neighbor x, the two
terms (1− d(x, u)) and (1− d(x, v)) are introduced to fur-
ther measure the different influence between pattern DI and
pattern CI .

3) PATTERN EI
Influence from exclusive neighbors. The influence from
exclusive neighbor is seen as the third interaction pattern,
where the distance d(u, v) will be influenced by exclusive
neighbor EN (u) = N (u) − (N (u) ∩ N (v)) or EN (v) =
N (v) − (N (u) ∩ N (v)). The exclusive neighbor only con-
nects to either node u or v (Figure 2 (d)). Each exclusive
neighbor node form an external neighbor pair with the uncon-
nected end node. In the dynamic interaction process, each
exclusive neighbor will attract only one node (node u or v)
to move towards itself. However, it’s hard to know whether
another node will close to the exclusive neighbor or not.
In order to clarify the positive or negative influence from
exclusive neighbor, a cohesion parameter is introduced to
measure the similarity of two nodes in exclusive neighbor
pair, is defined as:

ρ (x, u) =

{
(1− d (x, v)), if (1− d (x, v)) ≥ λ

(1− d (x, v))− λ, otherwise.
(6)

In the above equation, ρ(x, u) indicates the positive or nega-
tive influence from the exclusive neighbors EN (u) to node v.
Based on the cohesion parameter, the third interaction pattern
EI is defined as:

EI (u) =
1

deg (u)
· f (1− d (x, u)) · ρ (x, u)

EI (v) =
1

deg (v)
· f (1− d (y, v)) · ρ (y, v)

EI = −

 ∑
x∈EN (u)

EI (u)+
∑

x∈EN (u)

EI (v)

 .
(7)

Finally, the dynamics of distance d(u, v) between nodes
u and v is governed by:

d (u, v, t + 1) = d (u, v, t)+ DI (t)+ CI (t)+ EI (t), (8)

where, d(u, v, t + 1) is the new distance at time step
(t + 1). DI (t), CI (t) and EI (t) are influences from direct
linked nodes, common neighbors, and exclusive neighbors,
respectively.
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FIGURE 3. Illustration of parallel community detection based on distance dynamics.

B. PARALLEL DISTANCE DYNAMICS IDEAS
To give the basic idea of our algorithm, we take Figure 3 as
an example, a large-scale artificial social network is listed,
containing 9 groups represented by cartoon people of differ-
ent colors. In order to quickly find the 9 groups, we adopt the
‘‘divide-and-conquer’’ strategy. Firstly, the original large net-
work is divided into 4 sub-networks (G.1, G.2, G.3, and G.4),
each node of sub network keeps same neighbor structure with
the original network, please see the Figure 3.2. After graph
partitioning, we conduct dynamic interaction process on each
sub-network in parallel mode. We suppose the interaction
process is to discover opinion disparities among persons.
We take G.3 as an example. At the beginning (initial status),
every person usually has their own idea, the disparities of
opinion (distances) with his neighbors are different, as shown
in the Figure 3.3. Due to the influence from his/her known
persons, the disparities of opinions (distance) among these
persons gradually changes (increase or decrease) as time
goes by, and reach immediate status. The immediate status
usually goes through lots of time steps, such as from T = 1
to T = 16. In which, opinions of most persons converge
quickly and only a few persons are irresolute. That’s a long
time consumption to converge the opinions of these persons,
such as from T = 9 to T = 16, we call this case as the
slow-convergence. In order to solve the slow-convergence
problem, we address pre-judgment strategy and obtain the

final distance when T = 9, then we can save 7 time steps
from T = 10 to T = 16. Finally, we collect all external
edges crossed multiple communities from all sub-networks,
and find the community structure of original network by
removing all external edges. The traditional distance dynam-
ics model consists of three interaction patterns, as shown
in Figure 2.

III. GRAPH PARTITIONING
To speed up the distance dynamics model, we partition large-
scale network into many sub-networks (divide) and clustering
each sub-network separately (conquer) and merge the cluster-
ing results from all sub-networks. In this section, we present
the graph partitioning phase.

A. ANALYSIS
Unlike other scalable community detection algorithms which
based on drawing a sample or summarizing from network
data, our method handles large-scale network by randomly
partitioning networks into thousands of sub-networks with
fixed size. However, the crucial question arises: Why does
the partitioning technique works for our scalable community
detection algorithm and what is the reason behind this?

For distance dynamics model, one salient feature is that
community finding is driven by the local network topology,
each node only interacts with his neighbors, and all nodes in a
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community dynamically move together. Therefore, the local
structure within each partition can be maintained. Thus,
although the size of sub-network is smaller than the original
large-scale network, the local structure of each sub-network
node is still maintained and represented. That ensures correct-
ness of detection results for each partition. In addition, dis-
tance dynamics model is robust on noise and outlier objects.
Thus, global outliers in the original large-scale can be easily
identified in each separate partition. In summary, the ‘‘divide-
and-conquer’’ strategy fits well to distance dynamics model,
the distance dynamics model can effectively find the commu-
nity structure of large-scale network in parallel mode, without
relying on a powerful hardware environment.Moreover, there
are several issues to concern: neighbor structuremaintenance,
edge equally partition and cross edge calculation.

1) NEIGHBOR STRUCTURE MAINTENANCE
In the distance dynamic model, the interaction scope of
each node is only affected by its neighbors, so the distance
dynamic model will still work well if each node’s neighbor
structure can be complete guaranteed. This feature prompts
us to adopt the ‘‘divide and conquer’’ concept to optimize
the calculation time of distance dynamic models in large-
scale networks. Thus, we divide the large-scale network into
multiple small-scale sub-networks and independently use dis-
tance dynamic model for each sub-network, which helps to
improve the computational efficiency. However, in order to
accurately discover the community structure of the original
large-scale network based on the calculation results of all the
sub-networks, we should maintain the neighbor structure of
each node. After the network has been divided, the topology
of each node in the sub-network will not completely be
consistent with the original network, especially the marginal
edges, some of its neighbors may be located in other sub-
networks. Therefore, we need to ensure each node of the sub-
network to keep same neighbor structure as far as possible.

2) EDGE EQUALLY PARTITION
After graph partitioning, all sub-networks will parallel exe-
cute the distance dynamics model for calculating the final
distance of each edge. In order to minimize the computation
time, we should evenly partition the edges to guarantee each
sub-network has the same edge number. Because the distance

dynamics model is an edge-oriented dynamic community
detection model, so there is a positive correlation between
edge number and time computation.

3) CROSS EDGE CALCULATION
Through graph partitioning, all edges of each sub-network
will be naturally classified into two categories: inner edge
and cross edge. For each inner edge, two endpoints belong
to same sub-network. On the contrary, for each cross edge,
two endpoints belong to different sub-networks. Here, each
inner edge keeps same neighbor structure with the original
network, while, cross edges may differ. Therefore, in order to
get the accurate final distance of each cross edge, we intro-
duce edge-circle as a complementary structure tomaintain the
complete neighbors of each cross edge.

B. CIRCLE DEFINITIONS
For graph partitioning, node migration and edge migration
are very important process. Node migration aims to maintain
the neighbor structure of each node, and keep the same edge
number for each sub-network. The goal of edge migration
is to supplement lost neighbors of cross edge. In order to
migrate nodes or cross edgesmore accurately, node-circle and
edge-circle are defined.
Definition 1 (Node-Circle): Given a social network

(Figure 4(a)), node-circle means the social circle of a node,
and the active scope of a node, please see Figure 4(b). The
node-circle consists of this node, his neighbors and all edges
between them, and defined as follows:

NC (u) = (CV ,CE), (9)

where, CV = {x|x ∈ N (u)} and CE = {(x, y) |x, y ∈ CV }.
In this paper, we consider that a node should stay with its
node-circle. When its node-circle belongs to a sub-network,
the node should not be migrated. Otherwise, a node crosses
multiple sub-networks, it should migrate to the sub-network
having most nodes of the node-circle. Moreover, by matching
the node number and the range of the sub-network node,
we can quickly discover target sub-network that need to be
migrated. To supplement the lost neighbor structure of cross
edge, we define the edge-circle in this paper.
Definition 2 (Edge-Circle): Given a social network

(Figure 4(a)), edge-circle represents the social circle of each

FIGURE 4. Illustration of node-circle and edge-circle.
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edge, and the active range of a node, please see figure 4(c).
The edge-circle consists of two end nodes, its neighbor set
of two end nodes and all edges between them, is defined as
follows:

EC (e (u, v)) = (EV ,EE), (10)

where, EV = x|x ∈ N (u) ∪ N (v), and EE = (x, y) |x, y ∈
EV . We also consider that a cross edge should stay with its
edge-circle. When edge-circle of one edge belongs to one
sub-network, if the edge is an inner edge, then it should not be
migrated. When edge-circle of one edge belongs to multiple
sub-networks and the edge is a cross edge, then it needs to be
migrated to the sub-network having most nodes of the edge-
circle. We have two goals on cross edge migration. On one
hand, it helps each cross edge to stay with the most right sub-
network, which has most neighbors of this edge, on the other
hand, at cross edge migration phase, it also helps to fill the
lost neighbors based on edge-circle, and keep the complete
neighbor structure of each cross edge.

C. PARTITIONING PROCESS
In summary, the whole process of graph partitioning consists
of three steps:

Step 1, parallel initial partition. According to the node
number, we generate multiple sequential sub-networks,
ensure that the number of nodes in each sub-network is
the same and the node number is continuous. By matching
minimum end node of each edge with the node range of sub-
network, we parallel divide all edges into sub-networks as
initial partition. For example, a social network has NN nodes
and TT edges, we need to divide the network into SN sub-
networks. Firstly, we generate the node scope of SN sub-
networks, where the node of first sub-network ranges from
0 to NN/SN , the second ranges from NN/SN + 1 to 2 ∗
NN/SN , and so on. Secondly, we Open SN processes to read
edges in parallel, the first process reads from 1 to the edge of
TT/SN , the second process thread reads from TT/SN + 1
to 2 ∗ TT/SN , and so on. For each edge, corresponding
process calculates the serial number of minimum end node,
then assigns each edge to the sub-network until all edges are
finished.

Step 2, parallel node migration. After initial partition,
we start to migrate node from sub-networks in parallel mode.
For one sub-network, we traverse each node, and calculate its
node-circle. When node’s node-circle belongs to the current
sub-network, then the node remains, and go to next node.
When a node and its node-circle belongs to different sub-
network, then calculate the target sub-network having most
nodes of node-circle, and migrate the node and all directly
linked edges to the target sub-network. When all nodes have
been completed, the node migration process is ended.

Step 3, parallel cross edge migration. After node migra-
tion, each cross edge’s neighbor structure is uncompleted.
We start cross edge migration for sub-networks in parallel
mode. For one sub-network, traverse each cross edge, cal-
culate the edge-circle and the target sub-network with most
nodes of edge-circle. When the target sub-network is current
sub-network, insert the edge-circle into current sub-network
as the supplementary neighbor structure of cross edge, go to
next cross edge. When the target sub-network is not cur-
rent sub-network, migrate the cross edge to the target sub-
network, insert the edge-circle into the target sub-network as
the supplementary neighbor structure of the cross edge, go to
next cross edge. When all cross edges have been completed,
the cross edge migration is over.

To illustrate graph partitioning more clearly, let’s take
Figure 5 as an example, a large-scale network contains
22 nodes (black points) and 41 edges (black solid lines
between points), shown as Figure 5 (a). In the initial phase
(Figure 5 (b)), the nodes from 1 to 11 and corresponding
edges are auto assigned to first sub-network SG.1. Mean-
while, the nodes from 12 to 22 and corresponding edges are
assigned to second sub-network SG.2. Here, three cross edges
(red solid lines) are allocated to first sub-network, because
the minimum end node of three edges belong to first sub-
network. After initial partitioning, the number of edges in two
sub-networks is uneven, the edges of SG.1 are more than the
edges of SG.2. In the second phase (Figure 5 (c)), we start
node migration to maintain neighbor structure and keep edge
even partition. Here, node 11 (green circle) and correspond-
ing edges (green edges) are migrated from SG.1 to SG.2.
After node migration, 3 cross edges don’t have complete

FIGURE 5. Process of graph partitioning. (a) original large network. (b) initial partition. (c) node migration. (d) edge
migration.
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FIGURE 6. Illustration of slow-convergence.

neighbors. In the third phase (Figure 5 (d)), we start cross
edge migration to supplement the lost neighbor structure
of each cross. Based on the edge-circle, edge e(10, 11) is
migrated from SG.2 to SG.1, and the edge-circle of 3 cross
edges are inserted to SG.1 or SG.2. After graph partitioning,
SG.1 has 21 edges and SG.2 has 22 edges.

IV. PARALLEL DYNAMIC INTERACTION
In this section, firstly, we describe the slow-convergence
problem and corresponding pre-judgment optimization strat-
egy. Then, we improve the distance dynamics model and
address the pre-judgment strategy. Finally, by using the
improved distance dynamics model, we parallel execute the
interaction process for all sub-networks.

A. SLOW-CONVERGENCE PROBLEM
In traditional distance dynamics model, slow-convergence
problem usually cause our concern on unnecessary time con-
sumption. In the distance dynamic model, a dynamic interac-
tion process is introduced to simulate the dynamics of each
distance. Before all the distances converge (the steady state),
the entire interaction process needs to go through multiple
time steps. Most of the distances have converged within the
first 3-8 time steps, and only a very small distance needs
long time to reach the steady state. That is, in order to com-
plete the convergence of all distances, most distances have
to wait a long process after they have converged. In some
special networks, we may even encounter non-convergence
situations. The distances of some edges increase or decrease
go and back, and the final state will never reach.

In the Figure 6, a social network contains two communi-
ties represented by different color, and we use the distance
dynamics model to find its community structure. After going
through 30 iterations, all distances converge when T = 30.
However, throughout the interaction process, 17 distances
converge before T = 10. In order to converge the 2 remain-
ing distances d(12, 6) and d(5, 4), we need to take more
20 time steps. Therefore, we call this situation as the slow-
convergence. In addition, it is not difficult to find that, nomat-
ter what the final status of 2 distances are, the detected
community structure is unchanged.

In order to further prove the existence of slow-convergence,
two real world networks are selected to execute the distance
dynamics model. Going through many repeated experiments,
Figure 7 shows the existence of slow-convergence. In the

Figure 7, the green dashed line means the time steps when
99% distances are converged. It is obviously that the slow-
convergence problem seriously influences the computation
time of the distance dynamics model.

FIGURE 7. Slow-convergence of different networks.

To solve the slow-convergence problem, it is key to accu-
rately pre-judge the final distance of slow-converged edge.
For distance dynamics model, each edge is only influenced
by its neighbor, so we address the edge-circle to pre-judge
the final status of slow-converged edge. For a slow-converged
edge e(u, v), all edges EE of edge-circle EC(e) are classified
into two categories: public neighbor edge and private neigh-
bor edge. Public neighbor edge PubE (e) = NC (u) .E ∩
NC (v) connects the neighbor set of two end nodes at the same
time. In the process of dynamic interaction, public neighbors
will attract two end nodes of e(u, v) to move together, and the
distance of e(u, v) will decrease. As opposed to public neigh-
bor edge, each private neighbor edgePriE (e) = (NC (u) .E∪
NC (v) .E)− PubE (e) only connects the neighbor set of one
end node of e(u, v). So, it will prevent two end nodes of e(u, v)
to move together, and the distance of e(u, v) will increase.

To further enhance the accuracy of pre-judgment, we also
consider the converged status of neighbor edge. Therefore,
we design three rules to pre-judge the final distance of slow-
converged edge.

(1) When the final distance of one converged public neigh-
bor edge in the edge-circle equals to 1, then we think the final
distance of slow-converged edge should be 1. Because the
converged public neighbor edge has been implied two end
nodes of the slow-converged edge may belong to different
communities.

(2) When all public neighbor edge in the edge-circle have
been convergence and the final distances equal to 0, then the
final distance of slow-converged edge should be 0. Because
all public neighbor edges prove two end nodes of the slow-
converged edge belong to same community.
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(3) When previous two rules are not satisfied, we use the
edge-circle to determine the final distance value. When the
number of public neighbor edge is more than the number of
private neighbor edge, the final distance of slow-converged
edge should be 0. On the contrary, we think the final distance
should be 1.

In this paper, we merge above three rules, and propose
a pre-judgment coefficient to determine the final distance
of slow-converged edge. The pre-judgment coefficient is
defined as follows:

PreC =



1, ∃e(x,y)∈PubEd (x, y) = 1
0, ∀e(x,y)∈PubEd (x, y) = 0

1,
(
|PriE (e (u, v))|
|EC (e (u, v)) .E|

)
> 0.5

0,
(
|PriE (e (u, v))|
|EC (e (u, v)) .E|

)
≤ 0.5,

(11)

where EC(e) is the edge-circle of e(u, v), the PriE(e) is the
private neighbor edge, the PubE(e) is the public neighbor
edge. The effectiveness of pre-judgment coefficient will be
proved in the section VI .D.

B. IMPROVED DISTANCE DYNAMICS MODEL
In order to handle slow-converged problem, convergence
threshold τ is addressed as a switch to determine the timing
of pre-judgment process start, and calculate the final distance
of slow-converged edge. It’s defined as follows:

CF =


1,
|CE|
|E|
≥ τ

0,
|CE|
|E|

< τ,

(12)

where, the term | ∗ | indicates the number of set ∗, and CE
as the converged edge set. When the percentage of converged
edges exceeds convergence threshold value, the pre-judgment
coefficient start the pre-judgment process. So we improve
distance dynamics model and formulate distance dynamics
of each edge as follows:

d (u, v, t + 1) = (1− CF (t)) · EI

+CF (t) · PreC (u, v, t) , (13)

where, d (u, v, t + 1) is the renewed distance of edge e(u, v)
at time step t + 1, and EI = d (u, v, t) + DI (t) + CI (t) +
EI (t) . CF(t) is the pre-judgment switch function, and deter-
mines the timing of pre-judgment process. When the CF(t) is
0, the three interaction patterns start to influence the distance
d(u, v), whereDI (t), CI (t) and EI (t) are three different influ-
ences respectively from the directed node, common neigh-
bors, and exclusive neighbors at time step t . When the CF(t)
is 1, we start the pre-judgment process, use the pre-judgment
coefficient to determine the final distance of slow-converged
edge e(u, v).

C. PARALLEL INTERACTION PROCESS
Based on the improved distance dynamics model, all sub-
networks will parallel execute the dynamic interaction pro-
cess to simulate the dynamics of each distance. For a
sub-network, the process of dynamic interaction is as follows:

Step 1, at initial time (t = 0), no interaction process, each
edge in the sub-network (including the edge-circle of cross
edge) is associated with an initial distance. Here, the initial
value is computed according to the Jaccord distance with
Definition 2 or Definition 3.

Step 2, as time evolves, we start the dynamic interac-
tion. When the percentage of converged distances is less
than the convergence threshold τ (CF = 0), we use three
dynamic interaction patterns (Eq. (4), Eq. (5) and Eq. (7))
to simulate the dynamics of each distance. Driven by the
neighbor structure, each distance will decrease or increase
gradually. The nodes with the highest similarity will syn-
chronize first, the distance between them will decrease to 0.
Meanwhile, the nodes with the highest dissimilarity will be
far away, the distance between them will increase to 1. Going
through a sequential process, more and more nodes will
synchronize, and distances will converge.

Step 3, when the percentage of converged distances
exceeds convergence threshold (CF = 1), we start pre-
judgment process for slow-converged edge. By calculating
the pre-judgment coefficient (Eq. (11)), each slow-converged
edge will obtain final distance value.

Step 4, finally, all distances in the sub-network will con-
verge, and the edges with long distances (i.e. d(u, v) = 1) are
collected.

To describe above process more clearly, Figure 8 shows
the process of dynamic interaction. Four statuses of network
are listed in the Figure 8 (a)-(d) from t = 0 to t = 12.
Figure 8 (a) shows the initial status of network (t = 0), where
each edge has an initial distance. Figure 8 (b) shows the first
immediate status (t = 1), where each distance changes by
as time involves. Figure 8 (c) shows the slow-convergence
status (t = 11), where only three distances (red solid lines)
don’t converge. Then, we start the pre-judgment process for
the slow-converged edge. When (t = 12), the steady status is
coming, all distances converge (either 0 or 1), and all edges
with long distances are collected to prepare for community
detection of original large network.

D. PARAMETER DISCUSSION
For the improved distance dynamics model, convergence
threshold τ is addressed to determine the slow-convergence
status of dynamic interaction process, and the timing of pre-
judgment process. Generally, with larger value τ , the iteration
number (time steps) is bigger, the computation time will be
longer, and cluster accuracy is better. In the following exper-
iments, with different convergence threshold τ , we compare
the iteration number and cluster accuracy on two real world
networks (Youtube and Wiki-Talk), please see in Figure 9. In
the Figure 9, with the increasing of convergence threshold τ
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FIGURE 8. Illustration of dynamic interaction. (a) the initial status; (b) the immediate status after one time step; (c) the
slow-convergence status; (d) the final status.

(ranging from 0 to 1), the iteration number and modularity
value keep changing. In the Figure 9 (a), we observe the
dynamic change of iteration number. When the convergence
threshold τ exceeds 0.8, with minor change of convergence
threshold τ , the iteration number rapidly increases. For exam-
ple, when τ ranges from 0.8 to 1, the iteration number in
Youtube network ranges from 24 to 318. Meanwhile, the iter-
ation number in Wiki-Talk network ranges from 33 to 189.
In the Figure 9 (b), we observe the dynamic change of mod-
ularity Q. Generally, the larger the modularity Q is, the better
cluster accuracy will be. When the convergence threshold τ
is less than 0.85, with minor change of τ , the modularity Q
greatly increases and the cluster accuracy rapidly improves.
In summary, 0.9 is selected as the recommended convergence
threshold in following experiments. Because, when the con-
vergence threshold is 0.9, the iteration number (Youtube is
39 and Wiki-Talk is 45) is far less than the value of complete
iteration (Youtube is 318 and Wiki-Talk is 189, respectively).
Similarly, the cluster accuracy (modularity Q, Youtube is
0.80 and Wiki-Talk is 0.89) is close to the cluster accuracy
of complete iteration (Youtube is 0.81 and Wiki-Talk is 0.90,
respectively).

V. P-ATTRACTOR: PARALLEL COMMUNITY DETECTION
BASED ON DISTANCE DYNAMICS
A. P-ATTRACTOR ALGORITHM
In summary, the whole community detection process can be
simply summarized as three phases:

Phase 1, graph partitioning (divide). According to the node
number, we generate multiple sequential sub-networks, each
sub-network has the same number of nodes. By matching
minimum end node of each edge with the node range of

FIGURE 9. Sensitivity of convergence threshold τ .

sub-network, we parallel divide all edges of large network
into sub-networks as initial partition. After initial partition,
we start node migration in parallel mode to maintain the
neighbor structure of each node, and keep edge even parti-
tion. After node migration, we start cross edge migration to
supplement the lost neighbors of cross edge.

Phase 2, parallel dynamic interaction (conquer). Using
the improved distance dynamics model, all sub-networks
parallel execute dynamic interaction process to get the final
distance of each edge. In the dynamic interaction process
of sub-network, each edge is associated with an initial dis-
tance; as time evolves, each distance would expand or shrink
gradually by the influence from three interaction patterns;
when the percentage of converged distances is more than the
convergence threshold τ , the pre-judgment process of slow-
converged edge is started, pre-judgment coefficient is used to
determine the final distance of slow-converged edge; finally,
all distances will converge (either 0 or 1), and the edges with
long distance will be collected (the distance value is 1) to
prepare for the next phase.

Phase 3, community detection. All edges with long dis-
tance in the sub-networks are merged to form the external
edge set of large-scale network. Using the idea of distance
dynamic model, we remove all external edges, cut off the
connection between communities, and find the community
structure of large network quickly.

We take Figure 10 as an example to illustrate the com-
munity detection process. By using the graph partitioning,
the large-scale network has been divided into two sub-
networks (SG.1 and SG.2). After graph partitioning, we start
the parallel dynamic interaction on the sub-networks to com-
pute the final distance of each edge. After parallel dynamic
interaction, each sub-network produces long edge set LD
(SG.1.LD and SG.2.LD), where the distance of each edge
equals to 1. We merge two long edge set as the external edge
set of original large network. By removing all external edges
(red or purple edges), the community structure of large-scale
network can be naturally detected.

B. TIME COMPLEXITY
As seen from the algorithm, the time complexity depends
mainly on Phase 1 and Phase 2. At the first phase, the time
complex is O

(
(|E| /SN )2

)
where |E| is the number of all
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FIGURE 10. Process of community detection.

edges in original large-scale network and SN is the number
of sub-networks. At the second phase, due to each sub-
network parallel execute the distance dynamics model, so the
time complexity comes from the dynamic interaction. In the
dynamic interaction, the initial distance of each edge can be
computed in graph partitioning phase, so the time complexity
is (T · k · (|E| /SN ))where k is the average number of neigh-
bors and T is the time steps. At the third phase, all long edges
could be removed in the second phase, so the time consump-
tion can be ignored. In summary, the time complexity of our
algorithm is O

(
(|E| /SN )2 + T · k · (|E| /SN )

)
.

VI. EXPERIMENTS
In this section, we present experimental evaluation of
P-Attractor algorithm on several real world networks as well
as artificial networks.

A. EXPERIMENTAL SETUP
In order to simulate the large-scale network, we take a
high-performance server which configures 2× Intel Xeon
E5-2600 series processors and 176GB of memory. Each pro-
cessor has 16 cores, and able to concurrently run 32 threads
for multithreaded applications in maximum. Besides, each
processor has a L3 cache of 20MB at a frequency of 3.3 GHz,
with two 8 GT/s QuickPath Interconnect (QPI) links between
processors. In addition, our algorithm is written in python,
and parallel executed in multiple-thread mode.

We perform experiments on a variety of networks, as listed
in Table 1. We focus on real world networks, and some syn-
thetic instances are included as well. The real world networks
include a web graph (Uk-2007), a road network (RoadNet-
PA), four social networks (Wiki-Talk, Youtube, Orkut,
LiveJournal). Among the real world networks, Youtube,
Orkut, and LiveJournal are three ground-truth networks. Two
synthetic networks (LFR1 and LFR2) are generated with the
community ground-truth by using the LFR benchmark [22],
where u is the mixing parameter and k is the average degree
of each node

We select several community detection algorithms in the
state-of-the-art to compare with our algorithm, as shown

TABLE 1. Networks.

in table 2. In which, InfoMap, FastGreedy and Louvain
are considered as being widely used algorithms for dis-
joint community detection, the LPA algorithm shows linear
time complexity, we can download the implementations of
Python version from open source website. In addition, two
standard parallel algorithms Propinquity (the source code
are available at: http://dbgroup.cs.tsinghua.edu.cn/zhangyz/
kdd09/) and COS (the source code are available at: https://
sourceforge.net/p/cosparallel/wiki/SetupAndCompile/) are
also addressed to be compared with, where, Propinquity
addressed BSP parallel model. Also, Attractor algorithm
as the native algorithm based on the traditional distance
dynamics model is indispensable.

TABLE 2. Comparison Algorithms.

We select metrics being widely used to evaluate the cluster
quality. The first metric is the Normalized Mutual Infor-
mation (NMI) [17], which is based on information theory
concepts. The NMI value ranges from 0 to 1 and measures
the similarity between two sets of objects. The second metric
is the Adjusted Rand index [14], a measure similar to inter-
coder agreement, represents the similarity between two data
clusterings (i.e., the agreement on whether to put two nodes
in the same cluster or in different clusters). The above two
metrics only measure the cluster quality of graphs having
the community ground-truth. So, Newman’s modularity [7] is
selected as the third metric for all graphs, which characterizes
the quality of the overall community detection. To future intu-
itively describe the parallel algorithm performance, we define
community detection accuracy (CDA), this metric is defined
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as the rate of correctly number of identifying nodes among the
total node number of network in the community. The CDA is
defined as follows:

CDA =

k∑
i=1

max
{
Ci ∩ Cnew

j |C
new
j ∈ Cnew

}
n

, (14)

where, j = 1, 2, · · · , l, C is original community set and
can be expressed as C = {C1,C2, · · · ,CK }, Cnew is the
detected community set, Cnew

=
{
Cnew
1 ,Cnew

2 , · · · ,Cnew
l

}
,

and max
{
Ci ∩ Cnew

j |C
new
j ∈ Cnew

}
represents the max com-

mon node number of all community set and the i − th com-
munity, n is the node number of network. The higher CDA
value means better detection accuracy and quality.

B. COMMUNITY DETECTION ANALYSIS
The first objective of experimental evaluation is to test the
cluster quality of our algorithm, and observe the differ-
ence between our P-Attractor algorithm and native Attrac-
tor algorithm. We repeatedly test 6 different algorithms on
8 networks, and select the best results to compare, where
P-Attractor algorithm is executed on four threads. The NMI
andARImetrics are used tomeasure the cluster quality for the
ground-truth networks (Orkut, LiveJournal, Youtube, LFR1,
LFR2), and the Modularity metrics is used to measure the
cluster quality.

FIGURE 11. Cluster quality on different networks.

Figure 11 shows the cluster quality of 6 algorithms on
different networks, Figure 11 (a) shows the NMI and ARI
comparison, and Figure 11(b) shows the modularity com-
parison. As we can see from Figure 11, four algorithms
(P-Attractor, Attractor, InfoMap, and Louvain) show better
performance (NMI, ARI, and Modularity) than other two
algorithms (LPA and FastGreedy ). Our P-Attractor algorithm
presents almost the same cluster quality with the Attractor
algorithm. However, when the number of edges exceeds over
one hundred million (large-scale), then the computation time

of Attractor, InfoMap, and FastGreedy become unacceptable,
please see the big greed points in the Figure 11. For the large-
scale networks (Orkut, Uk-2007, LiveJournal), P-Attractor on
4 threads works well and shows good cluster quality.

FIGURE 12. Detected community structure on LFR1.

Figure 12 shows the detected community structure between
5 traditional serial algorithms and P-Attractor on LFR1.
Because the LFR1 contains 2 million edges and 116 commu-
nities, in order to illustrate the detected communities more
clearly, we sample 4 communities and 2372 nodes from
LFR1. Figure 12 (a) is the ground-truth of LFR1, the sub-
network in the grey circle is the community structure of
sampling 2372 nodes. Figure 12 (b) shows the detected com-
munities of Attractor, and the number of detected commu-
nity is 5 at the 2372 sampling nodes. Figure 12 (c) shows
the detected communities of P-Attractor, the number of the
detected community is also 5. We observe that, Attrac-
tor (5 communities), P-Attractor (5 communities), InfoMap
(3 communities), and LPA (5 communities) show better per-
formance than other two algorithms (Louvain (6 communi-
ties), FastGreedy (6 communities)) on LFR1 network.

Table 3 shows the computation time of 5 traditional serial
algorithms and P-Attractor on 8 different networks. Among
the five algorithms (InfoMap, FastGreedy, LPA, Louvain,
and Attractor), LPA algorithm shows the fastest speed, Lou-
vain and InfoMap algorithms are the next, FastGreedy and
Attractor algorithms are the worst. Focusing on the Attractor
algorithm, with the increase of network scale, the increased
computation time on Attractor is obviously fast than other
four algorithms. When the number of edge exceeds over
one hundred million (Uk-2007 and Orkut), the computation
time of Attractor algorithm is unacceptable. However, our
P-Attractor algorithm gets a reasonable computation time by
using parallel execution with 4 threads. On the Uk-2007 net-
work, P-Attractor algorithm takes 34599 seconds, and finds
the community structure form 3.3 billion edges. For the Orkut
network, P-Attractor algorithm takes 1582 seconds, and finds
the community structure from 100 million edges. That is,
P-Attractor shows the ability to speed up the distance dynam-
ics model for large network, yet guaranteeing good cluster
quality.

Furthermore, we conduct two groups of parallel compar-
isons with two standard parallel methods. As we can see
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TABLE 3. Time (s).

from table 3, when the network scale is large, such as over
10 million level network, due to the limit of machine hard-
ware and high time complexity, single serial algorithm may
fail to detect the community structure. Propinquity and COS
as two standard parallel algorithm, we conduct two groups of
experiments to analyze the comparison of parallel algorithms.

Firstly, we run three algorithms on three ground-truth
datasets and one synthetic datasets. Figure 13(a) shows the
computation time of our P-Attractor and the two parallel
algorithms, the number on the bar represents CDA score.
We can see that, all three algorithms perform good execution
time on youtube dataset and good CDA score caused by
its clear community structure, all the three algorithm show
good CDA result on LFR2, which means high community
detection accuracy of algorithm, LiveJournal and youbute is
the second, Orkut is the worst because of its uneven edge dis-
tribution. On million scale network, Convergence threshold
and pre-judgment coefficient contribute to solve the slow-
convergence problem, so the parallel computation becomes
remarkable when network scale increases beyond the capa-
bility of a single-serial algorithm which were compared on
previous experiments. Although the run time of P-Attractor
is better than other two parallel algorithm, indicating the par-
allel interaction process model fit the large-scale networks,
but COS shows better CDA score on some networks, such
as low density network like youtube and LFR2. Propinquity
shows worst CDA score in average, the low CDA results may
be caused by its average vertex degree calculation method,
which equals to E|/|V |, that is not meet the actual network
situation in real world, although it can highly reduce its time
complexity.

Then, we try to test the speeded-up performance on bil-
lion scale dataset of proposed parallel algorithms. As shown
in Figure 13(b), by comparing execution time of Propinquity,
COS and P-Attractor on Uk-2007, we use four configurations
for three algorithm, respectively, run on 8,12,18,24 threads,
each experiment runs three times and takes the average time.
As we can see, with the increase of its parallelism degree,
all three algorithm show speed up capability, under same
configuration of parallel threads, P-Attractor performs better
execution time, when the complexity of network relations
over 100 million degree, the advantages of parallel algo-
rithms become significant, which also confirm that our par-
allel community detection method has excellent scalability.

FIGURE 13. Comparison of parallel algorithms.

Propinquity takes up most of the time on initialization of task
allocation and data transfer between nodes, while it contains
more file operations in Hadoop’s iterative process, and its
proportion of the initial time is not negligible, with parallel
machine increases, Propinquity traps into ‘‘long tail’’ phe-
nomenon, resulting higher computation time than the other
two algorithms. We can conclude that, our proposed method
has strong practicability when handling with large networks.
The details of parallel scalability analysis will be discussed
on later section VI .E . Moreover, we further analyze the
time proportion of different phases in P-Attractor, as shown
in Figure 14. The time proportion of dynamic interaction con-
sumes more than 85%. The proportion of graph partitioning
is less than 14%, and the proportion of community detection
is less than 2%. Besides, we can find that, with the increase of
network scale, the time proportion of graph partitioning and
community detection decreases gradually.

FIGURE 14. Computation time on different phases.

C. GRAPH PARTITIONING ANALYSIS
The second objective of experimental evaluation is to vali-
date the even partition of graph partitioning in P-Attractor
algorithm. In our P-Attractor algorithm, initial partition, node
migration, and cross edge migration are three sequential
phases of graph partitioning. In this section, we analysis the
performance of graph partitioning on 4 threads, where the
number of thread equals to the number of sub-networks.
Figure 15 shows the graph partitioning performance on
8 different networks. The x-axis shows the three sequential
phases, and the y-axis shows the number of edges in each
sub-network. We can get the following observations. (1) At
the initial partition phase, the edge number of 4 sub-networks
is different, the main reason is that all nodes in the network
are evenly allocated to the 4 sub-networks, and the number of
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FIGURE 15. Performance analysis of graph partitioning.

FIGURE 16. Performance analysis of the improved distance dynamics model.

nodes in each sub-network is the same. However, the 8 dif-
ferent networks have different densities and each node in the
network has a different degree. As a result, the number of
edges in each sub-network is different. The edge number of
one of sub-graph exceeds the half edges in Wiki-Talk, LFR1,
LFR2, Orkut, Uk-2007. (2) The node migration assures each
sub-network has almost same number of edges, the number
of edges in the sub-network is close to the average number
(the green dashed line). (3) The cross edge migration further
optimizes the graph partitioning, and decreases the difference
of edge number among all sub-networks.

D. IMPROVED MODEL ANALYSIS
The third objective of the experiments is to compare the
traditional distance dynamic model and the improved dis-
tance dynamic model on three aspects, including interaction
steps (time period), the Modularity, and the calculation time
to verify the performance of the improved model. For the
improved distance dynamics model, a convergence thresh-
old τ is used as the threshold to determine the dynamic
interaction process whether goes into the slow convergence,
and a pre-judgment coefficient is used to pre-judge the final
distance of slow-converged edge. Based on the analysis in

section IV .D, 0.9 is selected as the recommended value of
convergence threshold τ in this paper.
Figure 16 shows the performance comparison of the

improved distance dynamics model and traditional distance
dynamics model. As shown in the Figure 16(a), we com-
pare the iteration number of two models. It’s obvious that
the improved distance dynamics model greatly reduces the
iteration number, and the iteration number of improvedmodel
is less than 50. In the Figure 16(b), the modularity value
of improved model models shows almost same modularity
value as the traditional model. It demonstrate the accuracy
of pre-judgment process and the pre-judgment coefficient.
In the Figure 16(c), we compare the computation time of two
models. We find that, with the increase of edge, the com-
putation time presents the linear growth. Moreover, compar-
ing with the traditional model, our improved model reduces
10% (average) computation time. As the scale of the net-
work increases, the time saved(red text) is also gradually
increasing.

E. SCALABLE ANALYSIS
The fourth objective of experimental evaluation is to validate
the scalable of our P-Attractor algorithm. Configuring with

VOLUME 6, 2018 42787



T. He et al.: Parallel Community Detection Based on Distance Dynamics for Large-Scale Network

FIGURE 17. Computation time with different threads.

different number of parallel threads, we compare the compu-
tation time and the relative speedup on 8 different networks.

Figure 17 shows the computation time of P-Attractor algo-
rithm on 8 different networks. As the number of threads
increases, the computation time of P-Attractor decreases
rapidly, and the downward trend is almost linear. We take the
Uk-2007 as an example, the execution time on 4 threads is
around 40000 seconds, but the execution time on 64 threads
is only 4700 seconds. In additional, if the networks show
different degree distribution, the speedup of computation time
will be slightly different. Such as, the speed up on Roadnet-
PA network is better than the Wiki-Talk network.

FIGURE 18. Relative speedup on 4 threads.

Figure 18 shows the relative speedup with 4 threads on
different networks. Here, the black points are the relative
speedup of different threads, and the red dashed line means
the trend line of relative speedup. From the Figure 18, we can
get the following observations. (1) As the number of threads
increases, the relative speedup increases gradually. Such as,
for the Uk-2007 network, the relative speed up is 4.7 x
on 18 threads, the relative speed up increases to 7.9× on
32 threads. (2) Under the same number of thread, the relative
speedup is slightly different for different networks. For exam-
ple, under the 18 threads, the relative speedup of RoadNet-
PA is 5.5×, the speedup of Wiki-Talk is 5.6×, the speedup of
Youtube is 5.1×, the speedup of LFR1 is 4.4×, the speedup of
Orkut is 4.8×, the speedup of Uk-2007 is 4.7×, the speedup
of LiveJournal is 4.0×, and the speedup of LFR2 is 3.8×.
(3)With the increase of threads, the increase degree of relative
speedup decreases gradually. That is, the increase degree of

relative speedup on 18 threads is larger than the increase
degree on 32 threads. It can be proved in the Figure 18, where
the black point of 32 threads is under the increase trend line
of relative speedup (red dash line) of 18 threads.

VII. CONCLUSIONS
Attractor algorithm may fail to discover community from
billion large scale network within acceptable computation
time.We propose P-Attractor algorithm and try to detect com-
munity from the large scale network and solve the slow con-
vergence problem. To improve the usability and efficiency of
distance dynamics model on large-scale network community
detection, P-Attractor, is proposed. We address the ‘‘divide-
and-conquer’’ strategy to speed up the distance dynamics
model. P-Attractor firstly divides the large-scale network into
lots of sub-networks, then parallel cluster each sub-network
to get the final distance of each edge by using the distance
dynamics model, collects all edges with long distance from
all sub-networks, and finally removes all edges with long
distance for finding the community structure of large-scale
network. Moreover, in order to solve the slow-convergence
problem, we improve the distance dynamics model and intro-
duce the pre-judgment of slow-converged edge. We conduct
extensive experiments on multiple real-world and synthetic
networks, the results demonstrate it can work well for
large-scale network (Orkut) and very large-scale network
(Uk-2007). Moreover, the cluster quality (NMI, ARI, and
Modularity value, CDA score) of P-Attractor is close to the
quality of Attractor. As the number of threads increases,
the computation time of our P-Attractor algorithm could
be further optimized. Otherwise, by addressing the conver-
gence threshold, the computational time of improved distance
dynamics model has been further enhanced.

In our future work, we plan to work on other parallel
programming paradigms and compare their performancewith
our parallel approach. In addition, the P-Attractor mainly
aims at detect community from static complex networks.
In the future work, the community discovery algorithms of
dynamic networks and high-order networks will be further
studied.
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