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ABSTRACT With its explosive development, the Internet has come to offer an increasing multitude of
online service applications. In order to better facilitate such services, a cloud computing environment,
composed of a large number of processors and memories, high-speed networks, and various applications,
has been developed, and continues to grow, providing convenient and quick network services. In this cloud
computing environment, each server processor in the environment must cooperate with other processors to
satisfy various user demands. As a result, the issue of fault-tolerance needs to be revised in order to ensure
the reliability of cloud computing environments. One of the most important issue of fault-tolerance is the
Byzantine agreement (BA), which requires that, even if some components are damaged, a set of fault-free
service processors are able to agree on a common value. Furthermore, the faulty service processors must be
detected and eliminated. Therefore, a fault diagnosis agreement (FDA) issue for such environments must also
be revised simultaneously. The goal of FDA is to enable each fault-free service processor to detect/locate
a common set of faulty service processors. However, a lot of messages need to be collected to solve the
BA and FDA problem in the previous works. Thus, this paper also uses the concept of an early stopping
protocol (ESP) to allow its participants to obtain common values early, during different rounds. Furthermore,
the result of ESP can then be used to detect/locate the maximum number of faulty service processors with
dual failure modes efficiently, using the minimum number of rounds. As a result, the early diagnosis cloud
agreement protocol can be proposed to solve the BA, ESP, and FDA problems simultaneously to provide
greater computing abilities by enhancing the reliability of a cloud computing environment.

INDEX TERMS Diagnosis, early stopping, eventual byzantine agreement, fault tolerance.

I. INTRODUCTION
Cloud computing [5], [13], [15] evolved from grid com-
puting [28] and distributed systems [10], [11]. The goal of
cloud computing is to enhance the next generation of data
centers and to offer users leased services based on quality of
service (QoS) [24], [39]. Cloud services fall into three cate-
gories: Infrastructure as a Service (IaaS), Platform as a Ser-
vice (PaaS)[14], [26] and Software as a Service (SaaS) [27].
laaS services include servers, storage spaces, virtual
devices and other core infrastructures, enabling users to store,
execute and compute on hardware resources provided by
the vender via virtual technologies. PaaS services include
databases, network servers and development tools, and allow
users to develop a number of services via this platform. SaaS
services involve software developed by the cloud provider

which allows users to utilize services without installing any
programs. However, if components of the cloud computing
environment fail, then cloud computing services will be ter-
minated. Cloud services thus need to ensure that correspond-
ing activities continue to function, and enhance the reliability
of the cloud computing environment, even if some component
breaks down. In addition, faulty service processors must be
identified and removed to enhance the overall performance of
the entire system. Therefore, the traditional Byzantine Agree-
ment (BA) [18], [21], [22], [31]-[38] and Fault Diagnosis
Agreement (FDA) [17], [30], [35] must be revised to ensure
the reliability of cloud computing environments.

The BA problem was presented by Lamport in 1982 [21],
and was solved to make n processors agree on a common
value, even if ¢ faulty processors exist (f represents the
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number of faulty processors and t < [(n—1)/3]) in a dis-
tributed system.

In addition, the goal of the FDA problem is to have each
fault-free processor detect/locate a faulty component by using
the minimal number of message exchanges. However, previ-
ous protocols require a large number of messages to achieve
an agreement and detect/locate faulty service components
in a cloud computing environment. Thus, this paper revises
the related Early Stopping Problem (ESP) [1], [9], [20] in
order to reduce the number of message exchanges. The result
is an efficient and suitable protocol, EDCA (Early Diag-
nosis Cloud Agreement) for improving the reliability of a
cloud computing environment by detecting/locating a max-
imal number of faulty components under a dual failure mode
using minimal message exchange rounds.

The remainder of this article is arranged as follows.
Section 2 describes previous work and underlying assump-
tions made in this study. Section 3 gives a detailed description
of the proposed protocol. Section 4 provides examples of the
proposed protocol. Section 5 demonstrates the correctness
and complexity of the proposed protocol, and conclusions are
offered in Section 6.

Il. PREVIOUS WORK AND UNDERLYING ASSUMPTIONS
In general, cloud computing is a novel concept of a decentral-
ized system, and is an environment with large-scale comput-
ing and scalable IT-related capabilities. It can provide a large
number of applications to multiple users using network com-
munication. The cloud providers serve various applications
and general purpose computing infrastructures by using virtu-
alizations of those infrastructures for different customers. The
more popular examples are Google [14], IBM Blue Cloud
[19], and Amazon [3].

The Google application, offers free storage and powerful
computing capacity, as in Gmail and YouTube [2]. In addi-
tion, users can use SDKs and APIs to build web applications
using the Google App Engine in a developed platform.

In order to provide virtual servers, computing and stor-
age services, current cloud providers set up data centers in
different locations, as in the Cloud Exchange (CEx) shown
in Figure 1 [5]. In other words, the cloud service providers
integrate available resources to the cloud, the cloud coordina-
tors allocate the resources on the CEx through categories and
arrangements, and the user negotiates with cloud coordinators
to acquire various services on demand.

However, the cloud manager/coordinator dispatches user-
required resources to processor clusters, and each service
processor must be able to cooperate with others in its clus-
ter, even if some components are faulty. Therefore, relia-
bility [6], [23] is an important issue of cloud computing
environment.

This study focuses on the Byzantine Agreement (BA)
[21], [22], [29], which is the most important element of
reliability. It allows each fault-free processor to achieve an
agreement for reliable computing [10], [11], [21], [31], [32]
in an environment where some processors may be faulty.
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FIGURE 1. Cloud service architecture.

Examples of applications that emphasize this fact include
commitment problems in distributed database systems [8],
[10]-[12], and clock synchronization problems [8], [12].
Therefore, the BA problem is most applicable for dis-
cussion and revision for application in cloud computing
environments to enhance system reliability. Various pro-
posed BA protocols toned to meet the following require-
ments [6], [10], [11], [18], [21], [31], [32], [37], [38]:

Agreement: All fault-free processors agree on a common
value v.

Validity: If the initial value of the source is vy and the source
is fault-free, then all fault-free processors shall agree on the
value vg; 1.e., v = vy.

There are two types of processor fault symptom: dor-
mant faults, and arbitrary faults [12]. Dormant faults include
missed and broken messages, and are easily detected. Mali-
cious faults, however, are more difficult to address due
to their unpredictable and damaging behavior. Fischer and
Lynch [12] found that even if only one dormant faulty proces-
sor exists, agreement cannot be achieved in an asynchronous
network. Therefore, the Byzantine Agreement (BA) problem
must be considered under a synchronous network in which the
processing boundary and the communication delays of fault-
free components are finite [12].

In this study, once BA is achieved, the exchanged messages
can be collected and used to detect/locate faulty components.
For this reason, the Fault Diagnosis Agreement (FDA) prob-
lem [7], [17], [35] must also be reviewed. The FDA issue is
closely related to BA problem. The main approach of FDA is
to collect messages that have accumulated in a round of mes-
sage exchange [22] as evidence for detecting/locating faulty
processors. This is because faulty processors may exhibit the
symptoms of a modified message, and those symptoms can
be used to detect/locate faulty processors. Once the FDA is
implemented, the performance and integrity of a distributed
network can be guaranteed. Besides, the proposed FDA pro-
tocol must meet the following conditions:

*Agreement: All fault-free processors can identify the
common set of faulty processors.
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* Fairness: No fault-free component is incorrectly detected
as faulty by any fault-free processor.

In previous FDA studies, Hsiao et al. [17] proposed an
evidence-based FDA protocol, FDAMIX, to solve the FDA
problem under dual failure mode (including arbitrary and
dormant faults). FDAMIX uses the messages received in the
BA protocol GPBA [31] designed for dual faults as evidence
for detecting/locating faulty components.

However, the FDAMIX protocol still requires f, + 2 (f; <
[(n—1)/3], where f, is the number of processors with mali-
cious faults) rounds of message exchange, because the GPBA
requires f; + 1 rounds of message exchange to solve the
BA problem, even if the number of faulty processors is less
than f,. Since message passing is a time-consuming phase,
the number of messages increases the load of the protocol.
Therefore, it is unreasonable and inefficient in a distributed
system. Based the above, the previous EFDA [7], [9] is pro-
posed to detect/locate faulty components early in a distributed
network with dual failure of processors. However, EFDA still
requires a large number of messages in a cloud computing
environment. This paper therefore combines the concept of
early stopping and fault diagnosis to achieve the goal of
BA and FDA efficiently and quickly in a cloud computing
environment.

In general, BA protocols [1], [9] require each fault-
free processor to achieve agreement and stop the message
exchange in the same round when the number of tolerable
arbitrary processor faults is (f;) in a distributed system. This
kind of agreement is called Immediate Byzantine Agree-
ment (IBA) [9]. Dolev [4] stated that IBA protocols cannot
be achieved for nprocessors with at most f;, faulty processors
within f,; or fewer rounds. It is unreasonable to require f; + 1
rounds of message exchange to reach a common value when
no faulty processor exists in the system, or the number of
faulty processors is less than f;. Therefore, an improved
protocol, the Eventual Byzantine Agreement (EBA) pro-
tocol [9], [20] is invoked to solve this ESP (Early Stop-
ping Problem). This protocol allows each processor to stop
during rounds when a sufficient number of messages have
been collected, or f, < fiu (fr: the real number of pro-
cessors with arbitrary faults) to achieve agreement early.
The EBA protocol is more efficient and reasonable than
the IBA protocol. Based on the EBA protocol, the pro-
posed lower bound of rounds is min{f, + 2, f, + 1} in this
paper.

Based on the above, this study proposes a novel proto-
col, Early Diagnosis Cloud Agreement (EDCA), to solve
the BA, ESP, and FDA problems simultaneously. In the
EDCA protocol, each fault-free service processor can reach
a common value using less message exchange rounds than
previous methods [4], [20]. In addition, the EDCA pro-
tocol can tolerate the maximum number of faulty pro-
cessors and detect/locate the maximum number of faulty
processors under dual failure modes using the minimum
number of message exchanges in a cloud computing
environment.
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FIGURE 2. A cloud computing architecture with faulty service processors.

Ill. EARLY DIAGNOSIS CLOUD AGREEMENT (EDCA)
PROTOCOL

As demonstrated by the Cloud Service Architecture shown
in Figure 1, each service processor in a cloud computing envi-
ronment is allocated to different places, and must be able to
cooperate with other processors to provide greater computing
abilities, even if some components are faulty. As a result,
a corresponding cloud computing architecture is proposed
in Figure 2. Subsequently, some parameters are set as follows:

(1). n: The total number of service processors in the cloud
computing environment.

(2). v(s): The value of the initial service processor.

(3). Vi: The vector in service processor Py.

(4). MAlv;: The majority value of service processor P;.

(5). If a service processor does not receive any value,
the value “A” will be stored.

(6). c: The connectivity of a synchronous network. Based
on the Menger theorem [3], there are at least ¢ disjoint paths
between processor P, and P, when the connectivity of the
network is c.

(7). ® : The default value, and ® €{0, 1}.

(8). fa: The number of service processors with arbitrary
faults.

(9). f4: The number of service processors with dormant
faults.

(10). f;-: The real number of service processors with arbi-
trary faults.

(11). T;: An information collecting tree of service proces-
sor P;.

(12). v(Tjk): The value of 7; in level k.

(13). r: The required rounds of message exchange, r =
min{f; + 2, fa + 1}.

(14). rc: The current round of message exchange.

(15). Num_fi.: Some service processors suspect that Py, is a
faulty processor and the Num_f is used to accumulate it.

Avf‘ : This value determines whether the number of
received messages is sufficient to reach a common value in
service processor i during round k.

This study proposes the Early Diagnosis Cloud Agreement
(EDCA) protocol to solve the BA, ESP and FDA problems to
provide greater computing abilities by enhancing the reliabil-
ity of a cloud computing environment. There are three parts
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of the EDCA: The message exchange phase, the decision-
making phase, and the fault diagnosis phase. Additionally,
the early stopping function is invoked during the message
exchange phase to determine whether the number of received
messages is sufficient to achieve agreement. The details of
EDCA are shown in Figure 3.

At the beginning of our protocol, the required rounds (r)
of message exchange are min{f, + 2, f, + 1} based on the
results of [9] and [20]. In general, the user first sends the
service requirements to the cloud managers/coordinators, and
then the managers/coordinators divide those service require-
ments and dispatch them to service processors using a control
message. The corresponding service processors must be able
to cooperate with each other to provide greater computing
abilities in the message exchange phase. As a result, each
service processor needs to broadcast its initial values to the
other processors until round r. During this phase, an ic-tree
(information collecting tree; T;) [31], [34], [37] is constructed
to store the received messages. This structure allows conve-
nient collection of a majority value from the vertices for all
service processors. The vertices of the ic-tree are marked with
a list of service processor names. The list of service processor
names contains the name of the processors from which stored
messages are transmitted.

Furthermore, each service processor can execute the early
stopping function to determine whether the protocol can be
stopped when r > 2 during the message exchange phase to
reduce the number of messages exchanged. This is because
the number of messages in one round is insufficient to
detect/locate faulty service processors in the fault diagnosis
phase. Therefore, the early stopping function is only to be
invoked when r > 2 is satisfied.

In addition, the concept of [18] and [23] is used to solve
dual failures with service processors in the early stopping
function under dual failure modes. However, in this paper,
r¢ is redefined as the current message exchange round. In the
beginning of this phase, the MAJ function is applied to the
ic-tree of each processor P; (1 < i < n) to obtain the MAJ(v;).
Subsequently, the Avf are accumulated when the vertices
of the ic-tree of each processor are equal to the MAJ(v;).
Similarly, the range of Avi.‘ differs from that in previous
works [6], [18], [23], and is revised to 1 < k < f, + 1 under
dual failure modes. The protocol can be allowed to stop early
if the following improvement constraint can be satisfied:

n—@e=D—=»)
2

In the following phase, the decision-making phase, each
fault-free service processor can retrieve a common value by
applying the voting function VOTE, shown in Figure 3, to the
root of an ic-tree. Namely, the collected messages are enough
to make each fault-free service processor reach a common
value. Subsequently, the collected messages can be used to
the last phase, the fault diagnosis phase. This phase differs
from that in [7], and is invoked to detect/locate faulty com-
ponents. This is because rules fdr2 and fdr3 can reduce the

AVE > (fo = (re = 1) +
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Preprocessing:

Calculate the total required number of rounds » =
min{f+2, fatl};
Message Exchange Phase:

r=1,do:

1) The initial service processor broadcasts its initial
value vy to all service processors (including itself) to
cooperate with each other to provide greater
computing abilities.

2) Each service processor P; stores the received message
to its vertex.

r=2,do:

1) Each service processor broadcasts its vertex, and then
receives a column vertex broadcasted by other
processors, and constructs an ic-tree (T;) for each
round.

2) Run the early stopping function.

For r> 2, do:

1) Each service processor broadcasts its T; to other
service processors, and stores this value to level r of
its Ti.

2) Run the early stopping function.

Decision-making Phase:

1) The VOTE function is applied to each service
processor’s T;. Subsequently, the common value can
be retrieved from the root of T;.

Fault Diagnosis Phase: Let P, be a fault-free processor,
(1<h<n), which can detect processor P (1<k<n) as a faulty
processor if:

Fault diagnosis rule 1 (fdrl):

Py receives A from P; (or no message is received from
Py) and the number of copies from Py is greater than
\_(n-l- f)/3); then processor Py is a dormant faulty
service processor.

Fault diagnosis rule 2 (fdr2):
For each 7;
If v(ak) # MAJ(vy), then Num_fi + 1
Compute the number of [Num_f;| and compare with f;.
If INum_fi> fa, then service processor Py is an arbitrary
faulty service processor.
Fault diagnosis rule 3 (fdr3):
If |INum_fi|<fa, then scan T; to compute |[Num_f|
If |INum_f[>fa, then processor P, is an arbitrary faulty
service processor.
Fault diagnosis rule 4 (fdr4):

Compute T,kil by taking the majority value on each
Tl.k (i & f.) and compare with other T/.H LIy
(T #v (T G # ) and v (T # v

k-1 . L . .
(T ;)P fa, then the initial service processor is an

arbitrary faulty service processor.
Early Stopping Function:

Step 1: Use the MAJ function on 7; of each processor
and obtain the majority value MAJ(v;).

Step 2: Compute the number of values Av/* that is equal
to MAJ(vi).

Step 3: If the value Av/ > f. —(r. — 1)+ (=, -D-2)

o ¢ 2

then the message exchange is stopped.
else go to next round of message exchange phase.
MAJ(o) Function:
1. The majority value in the set of
{v (ai)|1<i<n}, if such a majority value
exists.
MAIJ(a)=
2. The complement value of v (@), denoted as
—v (@), is chosen, otherwise.
VOTE Function:
1. v(w),ifaisaleafand 1<a<n.
VOTE(a)=
2. The majority value in the set of
{VOTE(au)|1 <i<n, and vertex o is a child
of vertex o}, if such majority values
exists.
3. A default value ¢ is chosen.

The proposed edca protocol.
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comparison times by comparing |Num_fi.| > f, only to find
arbitrary faulty service processors. Rule fdr4 is also corrected
to efficiently distinguish an initial service processor from all
service processors. As a result, the dormant faulty compo-
nents can be detected/located by diagnosis rule fdr! since the
transmitted message was encoded by the Non-Return-to-Zero
code or the Manchester code [10], [16]. Therefore, messages
sent from dormant faulty components can be replaced by A
and can be detected in each message exchange round.

The diagnosis rules fdr2, fdr3 and fdr4 can be applied to
detect/locate arbitrary faulty service processors in the fault
diagnosis phase. In general, processor P, can be identified
as an arbitrary faulty processor (Num_f;) when v(ak) #
MAJ(v;) and [Num_fi| > f,. Rule fdr4 is also used to identify
whether the initial service processor is fault-free by taking a
majority value on Tik .Basedonthen > |(n—1)/3]4+2f,+fa
constraint, the initial service processor can be identified as
an arbitrary faulty initial service processor when |V(Tik_1) 7+~
v(Tjk_l)l > f,. Finally, only min{f; + 2, f, + 1} message
exchange rounds are necessary to ensure all fault-free service
processors achieve a common value. As a result, the proposed
protocol, EDCA, is more suitable and efficient than previous
methods like the FDAMIX protocol, which still requires
fa+2(fy; < |l(n—1)/3]) rounds to solve the BA problem.
An example and the proof of the EDCA protocol are shown
in Sections 4 and 5.

IV. EXAMPLE OF EXECUTING EDCA

This section gives an example in Figure 2 to illustrate how the
EDCA protocol is implemented. It is assumed that the service
processors P; and P, are arbitrary service processors, and
that processor P; is also an arbitrary initial service processor
in a 12-processor cluster of a cloud computing environment.
Therefore, P; is invoked to cooperate with other processors
to actively provide greater computing abilities. Furthermore,
service processor Pp is assumed to be a dormant faulty ser-
vice processor. However, the results of the fault-free service
processors are the focus of this protocol, so this example only
shows the results of fault-free service processors to meet the
requirements of BA and FDA.

The first round of the message exchange phase in the
protocol begins with the arbitrary initial service processor
P, sending different values 0, 0, 0, 0, 0, 1, 1, 1, 1, 1 and
1 to service processors Py, P, Py, Pe, Py, Py, Pp, P;, Pj,
Py and Py, respectively, as shown in Table 1. Next, each
service processor exchanges its received value with other
service processors in round 2. Unfortunately, the behaviors of
arbitrary faulty service processors are assumed to be smart,
thus the arbitrary service processor P, may send differing
values to other service processors. The worst case here differs
from that in previous works [34], [36], [37], [39], as shown
in Table 2.

After the second round of the message exchange phase,
each processor can construct an ic-tree (T;) level by level by
the received value from P; and a column vector broadcasted
by other processors. As shown in Figure 4, P; is used to
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Level 1 Level 2 Level 3
v(th) A Vv(tbb) A
V(tbe) A
0 V(thd) A
v(tbe) 4
V(1) 2
Vv(tbg) A

()

Vv(tbh) 2
V(1bi)
V(thj) 4
1v(tbk) 2
v(1bi)

FIGURE 4. The received value of P4 in round 2.

TABLE 1. The transfer values of arbitrary source processor Py round 1.

Pb Pc Pd Pg Pf P;r Ph
P, |0 0 0 0 0 1 1

P: Py | Py
1 1 1

~ |

TABLE 2. The transfer values of arbitrary processor P¢ round 2.

Py | Py | P, | P | P, | Py [P | P (P | P
P |1 0 1 0 1 1 0 1 0

[=}

explain the example, and records the received values from
P; in round 1 and other service processors in round 2 into
Level 1 and Level 2 of ic-trees. In the third round of the
message exchange phase, each service processor exchanges
the received values of round 2 to the other processors, and
stores the value in Level 3 of their ic-trees. The results of Py
in round 3 are shown in Figures 5(A)~(K).

After round 2 of message exchange, the early stopping
function is used to determine whether a sufficient number of
messages has been collected. However, Avé is not greater
than the limited bound in Formula (1), thus the following
process message exchange must be executed. In Formula (2),
all service processors can stop the message exchange process
in round 3, rather thanround 4 (o = [(12—-1—-1)/3] +1 =
4 [9], [20]), because the early stopping condition in EDCA is
satisfied.

Ry: Avg = {(ﬁ—u-nHW
_ ooy 92o (22— DD _.
Ry: AV > ((a— (= 1y T D2
:(3_(3_1))+(12—(32—1)—1) _ss)
Ay > (fa— (= 1)+ w
= (3_(3_1)”% 55 o

For example:

Avﬁ of val(tc)’s sub-tree in level 2 = 6 < 7 (The EAFD
protocol cannot stop in R»).

Avfl of val(tc)’s sub-tree in level 3 = 6 > 5.5 (The EAFD
protocol can be stopped in R3).
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Level 1  Level 2 Level 3 Level 1  Level 2 Level 3
v(tb) 4 | v(tbb) A v(tc) 1 | v(tch)
v v(tbe) 2 v v(tee) X
0 v(tbd) 4 0 v(ted) O
v(tbe) / v(tce) 1
v(1bf) 1 v(tcf) 0
[wbh 4 v(tch) 0
v(thj) ) v(icj) 0
v(tbk) 2 | vitek) 1
v(tbl) A v(tcl) 0
(a)
Level I Level 2 Level 3 Level 1  Level 2 Level 3
v(td) 0 | v(tdb) ) v(te) 0 v(teb)
v v(ide) 1 o " vitec) 1
0 v(tdd) X 0 .
v(tde) 0
v(tdf) 0
v(tdg) 0
v(tdh) 0
v(tdi) 0
v(tdj) 1
v(tdk) 1
v(tdl) 0 v(tel) O
(®)
Level I _ Level 2 Level 3 Level 1 Level 2 Level 3
wt) v(if) V(i Z{’/ 4 - v(tg) I | v(tgh) 4
0 v(tfe) 1 v(tge) 1
0 v(tfd) 0 0 v(igd) 1
v(tfe) 0 v(tge) 1
pramo v(tgf) 1
v(ifg) X v(tgg) X
|vamo (gh) 1
v(tfi) 0 v(tgi) 1
v(tf) 0 v(tgj) 1
v(ifk) 0 v(tgh) 1
V(i) 0 v(tgl) 1
(©
Level Level 2 Level 3 Level  Level 2 Level 3
1 1
o) v(th) 1 | v(thb) 2 v v(ti) | v(tib) /
v(the) 1 1 v(tic) 1
0 v(thd) 1 0 v(tid) 1
v(the) 1 v(tie) 1
v(thf) 1 v(tif) 1
v(thg) 1 v(tig) 1
v(thh) X [vain) 1
v(thi) 1 (v x
v(thj) 1 (v 1
v(thk) 1 v(iik) 1
v(thi) 1 (v 1
(d)
Level I Level 2 Level 3 Level 1 Level2  Level 3
v () | v(tib) A ] v(tk) | v(tkb)
I | ~(ge) 1 () 1 v(tke) 1
0 v(gd) 1 0 v(tkd) 1
v(tje) 1 v(tke) 1
v(if) 1 v(tkf) 1
v(tig) 1 v(tkg) 1
v(tjh) 1 v(tkh) 1
(i) 1 v(tki) 1
v(5j) X v(tkj) 1
(k) 1 v(tkk) X
(i) 1 v(tkl) 1
Level 1 Level 2 Level 3
v(tl) v(tlb) A
vy 1 v(tle) 1
0 v(ild) 1
v(tle) 1
v(ilf) 1
v(ilg) 1
v(tlh) 1
v(tli) 1
v(tlj) 1
v(tlk) 1
v(il) X

(e)

FIGURE 5. The received value of P4 in round 3. (A) The received values of
vertex B and vertex C in Py. (B) The received values of vertex D and vertex
E in Pq. (C) The received values of vertex F and vertex G in Pq. (D) The
received values of vertex H and vertex I in P4. (E) The received values of
vertexs J ~L in Py.
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Based on the early stopping function, the collected mes-
sages of each service processor in R3 are sufficient to com-
plete this round and enter the next phase, the decision-making
phase. Subsequently, the VOTE function is applied to this
phase, and the common value (1) of fault-free service
processors can be obtained if n > [(n — 1)/3] + 2f; + fa
and ¢ > 2 f, + fz. Next, the fault diagnosis phase is
invoked to detect/locate faulty service processors. Following
the example above, rule fdrl can be used by P, to detect Py
as a dormant faulty processor. However, the faulty messages
are not sufficient to find arbitrary faulty processors by fdr2,
and thus some service processors may be marked as fault-
like processors (xf;) when v(ak) #MAIJ(v;), as with P, Py,
P, and Py. In rule fdr3, the precursor service processors k
are marked and Num_f; = Num_f; + 1 when |[Num_f;| <
[(n — 1 — fg)/3], as with the precursor service processors
of f4, fe and fr. However, P, can be detected as an arbitrary
service processor by accumulating the number of |Num_f,|
by fdr2 and fdr3. Furthermore, the initial service processor
P, can be detected as an arbitrary faulty service processor by
rule fdr4. Finally, the diagnosis result of service processor
P; is shown in Table 3, and is achieved using 3 rounds
of message exchange in a cloud computing environment.
In contrast to EDCA, the FDAMIX requires 5 rounds of
message exchange to detect/locate the faulty service proces-
sors in the same example. Therefore, the proposed EDCA
can detect/locate the maximum number of faulty service
processors using the minimum number of rounds and mes-
sages under dual failure mode. The next section presents
a proof that EDCA can obtain better results than previous
methods [17], [25], [30], [31], [36].

V. CORRECTNESS AND COMPLEXITY OF EDCA
This section proves the correctness and complexity of EDCA
by lemmas and theorems. The correctness of EDCA can
ensure that the requirements of BA, ESP and FDA problems
can be achieved simultaneously under n > ([(n — 1)/3]) +
2fa + f4 and ¢ > 2f, + f;. In addition, only min{f; + 2,
Ja + 1} rounds of message exchange are necessary to achieve
agreement for all fault-free service processors.

Lemma 1: The fault-free service processor can detect the
messages sent from dormant faulty processors.

Proof: Due to the feature of coding, transmitted
messages encoded using either the Non-Return-to-Zero
code or the Manchester code [16] can be detected by fault-
free service processors.

Lemma 2: Each fault-free service processor can communi-
cate with other processors, if c > 2f, + f4.

Proof: In general, a fault-free service processor can
receive at least ¢ — f; messages sent in each round of the
message exchange. This is because the maximum number
of dormant faulty service processors is (fg). If ¢ — fg >
2f,, a fault-free service processor can determine the correct
messages by majority function.
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TABLE 3. Diagnosis results of processors Pq.

Faulty type Faulty  |Diagnosis|Explanation
Processor |rule

Dormant faulty ~ |P, \fdr1 2> Ln-1- f313]

service processor

Arbitrary faulty  |P, \fdr2 |Num_f.|=3

service processor \fdr3 W(ted, tee, tcf) #
MAI(v))
|Num_f]+3=6 > f,

An initial arbitrary | P, \fdr4 " T: k=1 )W Tjk*' )

faulty service

and [W(T," ") #

processor

W T fo

Lemma 3: A dormant faulty service processor can be
detected by a fault-free service processor by the forwarding
technique.

Proof: If the number of received A values is greater
than or equal to ¢ — [(n — 1)/3], then the transmitting
processor has a dormant fault. This is because there are at
most |(n — 1)/3] arbitrarily faulty service processors in the
system; thus, there are at most [(n — 1)/3] non-A values in
the vector V;.

Theorem 1: A fault-free service processor can remove and
detect the faulty influences from dormant faulty processors,
ifec>2a+fa

Proof: By Lemmas 1, 2 and 3, the theorem is proved.

Theorem 2: The BA problem can be solved by EDCA.

Proof: Due to previous results in [31], [32], [33], [34],
and [36], the VOTE(s) of each correct vertex in the ic-tree
are common and equal to v. Therefore, the constraints of
BA [21], [34], [36], [37] can be satisfied.

Theorem 3: The EDCA protocol can achieve agreement in
min{f; + 2, f, + 1} rounds.

Proof: Based on Theorem 2, the constraints of BA can
be met in the EDCA protocol when f; = f,. However, the
values of a descendant path are fixed and common in round
min{f; + 2, f, + 1} when the message exchange process
is stopped early. Therefore, the constraints of BA are also
satisfied in round min{f; + 2, f, + 1}.

Lemma 4: The arbitrary faulty service processor can be
detected/located if n > |(n — 1)/3] + 2f , + fa, c> 2fa + fa,
and r> fa+1.

Proof: Due to the constraint n > |(n—1)/3] 4+ 2f, + fa
and c-1> 2f,+f;, there are at most f; dormant faulty service
processor. By Lemma 3, all the dormant faulty service pro-
cessor can be detected by each fault-free service processor,
s0 fg = | number of P| in rule fdr1. By the same constraint,
there are at most f,, arbitrary faulty service processor, so there
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are at most f; values (except A) at the same labeled vertex
in the ic-tree different from the most common value, that is
n — [(n—1)/3]-number of Py > 2f,, f, < |2n+ 1)/6] — |
number of Py|. So, if the most common value does not appear
at the same labeled vertex in the ic-tree more than c-(Jnumber
of Pr| + |(2n+1)/6]) — 1(n — (fo + fa) — 1) times, then the
component is in arbitrary fault.

Theorem 4: Protocol EDCA satisfies the fairness require-
ment of FDA.

Proof: By Lemma 3 and Lemma 4, no fault-free service
processor is falsely detected as faulty by any fault-free service
processorifn > |(n—1)/3] + 2f, +fa and c — 1 > 2f, + f4.

Theorem 5: The FDA problem can be solved by EDCA if
n> [(n—1)/3]+2f,+fa, c> 2fa + fa, and r> f,+1.

Proof: By theorems 1, 2 and 4, the theorem is proved.

Theorem 6: The EAFD protocol requires min{f.+2,f;+1}
rounds to solve the FDA and ESP problems in dual failure
mode in a cloud computing environment if n> |(n — 1)/3] +
2fu+fa and ¢ > 2f, +fq. Furthermore, the min{f; +2,f,+ 1}
rounds are the minimum number of rounds.

Proof: Based on the work of Fischer and Lynch [12],
the f; + 1 rounds are the lower boundary for message
exchanges when the transmission medium is fault-free. As a
result, at least f; + 1 number of rounds are necessary to solve
the BA problem. Based on the above, the real number of
message exchange rounds in EBA is min{f;+2, f,+1}, which
are proved in Krings and Fisher [20], are also proved when the
fallible components are the only processors in the system.

VI. CONCLUSION

Due to the size, range and variety of cloud computing envi-
ronments available today, cloud service processors need to
provide users with a large number of services through the
Internet. The reliability issue is thus of particular importance
in such environments. However, in traditional BA and FDA
protocols, large numbers of messages must be exchanged
between processors, resulting in high protocol overhead. This
study therefore combines the concepts of early stopping and
fault diagnosis to achieve the goal of BA and FDA effi-
ciently and quickly in a cloud computing environment. First,
the EDCA protocol can stop the message exchange pro-
cess earlier when a sufficient number of messages has been
received. Then, the diagnosis rule of EDCA can be used to
detect/locate the maximum number of faulty service proces-
sors using the minimum number of rounds. Onlymin{f; + 2,
fa+1} rounds of message exchange are necessary for all fault-
free service processors to achieve agreement. As a result, the
proposed EDCA protocol is more suitable and efficient than
previous works [9], [11], [31], [32], [34], [36], especially for
cloud computing environments with a large number of service
processors.

In the future, the consensus between cloud cluster needs
to be considered. This is because that each service proces-
sor can be located in different clusters in cloud computing
environment and needs to cooperate with others among all
of clusters. As a result, our future work will discuss the
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consensus between different clusters under the dual failure
mode, the link fault especially.
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