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ABSTRACT In this paper, we compare how radiation-induced soft errors affect the execution results
of user-level applications on different processor cores that implement the same instruction set architec-
ture (ISA). We target two processor cores that support the same RISC-V ISA but have significant differences
in their microarchitectural implementations (in-order versus out-of-order). The observed results from fault
injection experiments show very strong correlations between the resulting effects from those two processor
cores. This strong correlation property is not observed between the processor cores that have different ISAs.
Based on this observation, we discuss how the resulting effects of soft errors on a target processor core can be
predicted using a reduced set of fault injection experiments with a small number of benchmark applications.
Using our heuristic method of selecting the applications to be used for the fault injection experiments on the
target processor core, we achieved a high prediction accuracy with prediction errors of less than 7%. Our
approach can be used for rapid error resilience evaluation of system designs that have the same ISA.

INDEX TERMS Error resilience, microarchitecture, processor core, soft error.

I. INTRODUCTION
Transient errors that cause bit-flips (soft errors) are one
of the major reliability threats in digital systems [1]–[3].
Bit-flips in on-chip memory or sequential elements (latches
and flip-flops) can result in fatal consequences such as unde-
tected data corruptions and expensive system downtimes.
Soft errors are usually caused by error sources that are dif-
ficult to predict or estimate the magnitude, such as cosmic
ray or alpha particle strikes. Therefore, it is challenging to
provide cost-effective soft error resilience.

Over the transistor technology generations, the device-
level soft error rate (i.e., the probability of having a bit-flip
per memory cell or flip-flop) has stayed at roughly the
same level or even decreased. However, as technology scales,
the system-level soft error rate increases because more com-
ponents are integrated into a chip [3]–[6]. Therefore, it is
important to study the impact of soft errors at the system-level
and provide appropriate error protection techniques to meet
the desired level of soft error resilience.

In this study, we focus on soft errors in flip-flops (flip-
flop soft errors) because providing adequate error protection
mechanisms for flip-flops generally involves a high overhead.
For on-chip memory arrays such as a data cache, coding

techniques for error detection or correction are commonly
used [7], [8]. Combinational logic circuits are significantly
less susceptible to soft errors [3].

Not every flip-flop soft error affects the execution results
of a user-level application. Furthermore, depending on the
application and the type of the resulting erroneous out-
come, the system may require different error protection
mechanisms. Therefore, accurately characterizing how soft
errors in hardware components affect the execution results
of user-level applications (soft error effects) is crucial in
order to provide cost-effective soft error resilience [9], [10].
Many researchers have characterized such soft error effects
on a wide range of designs, including processor cores,
memory subsystems, on-chip interconnects, and accelerator
components [11]–[16].

Studying the effects of soft errors on a given system can be
a demanding process even for a single target application. The
characterization of soft error effects is conducted by collect-
ing statistical observations on how frequently the low-level
soft errors result in erroneous execution results, such as unde-
tected data corruptions [17]. Radiation testing can be used
to characterize the effect of soft errors on physical silicon
chips [18], [19]. During the design phase, the effects of soft
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errors can be modeled on a simulation or emulation environ-
ment using fault injection experiments [2], [20]. Owing to the
fact that the possible flip-flop soft error space is extremely
large (i.e., number of processor clock cycles × number of
flip-flops), soft error characterization is performed using the
Monte Carlo method which randomly selects the fault injec-
tion target. Consequently, we must collect a large number
of fault injection samples to obtain statistically significant
results. Moreover, even on the same system, the resulting
effects can be drastically different for different applications
(application dependence). For example, the probability that
a soft error eventually results in undetected corruptions
in application output, also known as silent data corrup-
tion (SDC), ranges from 0.02% to 1.78% on the LEON3
processor core depending on the application [11].

Unfortunately, this soft error effect characterization may
not be a one-time process. When designing a system, mul-
tiple types of designs can be considered to meet vari-
ous design requirements, such as performance, area, and
power consumption. Traditionally, only a few system designs
were considered as candidates for a given environment and
application. For instance, many embedded systems adopt
simple in-order processor cores owing to area and power
limitations, whereas high-performance computing systems
use complex out-of-order processor cores to maximize single
thread performance. However, as the computing environment
and application diversifies, an application may run on multi-
ple different designs. If multiple processor cores support the
same instruction set architecture (ISA), the same application
binary can be executed on the processor cores that have dif-
ferent implementations (i.e., microarchitectural differences).
For example, the big.LITTLE architecture of ARM combines
energy-efficient in-order processor cores as ‘‘LITTLE’’ cores
and high-performance out-of-order processor cores as ‘‘big’’
cores [21]. Depending on the operational mode, a single
instance of an application may migrate between the cores
to adapt to the execution performance and the overhead.
Therefore, to design and evaluate error resilient systems,
we must study the soft error characteristics on a wide variety
of environments.

In this study, we compare the resulting effects of soft
errors on two processor cores with differentmicroarchitecture
implementations of the same ISA. Our fault injection results
show that even with the profound differences (in-order versus
out-of-order) of the two processor core designs, the applica-
tion dependence aspects of the soft error effects are strongly
preserved. In other words, given that we have characterized
the soft error effects on a processor core, we can predict the
soft error effects on another target processor core of the same
ISA without fully performing fault injection experiments on
the target system. This strong correlation is only observed
between the processor cores of the same ISA, not across
different ISAs. This observation helps to evaluate the error
resilience of new system designs by reducing the burden
of time and resources required to perform fault injection
experiments for characterizing the effects of soft errors.

Some soft error studies have assumed that the appli-
cation dependence can be separated from the soft error
characteristics of the underlying microarchitecture design
without a quantified comparison by using fault injection
experiments [22]. In this study, we report fault injection and
comparison results to substantiate how microarchitectural
differences affect the characteristics of soft error effects.

We also present a heuristic method to select a small set of
applications to be used for the soft error effects prediction on
a target system. Guided by this heuristic method, a reduced
set of fault injection experiments with only three applications
on a target processor core models the soft error effects of the
rest of the applications with less than 7% difference from the
actual fault injection results.

The rest of this paper is organized as follows: Section II
introduces the RISC-V ISA, which is the common ISA of
the two processor cores that are compared in this study.
Section III explains the erroneous outcome types of user-level
applications affected by soft errors. Section IV presents our
setup for fault injection experiments. Section V compares
the resulting fault injection results from the processor cores.
In Section VI, we demonstrate our method for predicting soft
error effects on a target processor core. Finally, Section VII
introduces the related work, and Section VIII presents the
conclusion of the paper.

II. RICV-V ISA
To compare the soft error effects on different processor
cores of the same ISA, we select RISC-V as the target
ISA [23]. The RISC-V ISA is a royalty-free open ISA that
is adopted across academia and various industries. A vari-
ety of microprocessor designs are actively being developed
to support the RISC-V ISA for various environments [24].
For example, ORCA specifically targets Field-Programmable
Gate Array (FPGA) environments, and RV12 focuses on
highly-configurable embedded designs. Given that many of
the RISC-V processor cores are available as open source,
RISC-V is an ideal target for comparing different processor
core implementations of the same ISA.

Among the available RISC-V processor cores, we chose
Rocket [25] and the Berkeley Out-of-Order Machine
(BOOM) [26] for the main comparison in this study. We also
include the PULPino1 RISC-V core, which is a 32-bit
RISC-V core developed at ETH Zürich, for an extended com-
parison. The majority of the currently available RISC-V pro-
cessor cores implement a simple in-order processor pipeline
for low-cost energy-efficient designs. We use Rocket to
represent this class of in-order processor cores. Rocket is a
core component of the Rocket Chip Generator, which cre-
ates RISC-V-based system designs in various configurations.
BOOM represents the other extreme of the microarchitecture
design spectrum. BOOM is a superscalar out-of-order execu-
tion microprocessor that targets a high-performance proces-
sor design. It is one of the few open-source implementations

1https://www.pulp-platform.org/
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of a fully functional out-of-order microprocessor. BOOM
supports flexible configurations for diverse microarchitec-
tural design parameters, such as instruction issue width and
register file size. Depending on the configuration, the achiev-
able performance of BOOM is comparable to those of
industrial processor core implementations. Configuration
parameters for BOOM that are used in our fault injection
experiments are listed in Table 1. Tables 2 and 3 list the
number of flip-flops (i.e., targets of flip-flop fault injections)
in Rocket and BOOM, receptively.2

TABLE 1. BOOM processor core configuraion parameters.

TABLE 2. Number of flip-flops in submodules of Rocket.

TABLE 3. Number of flip-flops in submodules of BOOM.

III. SOFT ERROR EFFECTS
We distinguish the resulting effects of soft errors in the
following categories, similar to the existing fault injection
studies for soft errors [27], [28]:

2Owing to the FPGA capacity limitations, we did not enable the
floating-point unit for both processor cores.

1) Silent Data Corruption (SDC): The application com-
pletes its execution normally without any indication
of errors. However, upon the completion of the appli-
cation, the results obtained from the execution dif-
fer from those of an error-free (golden) execution.
For our benchmark applications, we verify whether
the obtained output files and the standard output
(i.e.,stdout console output) match the golden output.

2) Unexpected Termination (UT): The application ter-
minates abnormally with an error indication, such as a
memory access violation, kernel panic, and arithmetic
exception.

3) Hang: The application does not produce any
result or terminates within a specified timeout limit,
which is set to 2× the nominal execution time.

4) Vanished: The obtained program output matches that
of the error-free execution. The injected error may have
affected the architectural states such as registers or pro-
gram variables, but the error has been masked or over-
written during the execution.

Because these outcome types are mutually exclusive, the out-
come type of each application execution with a fault injection
(fault injection run) is classified into one of these outcome
types. We denote the observed rate of each outcome type
as p(outcome type, application, processor). For example,
p(SDC, crafty, Rocket) is the observed SDC rate from Rocket
when running the crafty application.

IV. EXPERIMENT SETUP
To accurately model the effects of flip-flop soft errors,
the fault injection experiment should use an injection tech-
nique that can correctly model how a soft error injected
into a flip-flop behaves in the system. Fault injection tech-
niques which model the soft errors by injecting bit-flips
into the high-level abstracted states such as architectural
registers or program variables do not accurately quantify
the effects of flip-flop soft errors [11]. Moreover, because
we compare the differences according to the microarchi-
tecture implementations in this study, we perform fault
injection experiments on a platform that can model the
low-level implementation details of given processor designs.
Fault injection techniques based on instruction-level simu-
lators (e.g., [10], [29], [30]) cannot be used for this study
because the differences in the microarchitecture-level imple-
mentations are not modeled in those platforms. RTL sim-
ulations are not suitable for collecting a large number
of fault injection samples owing to their slow simulation
throughput.

We use an FPGA emulation of the processor cores to per-
form fault injection experiments while executing user-level
applications. We use the Xilinx Zynq-7000 FPGA device
to emulate the processor cores along with a flip-flop-level
fault injector module. Studying the effects of soft errors
requires a large number of fault injection samples. We use
multiple FPGA boards to collect fault injection samples
from diverse benchmark applications. Each FPGA board
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FIGURE 1. Xilinx Zynq-7000 FPGA boards.

includes an instance of the target system, and we run multiple
fault injection instances simultaneously. Fig. 1 shows the
array of FPGA boards used for collecting fault injection
results.

A. SOFT ERROR MODEL
We characterize the effects of soft errors by observing
how frequently we obtain an erroneous outcome (i.e., SDC,
UT, or Hang) when we inject a single bit-flip in a ran-
domly selected flip-flop during the application execution.
The injected bit-flip represents a soft error in a flip-flop,
and it may eventually result in an application-level erroneous
outcome. Systemswith a different number of flip-flops would
have a different number of bit-flips per period. Therefore,
to evaluate the error resilience level of a given system, the soft
error rate of the underlying device technology and the number
of flip-flops in the system have to be considered for the
quantification.

In this study, however, we focus on comparing the char-
acteristics related to the application dependence rather than
comparing the raw error rates of two different designs. There-
fore, we inject a single bit-flip for each fault injection run for
both processor cores even though Rocket and BOOM have
different numbers of flip-flops.

For each application, we collect more than 80,000 fault
injection samples from each processor core (for a total
1.6 million fault injection samples). If we assume a nor-
mal approximation of the binomial distribution, the resulting
accuracy is better than±0.1%with 95% confidence when the
observed rate is 1%.

B. SOFT ERROR FAULT INJECTION ON FPGA
We use the FPGA emulation setup of the Rocket Chip Gener-
ator3 as our base platform for fault injection, which achieves
a 50MHz clock speed for Rocket and BOOM. In this setup,
a host CPU (ARMCortex-A9) on the processing system (PS)
side manages the RISC-V processor cores programmed on
the programmable logic (PL) side of the FPGA (Fig. 2).
The host CPU in PS can trigger the execution of a single
executable binary or the Linux operating system on the target
processor core in PL. In this work, we execute a single binary
executable without an operating system (i.e., bare-metal pro-
gram) on the target processor core for each fault injection
run. After the target processor core finishes the execution,
the host CPU collects the execution results and classifies the
outcome type.

FIGURE 2. Target processor core emulation on the Xilinx Zynq FPGA
platform with a flip-flop fault injector.

Rocket and BOOM are created using the Chisel hardware
construction language [31]. When creating the emulation
environment for the processor cores on FPGA, the Chisel
compiler produces a Verilog file that encodes the netlist infor-
mation of the design. We use this netlist Verilog file to insert
a flip-flop-level fault injector automatically. Fig. 3 describes
the flow of generating the flip-flop fault injector module on
FPGA. We synthesize the given netlist file using Synopsys
Design Compiler to obtain a list of flip-flops in the target
processor core design. For every flip-flop in the list, we add
an extra XOR gate in the D input to connect an fault injection
signal. The added fault injection signals and the XOR gates
are also depicted in Fig. 2. The fault injection signals are
controlled by the host CPU through an AXI interface that
connects the PS and the PL side. During each fault injection
run, the host CPU randomly selects a target flip-flop for fault

3https://github.com/ucb-bar/fpga-zynq
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FIGURE 3. An automated flow to inject a flip-flop fault injector on FPGA.

injection and asserts the corresponding fault injection signal
as high at a randomly selected fault injection cycle. The value
of the flip-flop is inverted to model a bit-flip caused by a soft
error.

C. BENCHMARK APPLICATIONS
We use the SPECINT 2000 applications and the MinneSPEC
input datasets [32], which is a benchmark suite widely used
for fault injection studies [33]–[35]. perlbmk and eon are
excluded from the fault injection experiments because they
require floating-point instructions or extensive file system
support that is not modeled in our fault injection system.

V. FAULT INJECTION RESULTS
Fig. 4 presents the observed erroneous outcome rates from
Rocket and BOOM across the benchmark applications and
the arithmetic mean of the outcome rates. In general, the erro-
neous outcome rates of BOOM are lower than that of Rocket.
The average SDC rate of BOOM is 1.9%, whereas Rocket has
an average SDC rate of 3.5% (Fig. 4a). Although BOOM is
a more complex out-of-order execution microprocessor, not
every flip-flop in the processor core has the same impact on
the application execution. For example, faults occurring in the
branch prediction unit may alter the microarchitectural states
during the execution. However, mistakenly executed branches
will be resolved before the instructions retire from the proces-
sor core and alter the application results. In addition, BOOM
has more physical registers than Rocket, which does not have
a register renaming technique. This means that the chance of
having a bit-flip on a register that can affect the application
outcome is lower in BOOM as we inject only one bit-flip per
fault injection run.

As we discussed earlier in Section IV-A, however, having
lower erroneous outcome rates per injected fault does not
mean that BOOM has higher error resilience than Rocket.
Because BOOM has more flip-flops than Rocket, it has a
higher chance of having a flip-flop soft error during appli-
cation execution. Tables 4 and 5 show the breakdown of
error rates from each submodule in Rocket and BOOM. For
example, the register file modules in both processor cores
have similar contributions for three erroneous outcome types.
However, erroneous outcome rates resulting from the soft
errors in BOOM’s register file are lower as BOOM has a
larger number of physical registers. Also, some components
in BOOM (e.g., branch predictor) have very low contributions

FIGURE 4. Observed erroneous outcome rates of Rocket and BOOM.
(a) SDC rates. (b) UT rates. (c) Hang rates.

TABLE 4. Observed erroneous outcome rates of each submodule in
Rocket.

to erroneous outcomes. The focus of this study is to ana-
lyze whether the differences in the erroneous outcome rates
depending on the application are preserved across the two
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TABLE 5. Observed erroneous outcome rates of each submodule in
BOOM.

processor cores rather than comparing the scale of the raw
error rates from two different implementations.

The observed outcome rates indicate very strong correla-
tions between the soft error effects of the two processor cores.
For example, among the evaluated benchmark applications,
mcf shows the highest SDC rate for Rocket and also for
BOOM. The SDC rate of twolf is the second highest on
both processor cores. Similar trends were observed across
other applications. The UT and Hang outcome rates also
suggest similarities in the results between the two processor
cores. That is, the ‘‘rank’’ of the applications according to the
outcome rates, i.e., the ordering of the soft error vulnerabil-
ities, does not have a noticeable difference between the two
processor cores. To predict the soft error effects of a processor
core using the fault injection results from another processor
core, we need a stronger correlation in the results than just
mere similarities in the soft error vulnerability ranking.

A. CORRELATION COMPARISON
To compare and visualize the correlation, Fig. 5 plots the
observed outcome rates from the two processor cores in a
two-dimensional space, where the X and Y axes represent the
outcome rates from Rocket and BOOM, respectively. Each
plot also shows a linear trend line (i.e., y = Ax + B) that
minimizes the following squared error:∑
ai∈applications

{
p(T , ai,BOOM )− A · p(T , ai,Rocket)+ B

}2
(1)

where T is the evaluated erroneous outcome type, one of
SDC, UT, or Hang.

As the plots show, the observed erroneous outcome rates
fit the linear trends very well for all three types of outcomes.
This means that we can accurately predict the outcome rates
of a target processor core using the established soft error
effect characteristics of an existing processor core.

To quantify the level of correlations, we calculated the
Pearson correlation coefficients. Table 6 shows the correla-
tion coefficients between the observed outcome rates from
Rocket and BOOM. For all three outcome types, the Pearson

FIGURE 5. Observed erroneous outcome rates comparison between
Rocket and BOOM. (a) SDC rates. (b) UT rates. (c) Hang rates.

correlation coefficient is larger than 0.94, which is a very
strong positive correlation.

In contrast, such strong correlation is not observed between
the processor cores that have different ISAs. Table 6
also compares the correlations in erroneous outcome rates
between the RISC-V processor cores and other two processor
cores, namely, LEON3 and IVM, which use different ISAs.
LEON3 [36] is an in-order single-issue processor core that
is similar to Rocket, and IVM [27] is an out-of-order super-
scalar processor core that is similar to BOOM. LEON3 uses
the SPARC ISA, and IVM uses the ALPHA ISA. We cal-
culated the correlation coefficients using the published fault
injection results for LEON3 and IVM in our previous
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TABLE 6. Pearson correlation coefficients between the observed outcome rates from the processor cores. Correlation coefficients between Rocket and
BOOM are highlighted in bold.

work [11], which uses the same SPECINT2000 benchmark
applications and input datasets as this work. Unlike the cor-
relations between the RISC-V processor cores, the corre-
lations across different ISAs are not apparent. Some cases
even show negative correlations (e.g., the Hang rates between
LEON3 and BOOM). The weak correlations mean that accu-
rately predicting erroneous outcome rates is difficult across
different ISAs without conducting thorough fault injection
experiments on the target processor core.

B. CORRELATION COMPARISON UNDER
MULTIPLE BIT-FLIPS
As technology scales, multiple bit-flips per single event
(single-event multiple upsets or SEMUs), are becoming
more critical. To verify if the correlation trends in the soft
error effects across different processor cores still exist under
SEMU cases, we extended our fault injection experiments to
inject multiple flip-flop bit-flips per fault injection run. Mod-
eling SEMUs is not straightforward compared to single-upset
cases because it may involve more variables such as the
number of flipped bits per event and the locations of the
upsets. In this work, we studied the following two versions
of SEMU cases to assess if the correlation can be expected
on other SEMU models.

1) Random pair: On each fault injection run, we inject
bit-flips in two flip-flops that are randomly selected
regardless of their location.

2) Nearest neighbor: On each fault injection run, we ran-
domly select a flip-flop and the selected flip-flop’s
nearest neighbor as the targets of bit-flip fault injec-
tions. The nearest neighbor is identified based on the
placement result of the target processor core using
Synopsys ICC.

As Table 7 shows, strong correlations are observed under
both SEMU models as well, meaning that our observations
are not limited to single event upsets only. Because the char-
acteristics of SEMUs are highly related to the technology
node of the target system, future work that studies on specific
technology nodes should address the correlations using the
corresponding SEMU models.

TABLE 7. Pearson correlation coefficients between Rocket and BOOM
under SEMU error models.

C. CORRELATION COMPARISON WITH THE
PULPINO RISC-V PROCESSOR CORE
We include another RISC-V processor core for comparison
to verify whether the observed correlation trends can be
extended to a broader range of RISC-V processor cores.
We extended our fault injection experiments to the PULPino
processor core. Unlike Rocket and BOOM, PULPino is cre-
ated using System Verilog HDL. We selected the following
five benchmark programs for comparison between Rocket
and PULPino: Convolution, FFT, Motion detection, Neural
network, and Sudoku solver. This is because the application
execution environment on FPGA for PULPino has limited
support for system calls, without file I/Os that are required
to run SPEC benchmark applications. Also, the comparison
is limited to SDC rate comparison because the exception
handlers are implemented differently and result in different
UT or Hang behaviors. Please note that this discrepancy is
not applied to the situation where someone compares differ-
ent processor candidates on the same software environment.
BOOM is not included in this comparison since BOOM
does not support RV32, the 32-bit version of RISC-V ISA
that PULPino implements. The observed SDC rates between
Rocket and PULPino (Fig. 6) also show a strong correlation
(correlation coefficients higher than 0.97), which means the
correlations in soft error effects on RISC-V processors exist
on a broad range of RISC-V processor core implementations.

VI. SOFT ERROR EFFECT PREDICTION
Given that the observed erroneous outcome rates generally
follow a linear relationship between the processor cores of the
same ISA, we need to collect the fault injection results using
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FIGURE 6. Observed SDC rates comparison between Rocket and PULPino.

only a few applications on the target processor core to predict
the outcome rates of the remaining applications. Using the
observed fault injection results from the profiling runs on the
target processor core, we can obtain a linear relationship with
the established fault injection results of an existing processor
core of the same ISA. Then, for the other applications that
have not been characterized on the target processor core,
we can predict the soft error effects using the obtained linear
relationship.

The trend lines in Fig. 5 have non-zero bias values (i.e.,B is
not zero in (1)). For example, the trend line for the UT rates
in Fig. 5b has the B value of 0.5%. This represents the fact
that between the processor cores, there are certain levels of
inherent differences in erroneous outcome rates regardless
of the application. Consequently, we need to obtain fault
injection results using at least two applications on the target
processor core to project the linear relationship with the
existing soft error characterization. Beyond the two applica-
tions, increasing the number of benchmark applications for
profiling runs on the target processor core may increase the
accuracy of the projection, but at the same time, it increases
the time and resource required by the fault injection runs
since we have to collect a larger number of fault injection
samples.

A. MEASURING PREDICTION ACCURACY
We measure the required number of applications to perform
profiling runs on the target processor core to meet the desired
level of prediction accuracy. We divide the benchmark appli-
cations into the following two groups:

1) Training group: For each application in this group,
we use the observed outcome rates obtained from
the fault injection runs on the target processor core.
Therefore, it is desirable to obtain high accuracy in
the outcome rate prediction with a small number of
applications in the training group.

2) Test group: We evaluate the accuracy level of the soft
error effects prediction using the applications in this
group.

Using the observed erroneous outcome rates of the training
group applications, we derive the linear projection (y =
Âx + B̂) that minimizes the following squared error for each

outcome type T .∑
ai∈training group

{
p(T , ai,Ptarget )− Â · p(T , ai,Pexisting)+ B̂

}2
(2)

where Pexisting is the processor core for which we already
have established soft error characterizations, and Ptarget is the
target processor core on which we run profiling fault injection
runs using the training group applications. The outcome rate
prediction (p̂) on the target processor core for each test group
application (atest ) is calculated using the following equation:

p̂(T , atest ,Ptarget ) = Â · p(T , atest ,Pexisting)+ B̂ (3)

We evaluate the prediction error (E) for the outcome rates
using the relative difference between the prediction and the
actual observation on the target processor core.

E(T , atest ) =

∣∣p̂(T , atest ,Ptarget )− p(T , atest ,Ptarget )
∣∣

p(T , atest ,Ptarget )
(4)

FIGURE 7. Prediction error comparison for training group application
choices.

The accuracy of the outcome rate prediction is highly
dependent on the choice of the applications to be included
in the training group. The number of possible choices is

( n
nt

)
,

where n is the number of benchmark applications and nt is the
number of applications in the training group. Fig. 7 shows
the resulting accuracy range of all possible combinations
of the training group selections. For simplicity, we report
the average of E across the test group applications and all
three types of erroneous outcomes to represent the obtained
accuracy level in Fig. 7. It is evident that an arbitrary choice
of the applications for the training group may result in a
poor prediction accuracy. For example, when nt = 3, a bad
selection of the training group applications can result in a pre-
diction error higher than 80%.Determining the training group
that achieves the minimum prediction error (i.e., the highest
accuracy) is not possible before performing fault injection
experiments on the target processor core.
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B. HEURISTIC APPROACH TO SELECT APPLICATIONS
FOR FAULT INJECTION
Instead, we propose a heuristic method to choose applications
for the training group. The main strategy is to select a group
of applications that have a wide spectrum of outcome rates
on Pexisting. The heuristic method works in the following way
when nt ≥ 2:

1) For a given outcome type T , sort the applications in an
increasing order of the outcome rates on Pexisting.

2) Select the two applications that have the lowest and
the highest outcome rates and add those to the training
group.

3) We select the rest of the applications (i.e., nt − 2
applications) whose outcome rates are most ‘‘evenly’’
distributed between those of the previously selected
two applications. This is achieved when the following
quantity is minimized:

nt−1∑
i=1

{
p(T , aTi+1,Pexisting)− p(T , aTi ,Pexisting)

}2 (5)

where aTi is the application whose the outcome rate of
T on Pexisting is the ith-highest in the current training
group. (5) sums the square of the intervals between the
outcome rates of the applications in the group, which is
minimizedwhen the outcome rates of the selected train-
ing group applications are evenly distributed between
the minimum and maximum outcome rates.

The goal of the heuristic approach is to select a minimal
number of applications to perform fault injection study on a
new platform. Although the soft error effects across different
processors show highly correlated results that are very close
to a linear relationship, the observed outcome rates may
have some deviations due to the sampling errors caused by
Monte Carlo method that selects a certain number of ran-
dom fault injection samples. The obtained linear projection
should capture the overall correlation trend despite such noisy
observations. The heuristic approach tries to achieve this by
selecting a group of applications that show a broad spectrum
of erroneous outcome rates. Because the selected applications
show diverse outcome rates including the maximum and
minimum observed outcome rates, small sampling errors do
not affect the derived linear projection (i.e., Â and B̂ in (3))
on a large scale.

The resulting accuracy level when we select the training
group application using the heuristic method is also plotted
in Fig. 7. The training group decided by this heuristic method
results in prediction errors that are very close to the best
(i.e., the minimum prediction error) case. From nt ≥ 3,
the average of the prediction errors is better than 7%.

As a detailed example of the outcome rate prediction,
Figs. 8 and 9 compare the predicted outcome rates and
observation results from fault injection runs on Rocket and
BOOM, respectively. Fig. 8 shows predictions for Rocket
using the fault injection results of BOOM, and the predictions
in Fig. 9 use the fault injection results of Rocket to predict

FIGURE 8. Accuracy comparison of the estimated outcome rate prediction
and observed results from fault injection experiments for Rocket. (a) SDC
rates. (b) UT rates. (c) Hang rates.

the outcome rates of BOOM. The numbers on the top of
the bars in Figs. 8 and 9 indicate the prediction error (E)
values.4 For this example, nt is set to 3, meaning that we
assume the profiling on the target processor core is performed
using three applications in the training group. For instance,
to estimate the SDC rates for BOOM in Fig. 9a, the training
group consists of bzip2, mcf, and twolf. The graph shows the
prediction accuracy levels for the rest of the applications in
the test group. On average, the resulting prediction error is
only 4.8%.

The prediction accuracy for Hang rates in Figs. 8 and 9
is a little worse than other outcome types. The prediction
accuracy may degrade if there are no pronounced differences
between the applications. Because the primary strategy cri-
teria of the heuristic method for selecting applications for
fault injection is selecting applications that can address a
wide range of outcome rates, the approach works better if
the applications have higher diversity in the outcome rates.
In contrast, the heuristic method may have difficulties for
accurately predicting individual outcome rates if there are
small differences among the applications because the derived

4The values on top of the average bars are the arithmetic means of the
prediction errors across the test group applications.
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FIGURE 9. Accuracy comparison of the estimated outcome rate
predictions and observed results from fault injection experiments for
BOOM. (a) SDC rates. (b) UT rates. (c) Hang rates.

linear projection could be biased by the minimum and the
maximum outcome rates. In Figures 8 and 9, the standard
deviation of the observed outcome rates is much lower for
the Hang rates compared to other outcome types. For exam-
ple, in the observed outcome rates of Rocket, the standard
deviation of the UT rates is 1.80%, whereas the standard
deviation is 0.36% for the Hang rates. Although the heuristic
method may work less effectively on outcome types with
smaller diversity in the outcome rates, a lower difference in
the erroneous outcome rates means there is a smaller need
for accurately predicting the individual application’s outcome
rates to assess the soft error resilience of the target system.

VII. RELATED WORK
Many researchers have proposed various ways of reducing
the overhead of studying the effects of soft errors on a given
system.

A. REDUCING THE NUMBER OF APPLICATIONS
TO PERFORM FAULT INJECTION
Lu et al. [28] proposed models to predict the SDC rates of
target applications without performing fault injection exper-
iments on every benchmark application. These models are

based on instruction-level fault injection profiling of train-
ing applications, which do not capture the microarchitec-
tural implementation details. In addition, they focus on the
SDC-type outcomes only, unlike our method which covers
all types of erroneous outcomes. Bronovetsky et al. [37]
uses a machine-learning approach to model the soft error
effects, but the target applications are limited to linear algebra
applications.

B. ANALYTICAL METHOD
A large body of literature exists that evaluates the Archi-
tectural Vulnerability Factor (AVF), which quantifies the
soft error masking rate of a system, and estimates the error
resilience of the system using the AVF value [22], [38]–[40].
These AVF-based approaches generally provide loose bounds
compared to the predictions based on fault injection results.

C. HYBRID APPROACH
Mirkhani et al. [41] created a method for modeling soft error
effects of complex designs using fast local simulations. The
actual outcome rates of the target system are calculated from
the collected local simulation results. Hari et al. [42], [43]
proposed a method to predict the soft error effects using fault
injections on selected program sites only.

These existing approaches are primarily focused on pre-
dicting the erroneous outcome rates of the target applications
on the same system. Therefore, these approaches are orthogo-
nal to ourmethodwhich correlates the soft error effects across
different target systems.

D. FAULT INJECTION TECHNIQUES
Software-level and architecture-level fault injection tech-
niques model soft errors using bit-flips in abstracted states,
such as program variables or software-visible architectural
registers [29], [30], [44], [45]. These mechanisms provide
fast fault injection runs, but the obtained injection results
may contain inaccuracies [11]. Co-simulation approaches
that combine two or more levels of abstraction can accelerate
the performance of fault injection runs [27], [46]. Flip-flop
soft errors are injected on low-level simulation or emulation
environments, while the long-term effects of the errors that
affect the execution of the application are modeled using fast
high-level simulators, such as instruction-level simulators.
These approaches provide accurate error modeling and accel-
erate the overall simulation runs. However, some flip-flop
soft errors may not be abstracted into the high-level simu-
lators, and those errors can be a source of inaccuracies in the
results or require extended RTL simulation time. Flip-flop-
level fault injections, which model flip-flop soft errors using
RTL simulations, can model accurate soft error behaviors [2].
In our work, we overcome the slow execution speed of RTL
simulations using FPGA platforms. When such FPGA-based
fault injection platforms are not available, our mechanism for
predicting soft error behaviors in the new target platform can
reduce the fault injection efforts.
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VIII. CONCLUSION
Characterizing the effects of soft errors on a system can
be a major obstacle for the rapid development of error
resilient systems. Studying soft error effects often involves
time-consuming simulation or emulation runs to collect a
large number of fault injection samples for a wide variety of
target applications. In this study, we quantitatively compared
the soft error effects on two processor cores that have dif-
ferent microarchitectural implementations of the same ISA.
Although the raw values of the erroneous outcome rates
from the two processor cores are different, the outcome rates
depending on the applications have very strong correlations.
Between the processor cores of the same ISA, the erroneous
outcome rates of the applications can be approximated by a
simple linear relationship.

Utilizing the correlation, we demonstrated that the erro-
neous outcome rates of a target processor core can be pre-
dicted using an existing soft error effect characterization
established on a processor core of the same ISA. To min-
imize the profiling efforts required on the target processor
core, we also created a heuristic method to determine the
group of applications to collect fault injection samples on
the target processor core. With only three applications in the
training group, the erroneous outcome rates on the target
processor core can be predicted with only 7% prediction
error. This approach can greatly reduce the amount of time
required for evaluating the error resilience of a given system
and potentially assist in developing new soft error protection
techniques.
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