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ABSTRACT We consider efficient communications over the multiple-input multiple-output (MIMO)
multiway distributed relay channel (MDRC) with full data exchange, where each user, equipped with
multiple antennas and broadcasts messages to all the other users via the help of a number of distributive
relays. We propose a physical-layer network coding (PNC)-based scheme involving linear precoding for
channel alignment, nested lattice coding for PNC, and lattice-based precoding for interference mitigation.
Unlike most existing approaches characterizing the degrees of freedom of MIMO multiway relay channels,
we focus on analyzing the rate gap of the proposed scheme towards the fundamental channel capacity.
In this regard, we establish a sufficient condition on the system configuration for that distributive relaying
achieves the same sum rate as cooperative relaying does in the high SNR regime. We further show that the
proposed scheme achieves the asymptotic sum capacity of the MIMO MDRC within a constant gap in the
high SNR regime. Numerical results demonstrate that the proposed scheme considerably outperforms
the existing schemes including decode-and-forward and amplify-and-forward.

INDEX TERMS Multiway distributed relay channel (MDRC), multiple-input multiple-output (MIMO),
distributed relaying, nested lattice coding.

I. INTRODUCTION
Physical-layer network coding (PNC) has proved a great suc-
cess in enhancing the throughput of wireless relay networks
in the past decade [1]–[5]. An early application of PNC is the
so-called two-way relaying [1], [2], where two users
exchange information via the help of a single relay. It was
shown in [3] that PNC with nested lattice coding [3] can
achieve the capacity of the two-way relay channel (TWRC)
within 1

2 bit. Later, multiple-input multiple-output (MIMO)
techniques were introduced into the TWRC to achieve multi-
plexing gain. It has been revealed in [4]–[8] that near-capacity
performance can be realized by combining advanced signal
processing and coding techniques including linear precoding,
nested lattice coding, and successive interference cancella-
tion, etc.

As a natural extension, much research interest has
been attracted to a more general relay model, termed

MIMO multiway relay channel (MRC), in which a number
of multi-antenna users exchange information via the help
of a multi-antenna relay node [9], [10]. This setup models
many practical communication scenarios, e.g., in an ad hoc
network, a group of users want to share files with the help
of a relay while each user only has a distinct portion of
a common file desired by all the other users. Various data
exchange models of the MIMO MRC have been investigated
in the literature [11]–[13]. In particular, Lee et al. [14] and
Wang et al. [15] considered pairwise data exchange in which
users exchange messages in a pairwise manner; the works
in [16] and [17] assumed a full data exchange model in which
each user wants to learn the messages from all the other
users. Other variants, such as X channels and Y channels,
have also been studied in [18]–[20]. In these works, advanced
signal alignment techniques were developed to jointly design
the user precoders and the relay precoder for efficient
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PNC implementation. Based on that, the degrees of freedom
(DoF) is analyzed for theMIMOMRCwith different network
topological configurations and antenna settings.

The DoF analysis characterizes the system performance
in the high signal-to-noise ratio (SNR) regime. This char-
acterization is insufficient from a practical point of view,
since practical communication systems usually work at low
and medium SNR. As such, many research groups have
attempted to analyze the fundamental capacity limits of
the MIMO MRC. This is a challenging task since the capac-
ity characterization of even the simplest three-node relay
model [21] has remained an open problem for decades. In this
research line, some initial capacity results of theMIMOMRC
were reported in [22]–[24]. For instance, Fang et al. [24]
showed that the asymptotic capacity of the cellular MIMO
TWRC is achievable by using linear precoding and nested-
lattice coding techniques.

The works mentioned so far are limited to the configu-
ration of a single relay. In these networks, the relay node
is usually the performance bottleneck since all the traffic
flows need to go through the relay. Distributed relaying
breaks this limitation, so as to boost the network
throughput [25]–[28]. In particular, Lee et al. [19] studied
the DoF of the MIMO multipair TWRC with multiple relays,
where a general framework for the DoF analysis was estab-
lished by combining the ideas of signal space alignment
and interference neutralization. However, as aforementioned,
the DoF characterization is usually not sufficient for under-
standing the behavior of the network, especially in the prac-
tical SNR regime.

In this paper, we investigate the design of efficient com-
munication strategies to approach the capacity of the MIMO
multiway distributed relay channel (MDRC) with full data
exchange, where multiple multi-antenna users exchange
information through multiple single-antenna relay nodes.
The proposed scheme involves linear precoding for channel
alignment, nested lattice coding for PNC, and lattice-based
precoding for interference mitigation. Unlike most existing
approaches characterising the degrees of freedom of MIMO
multiway relay channels, we focus on analysing the rate gap
of the proposed scheme towards the channel capacity. In this
regard, we derive an achievable rate region of the proposed
scheme, and then analyse the asymptotic achievable sum rate
of the proposed scheme. We show that distributive relaying
achieves the same sum rate as cooperative relaying does in the
high SNR regime under certain conditions on the system con-
figuration. We also show that our proposed scheme achieves
the asymptotic capacity of the MIMO MDRC within a con-
stant gap at high SNR. In particular, this gap vanishes in the
two-user case, i.e., our proposed scheme achieves the asymp-
totic capacity of the MIMO TWRC with distributed relays.1

1Note that the asymptotic capacity of the MIMO TWRC was previously
achieved by using the generalised singular value decomposition (GSVD)
based nested lattice coding scheme proposed in [4]. However, GSVD
requires relay cooperation and hence cannot be applied to the case of dis-
tributed relays.

Numerical results demonstrate that the proposed scheme
considerably outperforms the existing relaying schemes
including decode-and-forward [29], [30] and amplify-and-
forward [27], [31].

The remainder of this paper is organized as follows.
In Section II, we describe the system model. In Section III,
we introduce our proposed relay protocol including the oper-
ations at both users and relays, and derive an achievable rate
region for the overall system. In Section IV, we consider the
sum-rate maximization problem. The asymptotic analysis is
presented in Section V and the optimality of the proposed
scheme is also given in this section. The numerical results
are presented in Section VI. Finally, we conclude the paper
in Section VII.

Regular letters, lowercase bold letters, and capital bold
letters represent scalars, vectors, and matrices, respectively.
For any matrix A, let AT, tr{A}, and |A| be the transpose,
the trace, and the determinant of A, respectively. ‖ · ‖2 rep-
resents the `2-norm; E[·] denotes the expectation operation;
log(·) denotes the logarithm with base 2; [·]+ denotes
max{·, 0}. For any matrices A and B, A � B means A− B is
semi-positive definite. For an integer N , IN denotes the set of
integers from 1 to N ; Rn×m denotes the n-by-m dimensional
real space; N (µ, σ 2) denotes the Gaussian distribution with
mean µ and variance σ 2.

II. SYSTEM MODEL
A. SYSTEM MODEL
Consider a discretememorylessMIMOmultiway distributed-
relay channel (MDRC), where K users, each equipped with
M antennas, broadcast their messages to all the other users
with the help of N single-antenna relays, as illustrated
in Fig. 1. The data exchange pattern is assumed to be full
data exchange, i.e., each user desires messages from all other
K − 1 users [17], [23]. We assume that there is no direct
link between any two users. This assumption can be justi-
fied by practical communication scenarios with severe path
attenuation and line-of-sight obstruction. We also assume
that the network operates in a half-duplex mode, i.e., a node

FIGURE 1. The system model of a MIMO MDRC channel with K users and
N relays. Each user is equipped with M antennas.
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cannot transmit and receive signal simultaneously at a com-
mon frequency band. Each round of data exchange consists
of two phases, termed the uplink phase and the downlink
phase. Without loss of generality, we assume that the time
duration of the uplink phase is αT and that of the downlink
is (1 − α)T , where α ∈ (0, 1) is a time-splitting factor, and
T is the time duration of each round of data exchange. In the
uplink phase, all K users simultaneously transmit signals to
the relays. The received signal of relay n at time t is given
by

yR,n(t) =
K∑
k=1

hk,nxk (t)+ zR,n(t), n ∈ IN , {1, 2, · · · ,N },

t ∈ IαT , {1, 2, · · · , αT }, (1)

where hk,n ∈ R1×M denotes the channel coefficient
vector from user k to relay n; xk (t) ∈ RM×1 is the trans-
mitted signal of user k at time t; zR,n(t) ∼ N (0, σ 2

R)
is the white Gaussian noise at relay n at time t , with
σ 2
R being the noise power at relay. Denote by YR ∈

RN×αT the received signal at all relays during αT time
slots with the (n, t)th element of YR given by yR,n(t). Then,
the system model in (1) can be rewritten into a matrix
form:

YR =

K∑
k=1

HkXk + ZR, (2)

where Hk = [hTk,1,h
T
k,2, · · · ,h

T
k,N ]

T
∈ RN×M is the

channel matrix from user k to all N relays, Xk =

[xk (1), xk (2), · · · , xk (αT )] ∈ RM×αT is the transmitted sig-
nal from user k during αT time slots, and ZR ∈ RN×αT

is the additive noise matrix with the (n, t)th element given
by zR,n(t). The power constraint of user k in the uplink phase
is given by

1
αT

E
[
tr{XkXT

k }
]
≤ Pk , k ∈ IK , {1, 2, · · · ,K }, (3)

where Pk is the power budget of user k .
In the downlink phase, each relay processes its received

signal yR,n as

xR,n = fR,n
(
yR,n

)
, (4)

where yR,n is the n-th row of YR, fR,n(·) is the function of
relay n, and xR,n ∈ R1×(1−α)T represents the signal transmit-
ted by relay n. Then, each relay n transmits xR,n to the users.
The received signal at user k is given by

Yk =

N∑
n=1

gn,kxR,n + Zk , k ∈ IK , (5)

where Yk ∈ RM×(1−α)T denotes the received signal of user k
during αT time slots, gn,k ∈ RM×1 is the channel vector
from relay n to user k , and Zk ∈ RM×(1−α)T is the white
Gaussian noise at user k with each entry independently drawn

fromN (0, σ 2
k ). The power constraint of relay n in the down-

link phase is given by

1
(1− α)T

E
[
tr{‖xR,n‖22}

]
≤ PR,n, n ∈ IN , (6)

where PR,n is the power budget of relay n. The system model
in (5) can also be written into a matrix form as

Yk = GkXR + Zk , k ∈ IK , (7)

where Gk = [g1,k , g2,k , · · · , gN ,k ] ∈ RM×N is the
channel matrix from the relays to user k and XR =

[xTR,1, x
T
R,2, · · · , x

T
R,N ]

T
∈ RN×(1−α)T is the transmitted sig-

nal of the relays.
We assume that the elements of Hk and Gk are indepen-

dently drawn from a continuous distribution. Then, with prob-
ability one, these channel matrices are of full column or row
rank, whichever is smaller. We also assume that the channel is
block-fading, i.e., the channel remains invariant within each
round of data exchange of time duration T .
The availability of channel state information (CSI) to

each node in the network is detailed as follows. We assume
that each user k perfectly knowns its own channels Hk
and Gk . Each relay does not necessarily know any CSI,
but it is required to know the coefficients of the code-
word combination that it computes. The exact expressions
of these coefficients will be presented in the next section.
These coefficients are also known to the users for the recov-
ery of the orginal messages. Note that the above assump-
tion on CSI is much less strigent than the conventional
approaches [32], [33] in which each node in the network is
required to acquire full CSI.

For convenience of discussion, the channels are assumed to
be real-valued throughout the paper. The results in this paper
can be straightforwardly extended to a complex-valuedmodel
by the standard isomorphic mapping between a complex
model and its real-valued expansion.

B. ACHIEVABLE RATES
In the considered MIMO MDRC, each user k , k ∈ IK ,
broadcasts its messages to all other users. In the uplink phase,
user k broadcasts its messagewk ∈Wk , {1, 2, · · · , 2TRk } to
otherK−1 users at a rate of Rk ; in the downlink phase, user k
estimates messages wk ′ , k ′ ∈ IK\k from other users based
on the received signal Yk and the self message wk . Denote
by ŵk,k ′ , the estimate of wk ′ at user k . Then, the error proba-
bility of wk ′ at user k is defined as Pe,k,k ′ , Pr{ŵk,k ′ 6= wk ′}.
A rate tuple (R1, · · · ,RK ) is said to be achievable if the error
probabilities {Pe,k,k ′ |k ′ 6= k} vanish as T tends to infinity.
The capacity region is given by the closure of all possible
achievable rate tuples.

C. CAPACITY OUTER BOUND
We now present a capacity outer bound for the MIMO
MDRC. For upper-bound, we assume that relays can fully
cooperate with each other, i.e., they form a single super relay.
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From the cut-set theorem, we obtain

K∑
k ′=1,k ′ 6=k

Rk ′ ≤
α

2
log

∣∣∣∣∣∣IN + 1

σ 2
R

K∑
k ′=1,k ′ 6=k

Hk ′Qk ′HT
k ′

∣∣∣∣∣∣ (8a)

K∑
k ′=1,k ′ 6=k

Rk ′ ≤
1−α
2

log

∣∣∣∣∣IM + 1

σ 2
k

GkQRGT
k

∣∣∣∣∣ , for k ∈IK ,

(8b)

where Qk ,
1
αT E

[
XkXT

k

]
is the covariance matrix of user k ,

and QR ,
1

(1−α)T E
[
XRXT

R

]
is the covariance matrix of the

super relay. Note that (8a) and (8b) are obtained from two
different cuts. An illustration of these two cuts for user 1 (with
k = 1) is given in Fig. 2. For Cut 1, the information flow
is from user 2, · · · ,K to user 1. This is a multiple access
channel of K − 1 users, with the sum-rate upper-bounded
by (8a) (with k = 1). Similarly, Cut 2 also gives a multiple
access channel, with the sum-rate upper-bounded by (8b)
(with k = 1). Then, a capacity outer bound is given by
optimizing {Qk , k ∈ IK } and QR subject to the following
power constraints:

tr{Qk} ≤ Pk , k ∈ IK (9a)

tr{QR} ≤

N∑
n=1

PR,n, (9b)

where (9a) is from (3), and (9b) is a relaxation of (6). The
above optimization problem is convex and can be solved
using standard convex programming tools. The goal of this
paper is to develop an efficient communication strategy to
approach the outer bound.

FIGURE 2. An equivalent system model of the MIMO MDRC with full data
exchange and the corresponding cuts for k = 1.

III. PROPOSED RELAY PROTOCOL
In this section, we consider the transceiver and relay design
for the MIMO MDRC with M ≥ N . We will briefly discuss
the case of M < N at the end of the section.

A. CHANNEL TRIANGULARIZATION
Let the RQ decomposition of Hk be

Hk = RkUk , (10)

where Rk ∈ RN×N is an upper-triangular matrix, and
Uk ∈ RN×M is a matrix containing the first N rows of a
unitary matrix satisfying UkUT

k = IN . Then, the received

signal at the relays in (2) can be rewritten as

YR =

K∑
k=1

Rk X̃k + ZR, (11)

where X̃k = UkXk ∈ RN×αT , and the power constraint in (3)
is equivalently written as

1
αT

E
[
tr{X̃k X̃T

k }

]
≤ Pk , ∀k ∈ IK . (12)

We henceforth focus on the transceiver design for the equiva-
lent system given by (11) and (5). Each row ofRk can be seen
as a sub-channel. The received signal of the n-th sub-channel
is given by

yR,n =
K∑
k=1

(
rk (n, n)̃xk,n + vk,n

)
+ zR,n, (13)

where rk (n, n) is the (n, n)-th element of Rk ; yR,n, x̃k,n, and
zR,n are respectively the n-th row of YR, X̃k , and ZR; vk,n is
given by

vk,n =
N∑

n′=n+1

rk (n, n′ )̃xk,n′ . (14)

Note that yR,n in (13) is the received signal at relay n. In the
following, we describe encoding and decoding operations
based on the system model given by (13) and (5).

B. UPLINK PHASE: USER ENCODING
In this subsection, we present the encoding operations at user
ends in the uplink phase.We divide the uplink phase intoK−1
time slots with equal duration T ′ = αT

K−1 . Let y
(l)
R,n, x̃

(l)
k,n, v

(l)
k,n,

and z(l)R,n be the corresponding length-T ′ signal components
of yR,n, x̃k,n, vk,n, and zR,n, in the l-th time slot. That is,

yR,n = [y(1)R,n, · · · , y
(K−1)
R,n ] (15a)

x̃k,n = [̃x(1)k,n, · · · , x̃
(K−1)
k,n ] (15b)

vk,n = [v(1)k,n, · · · , v
(K−1)
k,n ] (15c)

zR,n = [z(1)R,n, · · · , z
(K−1)
R,n ]. (15d)

From (13), the received signal vector of the n-th sub-channel
in the l-th time slot is given by

y(l)R,n =
K∑
k=1

(
rk (n, n)̃x

(l)
k,n + v(l)k,n

)
+ z(l)R,n. (16)

Let Wk,n = {1, 2, · · · , 2TRk,n} be the message set for the
spatial data stream of the k-th user over the n-th sub-channel,
and wk,n ∈ Wk,n be the corresponding message, where Rk,n
is the information rate of user k over the n-th sub-channel.
We refer to {w1,n, · · · ,wK ,n} as the message tuple of the sub-
channel n.
Nested lattice coding [34], [35] is applied to each

message tuple {w1,n, · · · ,wK ,n}. The codebooks for the
n-th sub-channel are constructed as follows. Without loss
of generality, let π (·) be the permutation with the permuted
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indices {π (1), · · · , π(K )} satisfying Rπ (1),n ≥ Rπ (2),n ≥
· · · ≥ Rπ (K ),n. We construct a chain of “good” nested lattices
3π (1),n, · · · , 3π (K ),n, and 3C,n satisfying 3π (1),n ⊆ · · · ⊆
3π (K ),n ⊆ 3C,n ∈ RT ′ [35]. Let Ck,n be the nested lattice
code defined by 3k,n and 3C,n, and ck,n ∈ Ck,n be the
codeword mapped from the message wk,n.2 For indexes k
and k ′, 3k,n and 3k ′,n are constructed with the nesting ratio
satisfying

log
(
Vol(3k,n)
Vol(3k ′,n)

)
=
T ′

2
log

(
|rk (n, n)|2Pk,n
|rk ′R(n, n)|2Pk ′,n

)
+ O(1),

where Vol(3) is the the volume of the fundamental Voronoi
region of a lattice 3, Pk,n denotes the average power of the
n-th spatial stream of user k , andO(1) is bounded as T →∞.
Then, the relation between Rk,n and Rk ′,n can be written as

Rk,n=Rk ′,n +
α

2(K − 1)
log

(
|rk (n, n)|2Pk,n
|rk ′R(n, n)|2Pk ′,n

)
+o
( 1
T

)
.

(17)

The encoding of each user k is ordered reversely from
the N -th sub-channel to the first sub-channel. For each sub-
channel n, let dk,n be a random dithering vector that is
uniformly distributed over the Voronoi region of 3k,n. The
dithering signals are globally known to all the nodes in the
network.With dithering, the n-th transmit signal x̃(l)k,n of user k
at time slot l is constructed by

x̃(l)k,n

=


((

ck,n−v
(l)
k,n−dk,n

)
mod 3k,n

)
rk (n, n)

, for k = l, l + 1;

0, for k 6= l, k 6= l+1.
(18)

In (18), only user l and l + 1 are active in each time slot l.3

The uplink user scheduling is illustrated in Fig. 3. Given the
encoding order at each user k , the inter-stream interference
v(l)k,n defined in (14) is a priori known by user k when the
n-th spatial stream of user k is encoded. Therefore, x̃(l)k,n
in (18) is indeed constructed. With (18), the received signal
in (16) reduces to

y(l)R,n =
l+1∑
k=l

(
rk (n, n)̃x

(l)
k,n + v(l)k,n

)
+ z(l)R,n. (19)

From Fig. 3, we see that each user k transmits signals only
at time slots k − 1 and k , except that user 1 is active only at
time slot 1 and user K is active only at time slot K − 1. Also,
for each user k ∈ {2, · · · ,K−1}, the signals transmitted over
the two time slots are identical to each other. Thus, we have

x̃(k)k+1,n = x̃(k+1)k+1,n, v
(k)
k+1,n = v(k+1)k+1,n, for k=1, · · · ,K−2.

(20)

2Note that the codeword length of each user for each sub-channel is T ′

(instead of αT ). This implies that a codeword may be repeatedly transmitted
over a sub-channel by at most αT/T ′ = K − 1 times.

3It can be shown that with nested lattice coding, concurrent signaling of
more than two users in a time slot generally leads to power inefficiency.

FIGURE 3. Uplink user scheduling, where x̃(l )
k =

[
x̃(l )

k (1)T, · · · , x̃(l )
k (N)T

]T
,

and x̃(k)
k+1 = x̃(k+1)

k+1 for k = 1, · · · ,K − 2.

C. RELAY OPERATIONS
We now consider relay decoding. At time slot l, the received
signal at relay n is given by

y(l)R,n=
l+1∑
k=l

(
rk (n, n)̃x

(l)
k,n+v

(l)
k,n

)
+z(l)k,n, l∈IK−1, n∈IN .

(21)

Without loss of generality, we assume 3l,n ⊆ 3l+1,n. Then,
upon receiving y(l)R,n, relay n computes

ỹ(l)R,n =
(
y(l)R,n +

l+1∑
k=l

dk,n

)
mod 3l,n (22a)

=

( l+1∑
k=l

[(
ck,n − v(l)k,n − dk,n

)
mod 3k,n + v(l)k,n

]
+ z(l)R,n +

l+1∑
k=l

dk,n

)
mod 3l,n (22b)

=

( l+1∑
k=l

(
ck,n −Q3k,n

(
ck,n + v(l)k,n + dk,n

))
+ z(l)R,n

)
mod 3l,n (22c)

=

(
w(l)
R,n + z̃(l)R,n

)
mod 3l,n, (22d)

where

w(l)
R,n =

(
cl,n + cl+1,n

)
mod 3l,n (23a)

z̃(l)R,n =
(
z(l)R,n −Q3l+1,n

(
cl+1,n + v(l)l+1(n)+ dl+1,n

))
mod 3l,n, (23b)

andQ3(·) denotes the lattice quantizer that outputs the lattice
point of 3 closest to the input. Note that (22b) follows
from (18) and (21), (22c) follows from x mod 3 = x −
Q3(x), and (22d) utilizes (x + y) mod 3 =

(
(x mod 3) +

(y mod 3)
)
mod 3. Both cl,n and cl+1,n are lattice points

of 3C,n, and so is w(l)
R,n. Each relay wants to decode the

combinationw(l)
R,n. Let ŵ

(l)
R,n be an estimate ofw(l)

R,n given y
(l)
R,n.
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With ambiguity decoding [34], the probability of ŵ(l)
R,n 6=

w(l)
R,n vanishes as T →∞ provided that

Rk,n ≤
1

K − 1

[
α

2
log

(
|rk (n, n)|2 Pk,n

σ 2
R

)]+
,

for k ∈ IK , n ∈ IN . (24)

Then, each relay n re-encodes the estimated messages
{ŵ(l)

R,n|l = 1, · · · ,K − 1} to obtain the transmitted signal
xR,n and broadcasts xR,n to the users. The encoding function
of each relay is described as follows. Let R̃n be the total
rate of {ŵ(l)

R,n|l = 1, · · · ,K − 1}. Each relay n, n ∈ IN ,
constructs a random codebook CR,n with cardinality 2T R̃n .
The encoding function of relay n, denoted by fR,n, is to
map every message tuple

(
ŵ(1)
R,n, · · · , ŵ

(K−1)
R,n

)
to a unique

codeword in CR,n. Then, the transmitted signal at relay n is
given by xR,n = fR,n({ŵ

(l)
R,n|l = 1, · · · ,K − 1}).

D. DOWNLINK PHASE: USER DECODING
We now focus on the decoding operation at the user side.
From (5), the received signal at each user k is given by

Yk =

N∑
n=1

gn,kxR,n + Zk , k ∈ IK , n ∈ IN . (25)

Upon receiving Yk , each user k wants to learn
{ck,n|n ∈ IN , k ′ ∈ IK\k} with the help of the self message
{ck,n|n ∈ IN }. To this end, each user k takes a two-step
procedure as follows:
Step 1): Decode {ŵk ′,n|n ∈ IN , k ′ ∈ IK\k} based on Yk

and {ck,n|n ∈ IN }.
Step 2):Retrieve {ck,n|n ∈ IN , k ′ ∈ IK\k} from {ŵk ′,n|n ∈

IN , k ′ = 1, · · · ,K − 1} and {ck,n|n ∈ IN }.
We first consider Step 1. Note that, given {ck,n|n ∈ IN },

the rate of {ŵk ′,n|k ′ = 1, · · · ,K − 1} (i.e., the message tuple
of relay n) is reduced to

∑K
k ′ 6=k Rk ′,n. Therefore, the channel

model in (25) becomes an N -terminal multiple access chan-
nel with the transmission rates of the N terminals given by
{
∑K

k ′ 6=k Rk ′,n|n ∈ IN }. The corresponding capacity region is
given by∑
n∈S

∑
k ′∈IK \k

Rk ′,n ≤
1− α
2

log

∣∣∣∣IM + 1

σ 2
k

∑
n∈S

PR,ngn,kgTn,k

∣∣∣∣,
∀k ∈ IK , ∀S ⊆ IN , (26)

where S is an arbitrary subset of IN .
We now consider Step 2. We note that ŵ(l)

R,n = w(l)
R,n for

any l and n provided that (24) holds. Then, from the definition
of w(l)

R,n in (23a), we see that {ck ′,n|k ′ ∈ IK\k} can be
retrieved from {ŵ(l)

R,n|l = 1, · · · ,K−1} and ck,n for any given
k and n.

E. ACHIEVABLE RATE OF THE OVERALL SCHEME
We summarize the discussions in the preceding subsections
as a theorem below.

Theorem 1: A rate tuple (R1, . . . ,RK ) is achievable for the
considered MIMO MDRC if

Rk,n ≤
1

K − 1

[
α

2
log

(
|rk (n, n)|2 Pk,n

σ 2
R

)]+
, k ∈ IK∑

n∈S

∑
k ′∈IK \k

Rk ′,n

≤
1− α
2

log

∣∣∣∣∣IM + 1

σ 2
k

∑
n∈S

PR,ngn,kgTn,k

∣∣∣∣∣ ,
k ∈ IK , S ⊆ IN , (27a)

where Pk,n is the transmission power of the n-th sub-channel
of user k satisfying

2
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 2, · · · ,K − 1 (27b)

1
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 1,K . (27c)

F. FURTHER DISCUSSIONS
For comparison, we consider cooperative relaying in which
the relays are combined as a super node with N antennas.
In cooperative relaying scheme, upon receiving the signal
{y(l)R,n|l ∈ IK−1, n ∈ IN }, the super node (relay) obtains an
estimate of {w(l)

R,n|l ∈ IK−1, n ∈ IN }, denoted by {ŵ(l)
R,n|l ∈

IK−1, n ∈ IN }. Then, the super node constructs a codebook
CR of cardinality 2TRsum with Rsum ,

∑K
k=1

∑N
n=1 Rk,n.

Each codeword is an N -by-(1 − α)T random matrix
with each column independently drawn from N (0,QR),
where 0 is an all-zero vector with an appropriate size, and
QR is the covariance matrix at the super-relay satisfying the
total power constraint in (9b). The codeword of the message
tuple {ŵ(l)

R,n} is then broadcast to all users in the down-
link phase. The achievable rate tuple satisfies the following
inequalities:

Rk ≤
1

K − 1

N∑
n=1

[
α

2
log

(
|rk (n, n)|2 Pk,n

σ 2
R

)]+
, k ∈ IK

(28a)
K∑

k ′∈IK \k
Rk ′

≤
1− α
2

log

∣∣∣∣∣IM + 1

σ 2
k

GkQRGT
k

∣∣∣∣∣ , k ∈ IK , (28b)

whereQR satisfies the power constraint in (9b), and {Pk,n} are
constrained by (27b) and (27c). The result in (28) serves as a
performance upper bound for the case of distributive relays.

Before leaving this section, we note that M ≥ N is
assumed throughout the paper. The proposed scheme can be
straightforwardly extended to the case ofM < N by disabling
N −M relay nodes. This relay disablement approach is sim-
ple but generally not power-efficient. To improve efficiency,

41144 VOLUME 6, 2018



X. Yuan et al.: MIMO MDRC With Full Data Exchange: Achievable Rate Perspective

we can carefully select the set of relays to be disabled. Then,
the proposed scheme is applicable to the reduced network.
Nevertheless, the detail of relay selection is out of the scope
of this paper.

IV. SUM-RATE MAXIMIZATION
Based on Theorem 1, the sum-rate maximization problem of
the proposed lattice coding scheme with distributed relays is
formulated as

maximize
{Pk,n},{Rk,n}

K∑
k=1

N∑
n=1

Rk,n (29a)

subject to Rk,n ≤
1

K − 1

[
α

2
log

(
|rk (n, n)|2 Pk,n

σ 2
R

)]+
,

k ∈ IK , n ∈ IN (29b)∑
n∈S

∑
k ′∈IK \k

Rk ′,n ≤
1− α
2

log

∣∣∣∣IM + 1

σ 2
k

×

∑
n∈S

PR,ngn,kgTn,k

∣∣∣∣, k ∈ IK ,S ⊆ IN (29c)

2
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 2, · · · ,K − 1

(29d)

1
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 1 or K . (29e)

The above problem is not a convex problem due to the [·]+

operator in (29b). It can be solved by following the idea
of iterative water-filling: First solve (29) using convex pro-
gramming by removing all the [·]+ operators in (29b); then
construct an index set T : (k, n) ∈ T if Rk,n ≤ 0 in the
solution of the previous step; fix Pk,n = 0 for (k, n) ∈ T
and solve (29) again using convex programming. Repeat the
above process until there is no new (k, n) satisfying Rk,n < 0.
The above algorithm is guaranteed to converge as the number
of deactivated channels (i.e. the cardinality of T ) monotoni-
cally increases in iteration.

For comparison, we now describe the sum-rate maximiza-
tion problem for the case of cooperative relays. From (28)
and the discussions therein, the corresponding sum-rate max-
imization problem is given by

maximize
QR,{Pk,n},{Rk }

K∑
k=1

Rk (30a)

subject to Rk ≤

∑N
n=1

[
α
2 log

(
|rk (n,n)|2 Pk,n

σ 2R

)]+
K − 1

, k ∈ IK
(30b)

K∑
k ′∈IK \k

Rk ′ ≤
1− α
2

log

∣∣∣∣IM + 1

σ 2
k

×GkQRGT
k

∣∣∣∣, k ∈ IK (30c)

tr{QR} ≤

N∑
n=1

PR,n,QR � 0 (30d)

2
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 2, · · · ,K − 1

(30e)

1
K − 1

N∑
n=1

Pk,n ≤ Pk , for k = 1 or K . (30f)

Compared with (29), the main difference of (30) is that the
downlink rate constraint (29c) is replaced by (30c). Similarly
to (29), the problem in (30) can be solved in an iterative
fashion. We omit the details for brevity.

V. ASYMPTOTIC ANALYSIS
In this section, we analyze the asymptotic behavior of the
proposed scheme in the high SNR region. For convenience
of discussion, we assume the following settings: Pk = βkP,
k ∈ IK , PR,n = βRP, n ∈ IN , and σ 2

k = σ
2
R = σ

2,∀k ∈ IK ,
where {βk} and βR are constants as P/σ 2

→ ∞. We first
show that, as P/σ 2

→ ∞, the sum-rate gap between the
proposed scheme with distributive relays and the scheme
with cooperative relays tends to zero. Then, we discuss the
asymptotic optimality of the proposed scheme by comparison
with the cut-set upper bound.

A. DISTRIBUTIVE RELAYING VS. COOPERATIVE RELAYING
Let Rdist be the optimal sum-rate of the proposed distributive
relaying scheme given by (29), and Rcoop be the correspond-
ing sum-rate given by (30).
Theorem 2: When α ∈ (0, 12 ) ∪ ( 12 , 1) and M ≥ N,

the proposed distributive relaying scheme achieves the same
sum-rate as the cooperative relaying scheme in the high
SNR regime, i.e.

lim
P/σ 2→∞

(
Rcoop − Rdist

)
= 0.

Proof:Wefirst consider the distributive relaying scheme
with the rate given by (29). In general, a rate R is a function
of the transmission power P, denoted by R(P). Then, the cor-
responding DoF is defined by

d = lim
P→∞

R(P)
P
. (31)

Denote by ddistk,n the DoF of user k over sub-channel n, where
the ‘‘dist" is an abbreviation of distributive. Then, from (29b),
in the uplink phase, we have

ddistk,n ≤ lim
P→∞

1
K−1

[
α
2 log

(
|rk (n,n)|2βk,nP

σ 2R

)]+
log

(
βk,nP

) (32a)

=
α

2
·

1
K − 1

, k ∈ IK , n ∈ IN , (32b)

where Pk,,n = βk,nP. Here, βk,n is the power factor of user k
over sub-channel n. Denote by Ddist

up the uplink DoF region
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specified by (32). Clearly, Ddist
up is a polyhedron. From (29c),

in the downlink phase, we have∑
n∈S

∑
k ′∈IK \k

ddistk ′,n

≤ lim
P→∞

1−α
2 log

∣∣∣∣IM + 1
σ 2k

∑
n∈S βRPgn,kg

T
n,k

∣∣∣∣
log

(
βRP

) (33a)

= |S| ·
1− α
2

, k ∈ IK ,S ⊆ IN , (33b)

where |S| represents the cardinality of set S, and (33b) uti-
lizes the fact that |S| ≤ N ≤ M . In (33), the inequalities
with |S| = 1 imply all the other inequalities. Thus, (33) can
be simplified as∑

k ′∈IK \k
ddistk ′,n ≤

1− α
2

, k ∈ IK , n ∈ IN . (34)

Denote by Ddist
down the downlink DoF region given by (34).

We now consider the cooperative relaying scheme with the
rates given by (30). Denote by dcoopk the corresponding DoF
of user k . Then, from (30b),

dcoopk ≤ lim
P→∞

1
K−1

∑N
n=1

[
α
2 log

(
|rk (n,n)|2βk,nP

σ 2R

)]+
log

(
βk,nP

) (35a)

= N ·
α

2
·

1
K − 1

, k ∈ IK . (35b)

Denote by Dcoop
up the uplink DoF region specified by (35).

From (30c), we have

∑
k ′∈IK \k

dcoopk ′ ≤ lim
P→∞

1−α
2 log

∣∣∣∣IM + 1
σ 2k
GkQRGT

k

∣∣∣∣
log

(
βRP

) (36a)

= lim
P→∞

1−α
2 log

∣∣∣∣IM + βRP 1
σ 2k
GkGT

k

∣∣∣∣
log

(
βRP

) (36b)

= N ·
1− α
2

, k ∈ IK , (36c)

where step (36b) follows from the fact that the optimalQR at
high SNR is given by

QR = βRPIN . (37)

Denote byDcoop
down the downlink DoF region specified by (36).

From (32) and (34), we readily obtain Ddist
up ⊂ Ddist

down for
α < 1

2 . Similarly, from (35) and (36), we obtain Dcoop
up ⊂

Dcoop
down for α < 1

2 . This means that the optimal sum-rates of
both (29) and (30) are determined by the uplink at high SNR.
Recall that the uplink constraints of the distributive relaying
scheme are given by (29b), and those of the cooperative
scheme are given by (30b). Clearly, (29b) and (30b) yield
the same sum-rate. Therefore, the rate gap between the two
schemes is zero at high SNR when α < 1

2 .

What remains is the case of α > 1
2 . It can be seen

that Ddist
down is not necessarily contained in Ddist

up . However,
by summing the inequalities in (34) over indexes k and n,
we obtain

N∑
n=1

K∑
k=1

ddistk,n ≤ N ·
1− α
2
·

K
K − 1

, k ∈ IK , n ∈ IN .

(38)

The equality of (38) gives the maximum downlink sum DoF,
and can be achieved at {ddistk,n =

1−α
2 ·

1
K−1 | k ∈ Ik ,

n ∈ IN }. It is also readily verified that the DoF tuple {ddistk,n =
1−α
2 ·

1
K−1 | k ∈ Ik , n ∈ IN } falls into the uplink DoF

region Ddist
up when α > 1

2 . Therefore, the optimal sum DoF is
determined solely by Ddist

down. This further implies that in the
high SNR regime, the optimal sum-rate of (29) is determined
solely by the downlink constraints (29c). Thus, the optimizing
problem (29) at high SNR for α > 1

2 can be simplified as

maximize
{Rk,n}

K∑
k=1

N∑
n=1

Rk,n

subject to
∑
n∈S

∑
k ′∈IK \k

Rk ′,n ≤
1− α
2

× log

∣∣∣∣∣IM + 1

σ 2
k

∑
n∈S

βRPgn,kgTn,k

∣∣∣∣∣ , k ∈ IK ,S ⊆ IN .

(39a)

Similarly, we see that the optimal sum-rate of (30) at high
SNR is only determined by the downlink constraints (30c)
and (30d), i.e., the optimization problem (30) can be rewritten
as

maximize
QR,{Rk }

K∑
k=1

Rk (40a)

subject to
K∑

k ′∈IK \k
Rk ′ ≤

1− α
2

log

∣∣∣∣IM + 1

σ 2
k

×GkQRGT
k

∣∣∣∣, k ∈ IK (40b)

tr{QR} ≤ NβRP,QR � 0. (40c)

From (37), we can further write (40) as

maximize
QR,{Rk }

K∑
k=1

Rk (41a)

subject to
K∑

k ′∈IK \k
Rk ′ ≤

1− α
2

log

∣∣∣∣IM + 1

σ 2
k

×

N∑
n=1

βRPgn,kgTn,k

∣∣∣∣, k ∈ IK . (41b)

We now show that (39) and (41) yields the same maximum
sum-rate. This is true by noting that for any given k , (39a)
gives the capacity region of a multiple access channel with
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K − 1 users, with the optimal sum-rate given by the right
hand side of (41b). This concludes the proof. �
Remark 1: We note that the case of α = 1

2 is excluded
in Theorem 2. In fact, when α = 1

2 , there exists a non-
vanishing gap between the distributive relaying scheme and
the cooperative relaying scheme as the SNR goes to infinity.
Interestingly, this gap is usually very small. For example,
in the settings of Fig. 6, the rate gap at α = 1

2 is only about
0.1 bit/channel use.
Remark 2: In practical scenarios, relays are often scattered

over a large area, and thus full cooperation among relays
is difficult. Theorem 2 states that the performance penalty
for distributive relaying is usually marginal as compared
with cooperative relaying, especially in the high SNR region.
This demonstrates the advantage of the proposed distributive
relaying scheme.
Remark 3:We emphasize that the asymptotic equivalence

of distributive relaying and cooperative relaying in Theorem 2
only holds for M ≥ N . When M < N , the system has
the freedom to receive a common spatial signal stream using
multiple relay nodes. Cooperative relaying allows these relay
nodes to coherently combine their received signals, yielding
a nontrivial power advantage over distributed relaying.

B. ASYMPTOTIC OPTIMALITY FOR K = 2
We show that the proposed lattice coding scheme is asymp-
totically optimal for K = 2. We have the following theorem.
Theorem 3: When α ∈ (0, 12 ) ∪ ( 12 , 1) and K = 2,

the proposed lattice coding scheme asymptotically achieves
the sum-rate capacity as P/σ 2

→∞.
Proof: From Theorem 2, it suffices to show that the

proposed scheme with cooperative relaying can achieve the
cut-set bound as P/σ 2

→ ∞. From (8b) and (30c), we see
that the proposed scheme achieves the cut-set outer bound
in the downlink. Thus, it suffices to focus on the uplink.
From (8a) and K = 2, we can express the uplink rate bound
of user k at high SNR by

Rk ≤ max
tr{Qk }≤βkP

α

2
log

∣∣∣∣IN + 1
σ 2HkQkHT

k

∣∣∣∣ (42a)

=
α

2
log

∣∣∣∣ βkPNσ 2HkHT
k

∣∣∣∣ for k = 1, 2, (42b)

where (42a) follows by substituting Pk = βkP and σ 2
R = σ

2

into (8a). At high SNR, the achievable rate of user k of the
proposed scheme is given by (30b):

Rk ≤
N∑
n=1

α

2
log

(
|rk (n, n)|2βkP

Nσ 2

)
(43a)

=
α

2
log

∣∣∣∣ βkPNσ 2RkRT
k

∣∣∣∣ (43b)

=
α

2
log

∣∣∣∣ βkPNσ 2HkHT
k

∣∣∣∣ for k = 1, 2, (43c)

where (43a) assumes equal power allocation, (43b) utilizes
the fact that Rk is upper-triangular and obtained from the

RQ decomposition shown in (10). Therefore, the proposed
scheme achieves the cut-set bound in the high SNR regime,
which concludes the proof. �
With K = 2, multiway relaying reduces to two-way relay-

ing. Previously, GSVD-based lattice-coding schemes were
proposed in [4] to approach the asymptotic capacity of the
MIMO two-way relay channel. However, GSVD requires
relay cooperations and therefore cannot be applied to distribu-
tive relaying. To the best of our knowledge, Theorem 3 is the
first to achieve the asymptotic capacity of the MIMO two-
way relay channel with distributed relays.

C. ASYMPTOTIC SUM-RATE GAP FOR K ≥ 3
We now consider the case of K ≥ 3. In this case, our pro-
posed scheme cannot achieve the sum-capacity upper bound
in general. Our goal is to analyze the average sum-rate gap
between the proposed scheme and the sum capacity upper
bound.

To start with, we assume the elements of the channel matri-
ces {Hk} and {Gk} are independently and identically drawn
from N (0, 1). Let 1 be the average sum-rate gap between
the maximum sum-rate of the distributive relaying scheme
given by (29) and the cut-set bound in (8) as P/σ 2

→ ∞.
Denote

dn = (K − 1)M − N + n. (44)

Then, we have the following result.
Theorem 4: Consider the MIMO MDRC with K ≥ 3 and

β1 = β2 = · · ·βK = β. For α > 1
2 , 1 = 0. For α < 1

2 ,
the asymptotic rate gap is bounded by

1≤
αNK (K − 2)
2(K − 1)2

+
K

K−1

N∑
n=1

(
α · log e · E

[
FisherZ(dn, n)

]
+
α

2
log

dn
n

)
, (45)

where FisherZ(dn, n) represents the Fisher’s Z-distribution
with degree dn and n.

Proof: See Appendix A.
Remark 3: From (45), we see that the sum-rate gap does not

scale with the transmission power P in the high SNR region.
This implies that our proposed scheme statistically achieves
the sum capacity of the MIMOMDRC within a constant gap
in the high SNR regime.
Remark 4: When both M and N are large, the Fisher’s

Z-distribution in (45) can be approximated by a normal dis-
tribution with mean 1

n −
1
dn

[36]. Then, (45) becomes

1 ≤
αNK (K − 2)
2(K − 1)2

+
Kα
K − 1

log e
N∑
n=1

(
1
n
−

1
dn

)

+
Kα

2(K − 1)

N∑
n=1

log
dn
n
. (46)

As K increases, the gap scales in the order of logK .
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FIGURE 4. Performance comparison with power optimization among
different coding schemes with M = N = 4,K = 3, α = 1

2 , Pk = P and
PR,n = P/N .

FIGURE 5. Performance comparison between the cut-set bound and
lattice coding scheme with distributive and cooperative relays with
M = N = 4, K = 2, Pk = P and PR,n = P/N .

VI. NUMERICAL RESULTS
We now present the performance comparisons of various
relaying schemes. In simulation, we set M = N = 4,
K = 3, α = 1

2 , σ
2
R = σ

2
k = 1, and PR,n = Pk = P, for n ∈

IN , k ∈ IK . The SNR is defined as P/σ 2. From Fig. 4,
the proposed lattice coding scheme with distributive relays
performs within a marginal gap to the case with cooperative
relays in the high SNR region (though Theorem 2 does not
hold for α = 1

2 ). The proposed distributed relaying scheme
performs within a gap of about 0.5 dB to the cut-set upper
bound. We also see that the lattice coding scheme consid-
erably outperforms the reference schemes such as decode-
and-forward (DF) and amplify-and-forward (AF) which are
detailed in Appendix B. Fig. 4 also shows that, comparedwith
our proposed scheme, the AF scheme achieves the same DoF
but does not perform as well due to its noise amplification
effect at the relays.

FIGURE 6. Performance comparison between the distributive case and
the cooperative case with M = N = 4, K = 3, Pk = P and PR,n = P/N .

Fig. 5 shows the achievable sum-rate of the proposed
nested lattice coding schemes with distributive relays
and with cooperative relays. The simulation settings are
as following: M = N = 4, K = 2, Pk = P and PR,n = P/N ,
α = 1

2 or 7
10 . The cut-set bound in (8) is also included

for comparison. From Fig. 5, when K = 2 and α = 7
10 ,

the distributive relaying asymptotically achieves the same
performance as cooperative relaying at high SNR regime,
which verifies Theorem 2. Furthermore, distributive relaying
asymptotically achieves the cut-set bound, which indicates
that the proposed scheme is asymptotically optimal when
K = 2 and α = 7

10 , which agrees with Theorem 3. We also

see that for α = 1
2 , the proposed scheme cannot achieve the

cut-set bound. But the performance gap is marginal in the
high SNR regime.

Fig. 6 compares the sum-rates of the distributive relaying
scheme and the cooperative relaying scheme against α, with
the simulation settings of M = N = 4, K = 3, Pk = P and
PR,n = P/N . We see that the maximum sum-rates of both
schemes are achieved at α = 1

2 . We also see that as the SNR
increases, the rate gap between the two schemes vanishes for
α 6= 1

2 , which agrees with Theorem 2. For α = 1
2 , the rate gap

is stuck at around 0.1 bit per channel use as the SNR tends to
infinity.

VII. CONCLUSION
In this paper, we considered efficient system design for the
MIMOMDRCwith full data exchange.We proposed a nested
lattice coding scheme and derived an achievable rate region
for the proposed scheme. We showed that distributive relay-
ing incurs no sum-rate loss at high SNR for the time splitting
factor α 6= 1

2 , as comparedwith cooperative relaying.We also
showed that the proposed scheme achieves the sum capacity
at high SNR within a constant gap. Numerical results were
also presented to verify the theoretical analysis and show the
performance advantage of the proposed scheme compared to
other existing schemes. How to narrow the gap between our
scheme and the cut-set bound will be an interesting topic for
future research.
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APPENDIX A
PROOF OF THEOREM 4
From Theorem 2, the proposed distributive relaying scheme
can achieve the same sum-rate as the cooperative relaying
scheme when α 6= 1

2 . Thus, to prove Theorem 4, it suffices
to consider the rate gap between the cooperative relaying
schemewith the optimal sum-rate given by (30) and the upper
bound in (8).

Similarly to the proof of Theorem 2, we start with ana-
lyzing the DoF region of the upper bound in (8). Denote by
dboundk the DoF of user k based on the upper bound in (8).
Then for k ∈ IK ,

∑
k ′∈IK \k

dboundk ≤ lim
P→∞

α
2 log

∣∣∣IN + 1
σ 2k

∑
k ′ 6=k Hk ′Qk ′HT

k ′

∣∣∣
log(βkP)

(47a)

= N ·
α

2
, (47b)

and

∑
k ′∈IK \k

dboundk ′ ≤ lim
P→∞

1−α
2 log

∣∣∣∣IM + 1
σ 2k
GkQRGT

k

∣∣∣∣
log

(
βRP

) (48a)

= N ·
1− α
2

. (48b)

Denote by Dbound
up the uplink DoF region specified by (47)

and by Dbound
down the downlink DoF region specified by (48).

Also denote the expected values of the right hand side of (8)
and (28) as

Rboundup , E
[

max
tr{Qk′ }≤Pk

α

2
log

∣∣∣IN + 1
σ 2

∑
k ′ 6=k

Hk ′Qk ′HT
k ′

∣∣∣]
(49a)

Rbounddown , E
[

max
tr{QR}≤PR

1− α
2

log
∣∣∣IM + 1

σ 2GkQRGT
k

∣∣∣]
(49b)

Rcoopup,k , E
[
max
{Pk′,n}

∑
k ′∈IK \k

1
K − 1

N∑
n=1

×

[
α

2
log

(
Pk,n
σ 2 × |rk (n, n)|

2
)]+]

, k ∈ IK

(49c)

Rcoopdown , E
[

max
tr{QR}≤PR

1− α
2

log

∣∣∣∣IM + 1
σ 2GkQRGT

k

∣∣∣∣ ],
(49d)

where the expectation is taken over the channel matri-
ces. Note that Rboundup ,Rbounddown , and Rcoopdown are invariant to
the user index k due to user symmetry. Also note that
Rboundup ,Rbounddown , and R

coop
down are optimal sum-rates of K − 1

users. Thus, we need to include a multiplicative factor of K
K−1

to express the sum-rates of K users. For example, K
K−1R

bound
up

represents the average uplink sum-rate of the upper
bound.

When α > 1
2 , we have Dbound

down ⊂ Dbound
up . This implies

that the optimal sum-rate of the upper-bound is determined by
the downlink phase. Recall from the proof of Theorem 2 that
the optimal sum-rate of the cooperative relaying scheme is
also determined by the downlink phase. Thus, using (49b)
and (49d), we have

1 =
K

K − 1

(
Rbounddown − R

coop
down

)
= 0. (50)

We next focus on the case of α < 1
2 . From (47) and (48),

we haveDup
bound ⊂ Ddown

bound for α <
1
2 . Together with the proof

of Theorem 2, we see that the sum-rates of the upper-bound
and the cooperative relaying scheme are both determined by
the uplink phase. Thus, 1 = K

K−1R
bound
up −

1
K−1

∑K
k=1 R

coop
up,k .

Denote

H̃k = [H1, · · · ,Hk−1,Hk+1, · · · ,HK ] (51)

Q̃k = blkdiag{Q1,Q2, · · · ,Qk−1,Qk+1, · · · ,QK }, (52)

where blkdiag{·} stands for a block-diagonal matrix formed
by the given blocks. Then

Rboundup =E
[

max
Q̃k is blockdiagonal

tr{Qk }≤βP,∀k

α

2
log

∣∣∣∣IN+ 1
σ 2 H̃kQ̃kH̃T

k

∣∣∣∣]
(53a)

≤ E
[

max
tr{Qk }≤βP,∀k

α

2
log

∣∣∣∣IN + 1
σ 2 H̃kQ̃kH̃T

k

∣∣∣∣] (53b)

≤ E
[

max
tr{Q̃k }≤(K−1)βP

α

2
log

∣∣∣∣IN+ 1
σ 2 H̃kQ̃kH̃T

k

∣∣∣∣],
(53c)

where (53b) follows by relaxing Q̃k to a full matrix, and (53c)
follows by relaxing the per-user power constraint to a total
power constraint.

The singular value decomposition (SVD) of H̃k is
given by H̃k = Ũk D̃k ṼT

k . Then, in the high SNR
regime, the asymptotically optimal Q̃k to (53) is given
by

Q̃k =
(K − 1)βP

N
Ṽk

[
IN 0
0 0

]
ṼT
k . (54)

Substituting (54) into (53), we obtain

Rboundup ≤ E
[
α

2
log

∣∣∣∣IN + 1
σ 2

(K − 1)βP
N

H̃kH̃T
k

∣∣∣∣] (55a)

=
Nα
2

log
(K − 1)βP

Nσ 2 +
α

2
E
[
log

∣∣H̃kH̃T
k

∣∣]+ o(1),
(55b)

where o(1) → 0 as P → ∞. We now present a
lower bound of Rcoopup,k by assuming Pk,n = K−1

2N βP for
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k = 2, · · · ,K and Pk,n = K−1
N βP for k = 1 or K . Specifi-

cally, we have

Rcoopup,k

≥ E
[ ∑

k ′ 6=k
k ′={1,K }

α

2(K − 1)

N∑
n=1

log
(K − 1

N
·
βP
σ 2 |rk ′ (n, n)|

2
)

+

∑
k ′ 6=k

k ′ 6={1,K }

α

2(K − 1)

N∑
n=1

log
(K − 1

2N
·
βP
σ 2 |rk ′ (n, n)|

2
)]

= E
[ K∑
k ′∈IK \k

α

2(K − 1)

N∑
n=1

log
(K − 1

N
·
βP
σ 2 |rk ′ (n, n)|

2
)]

−
γkNα

2(K − 1)

≥
Nα
2

log
( (K − 1)βP

Nσ 2

)
+E

[ K∑
k ′∈IK \k

α

2(K − 1)
×

N∑
n=1

log |rk ′ (n, n)|
2
]

−
αN (K − 2)
2(K − 1)

, Rcoopup , (56)

where γk = K − 2 for k = 1 or K , and γk = K − 3
otherwise. Note that Rcoopup in (56) is invariant to the index k .
Let the RQ decomposition of H̃k be H̃k = R̃kQ̃k . From (55)
and (56),

K − 1
K

1

≤ Rboundup − Rcoopup

≤
αN (K − 2)
2(K − 1)

+
α

2(K − 1)

×E
[ K∑
k ′∈IK \k

(
log

∣∣H̃kH̃T
k

∣∣− N∑
n=1

log |rk ′(n,n)|
2
)]
+ o(1)

=
αN (K − 2)
2(K − 1)

+
α

2(K − 1)
E
[ K∑
k ′∈IK \k

N∑
n=1

log
|tk ′ (n, n)|2

|rk ′ (n, n)|2

]
,

(57)

where tk (n, n) represent the n-th diagonal element of R̃k .
Recall that the elements of H̃k , k = 1, · · · ,K are indepen-
dently drawn from a common Gaussian distribution. Thus,
|rk (n, n)|2 follows the χ -square distribution with degree dn
in (44), and tk ′ (n, n) follows the χ -square distribution with
degree n. Thus,

1
2
ln
(
|tk (n, n)|2/n
|rk (n, n)|2/dn

)
∼ FisherZ(dn, n),

where FisherZ(dn, n) represents the Fisher’s Z-distribution
with degrees dn and n [36]. Then, from (57), we have

K − 1
K

1

≤
αN (K − 2)
2(K − 1)

+
α

2(K − 1)

×E
[ K∑
k ′∈IK \k

N∑
n=1

(
log
|rk ′ (n, n)|2/dn
|tk ′ (n, n)|2/n

+ log
dn
n

)]
(58a)

=
αN (K − 2)
2(K − 1)

+

N∑
n=1

(
α log e E

[
FisherZ(dn, n)

]
+
α

2
log

dn
n

)
.

(58b)

Therefore, we obtain (45), which concludes the proof. �

APPENDIX B
SUM-RATE MAXIMIZATION FOR THE AF AND DF
STRATEGIES
For comparison, we describe two alternative schemes based
on the decode-and-forward (DF) and amplify-and-forward
(AF) strategies. In the DF scheme, each relay n completely
decodes all the messages from the K users based on the
received signal in (1). The corresponding achievable rate
tuple of the uplink is constrained by the capacity region of
the K -user MIMO multiple access channel specified in (1).
The sum-rate maximization problem for the DF scheme can
be formulated as

maximize
{Qk }

K∑
k=1

Rk,n (59a)

subject to tr{Qk} ≤ Pk ,Qk � 0, k ∈ IK (59b)∑
k∈S

Rk ≤
α

2
log

∣∣∣∣∣1+ 1

σ 2
R

∑
k∈S

hk,nQkhTk,n

∣∣∣∣∣ ,
n ∈ IN ,S ⊆ IK (59c)

K∑
k ′∈IK \k

Rk ′ ≤
1− α
2

log

∣∣∣∣∣IM + 1

σ 2
k

GkQRGT
k

∣∣∣∣∣ ,
k ∈ IK . (59d)

Note that the downlink rate constraint (59d) is identi-
cal to the downlink constraint in (30c). The reason is
that with DF, each relay knows all the messages from
the K users, and therefore full relay cooperation can be
realized.

In the AF scheme, the operation of each relay n is to multi-
ply its received signal by a scaling factor an, n ∈ IN , so as to
meet the transmission power budget PR,n. The corresponding
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achievable sum-rate is given by∑
k∈S

Rk ≤
1
2
log

×

∣∣∑
k∈S Hk ′AHkQkHT

kA
THT

k ′ + σ
2
RGk ′AATGT

k ′ + σ
2
k ′I
∣∣∣∣σ 2

RGk ′AATGT
k ′ + σ

2
k ′I
∣∣ ,

∀k ′ ∈ IK ,S ⊆ IK\k ′, (60)

where A = diag{a1, a2, · · · , aN }. Then the sum-rate maxi-
mization problem can be formulated as

maximize
{Qk },{an}

K∑
k=1

Rk (61a)

subject to (60), tr{Qk} ≤ Pk , Qk � 0 (61b)

|an|2
( K∑
k=1

hk,nQkhTk,n + σ
2
R

)
≤ PR,n, n ∈ IN .

(61c)

Note that both (59) and (61) can be solved by using standard
convex programming.
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