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ABSTRACT In view of themarine surface vehicles are subject to unknown time-varying external disturbance
and its velocities are not available for feedback, a robust finite-time output feedback control scheme is
presented for multiple marine surface vehicles to achieve precise formation control in this paper. Without
neglecting the first time derivative of disturbance, a novel finite-time extended state observer (FTESO) is
proposed to precisely estimate the external disturbance and velocity information in finite time. Based on
the outputs of FTESO, the distributed formation controller is designed to guarantee that a group of marine
surface vehicles can track the time-varying virtual leader in finite time with precise tracking performance.
The errors of the proposed FTESO and formation controller can be guaranteed to converge to zero in finite
time by using the homogeneous method and the Lyapunov theory. Numerical simulations are presented to
illustrate the effectiveness of the proposed finite-time output feedback formation control scheme.

INDEX TERMS Marine surface vehicles, finite-time extended state observer, formation control, output
feedback, disturbances.

I. INTRODUCTION
Formation control of marine surface vehicles (MSVs)
has attracted significant attention recently, because of its
widespread applications in sea investigation, exploration,
maritime rescue, and surveillance. Furthermore, the vehi-
cles teamwork obtains more robustness, redundancy and
efficiency than a single vehicle. Therefore, many strategies
were proposed to achieve the desired formation in the liter-
ature, such as: guided leader-follower control approach [1],
passivity-based scheme [2], sliding mode control method [3],
dynamic surface control technique [4], and guided leaderless
control algorithm [5].

However, it is well known that the dynamics of MSV
in three degree-of-freedom (DOF) (surge, sway, and yaw)
are strongly coupled, and the motion of MSV inevitably
suffers from environmental disturbance induced by waves,
winds and ocean currents [6]. For estimating external dis-
turbance, a widely used technique is neural network. The
neural network-based controllers were designed for multi-
ple MSVs to accurately identify the uncertainties and time-
varying ocean disturbances in [7]–[9]. Although this method
is an effective way to deal with disturbance, the asymptotic
stability of the closed-loop tracking system can not be real-
ized. This is because the neural network has an approximate

error. Therefore, the disturbance can not be estimated and
compensated accurately. To precisely estimate the distur-
bance acting on MSVs, an alternative solution is to design
nonlinear observer [10]. In [11], a disturbance observer was
employed to compensate disturbance uncertainties for tra-
jectory tracking control of ship. Asymptotic estimation of
disturbance was achieved. In [12], a finite-time disturbance
observer was proposed for fully actuated surface vehicles.
In [13], a terminal sliding mode observer-based estimation
approach was developed to provide the formation controller
design for vessels. The actual external disturbance can be
precisely estimated with zero estimation error after finite
time.

In addition, it should be stressed that most of the existing
formation controller require velocity measurements of all
MSVs, which are not easy to be measured because of the
noise contamination.Moreover, velocity sensors will increase
the weight and cost of MSVs. But, the position informa-
tion can be easily obtained by using Global Positioning
System [14] . Hence, in [15], a high-gain observer-based
cooperative path following controller was developed without
measuring the velocity of each vehicle, where the neural
network adaptive technique was used to handle the dynam-
ical uncertainty and ocean disturbances. In [16], a nonlinear
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saturated observer was introduced to estimate velocities of
the followers, and the multi-layer neural network was devel-
oped to against uncertain nonlinearities and environmental
disturbances. In the literature, to estimate both the velocity
information and the external disturbance, another solution is
to design external state observer (ESO). The ESO was first
proposed in [17], which has the capability of state observation
and can provide real-time estimation of system uncertainties
and disturbances, does not dependent on a accurate sys-
tem model. Because of its effectiveness, a variety of appli-
cations for the ESO-based control schemes were emerged
in [18]–[22], but few investigations are available for MSV.
In [23], the Generalized Extended State Observer (GESO)
was presented to estimate the effects of the disturbances along
with the system state vector for steering autopilot of MSVs.

Although the preceding output feedback formation control
schemes are able to achieve the desired formation for MSVs,
almost of them are asymptotically convergent algorithms,
which means that the optimal convergence rate is exponen-
tial with infinite settling time. In other words, the motion
control with high-accuracy cannot be achieved in finite
time. Recently, given that the finite-time control has the
advantages of the fast convergence rate, high accuracy, and
disturbance rejection properties, many studies were arisen
in [24] and [25]. Yan et al. [26] discussed the problem
of finite-time trajectory tracking control for underactuated
unmanned underwater vehicles (UUVs) with model param-
eter perturbation and constant unknown current in the hori-
zontal plane. In [27], a nonlinear disturbance observer-based
backstepping finite-time sliding mode control scheme for
trajectory tracking of underwater vehicles subject to unknown
system uncertainties and time-varying external disturbances
was proposed. With angle constraints and system fault tol-
erant, a finite-time leader-follower formation control scheme
was proposed in [28].

Suppose that the velocity measurements and the external
disturbance cannot be estimated for MSVs within finite time.
Then, the corresponding observer-based controller would not
compensate for the external disturbance and velocity mea-
surements in finite time, and this will result in deterioration of
control performance. Therefore, to solve this problem, a novel
robust finite-time output feedback formation control scheme
for MSVs is proposed in this paper. The main contributions
of this work are expressed as follows: (1) A novel finite-time
extended state observer (FTESO) is proposed. In comparison
with the existing observer design forMSVs such as [12], [13],
[15], and [16], the velocity measurements of the MSVs and
the external disturbance acting on theMSVs can be estimated
simultaneously by the FTESO. (2) The convergence of ESO
was discussed in [29] and [30]. However, the convergence
cannot be achieved in finite time. In contrast, the estimation
errors of the proposed FTESO can be governed to converge
to zero in finite time. A fast and precise estimation of external
disturbance and velocity measurements can thus be achieved.
(3) Based on the outputs of FTESO, the finite-time formation
control laws are provided for MSVs to achieve the desired

formation with precise control performance. Compared with
many previous works, all of the errors in the closed-loop sys-
tem can converge to zero in finite time by using homogeneous
method and Lyaunov theory.

The rest of the paper is organized as follows. The prelim-
inaries and problem formulation are presented in the next
section. Section 3 presents the main result of the robust finite-
time output feedback control scheme, including the finite-
time stability analysis. In Section 4, comparison simulation
results are provided to illustrate the effectiveness of the
proposed formation control scheme. Conclusions are given
in Section 5.

Throughout this paper, the notation ‖·‖ denotes the
Euclidean norm of a vector. λmax(·) and λmin(·) refers to the
maximum and minimum eigenvalues of a matrix. In repre-
sents the n × n identity matrix. The Kronecker product is
denoted by ⊗. Given a vector x = [x1, x2, . . . , xn]T ∈ Rn

and α ∈ R, define xα = [x1α, x2α, . . . , xnα]T ∈ Rn,
sigα(x)=

[
|x1|αsgn(x1), |x2|αsgn(x2), |x3|αsgn(x3)

]T , sgn(·)
is the signum function.

II. PRELIMINARIES AND PROBLEM FORMULATION
A. DEFINITIONS AND LEMMAS
Definition 1 [31]: Consider the following system :

ẋ = f (x, t), f (0, t) = 0, x ∈ U ⊂ Rn (1)

where f : U × R+ → Rn is continuous on an open
neighborhood U of the origin x = 0. The zero solution
of (1) is (locally) finite-time stable if it is Lyapunov stable
and finite-time convergent in a neighborhood U0 ⊆ U of
the origin. The finite-time convergence means: for any initial
condition x(t0) = x0 ∈ U0 at any given initial time t0, if there
is a settling time T > t0, such that every solution x(t; t0, x0)
of system (1) satisfies x(t; t0, x0) ∈ U0\ {0} for t ∈ [t0,T ),
and lim

t→T
x(t; t0, x0) = 0, x(t; t0, x0) = 0, ∀t > T . When

U = U0 = Rn, then the zero solution is said to be globally
finite-time stable.
Lemma 1 [32]: Suppose that there is a positive definite

continuous Lyapunov function V (x, t) defined on U1 × R+,
where U1 ⊆ U ∈ Rn is a neighborhood of the origin, and

V̇ (x, t) ≤ −cV α(x, t), ∀x ∈ U1\ {0} (2)

where c > 0 and 0 < α < 1. Then the origin of system
(1) is locally finite-time stable. The settling time satisfies
T ≤ V 1−α(x(t0),t0)

c(1−α) for a given initial condition x(t0) ∈ U1.
Lemma 2 [33]: Suppose that there is a positive definite

continuous Lyapunov function V (x, t) defined on U1 ∈ Rn

of the origin, and

V̇ (x, t) ≤ −c1V α(x, t)+ c2V (x, t), ∀x ∈ U1\ {0} (3)

where c1 > 0,c2 > 0 and 0 < α < 1.
Then the origin of system (1) is locally finite-time sta-
ble. The set U2 = {x|V 1−α(x, t) ≤ c1

c2
} is contained in

the domain of attraction of the origin. The settling time
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satisfies T ≤ ln(1 − (c2/c1)V 1−α(x0, t0))/(c2α − c2) for a
given initial condition x(t0) ∈ {U1 ∩ U2}.
Lemma 3 [34]: For ∀x, y ∈ R, if c > 0, d > 0, and γ > 0,

then

|x|c|y|d ≤ cγ |x|c+d/(c+ d) + d |y|c+d/[γ c/d (c+ d)]

Lemma 4 [35]: For ∀xi ∈ R, i = 1, . . . , n, and 0 < p ≤ 1,
then (

n∑
i=1

|xi|

)p
≤

n∑
i=1

|xi|p ≤ n1−p
(

n∑
i=1

|xi|

)p
Lemma 5 [36]: For any xi ∈ R, i = 1, 2, . . . , n, and a real

number p > 1,
n∑
i=1

|xi|p ≤

(
n∑
i=1

|xi|

)p
≤ np−1

n∑
i=1

|xi|p

B. GRAPH THEORY
An undirected connected graph G = G(ν, ε) is used to
describe the communication topology between the n MSVs,
where ν = {1, 2, . . . , n} represents the set of vehicles, and
ε ⊆ ν × ν denotes the edge set. The edge (i, j) ∈ ε denotes
that there is an interaction link between ith vehicle and jth
vehicle. Since the graph is undirected, (i, j) ∈ ε ⇔ (j, i) ∈ ε.
The adjacency matrix A = [aij] ∈ Rn×n associated with G is
defined as aij > 0 if (i, j) ∈ ε, and aij = 0 otherwise. That
is, the adjacency matrix A = [aij] ∈ Rn×n is a symmetric
matrix. The Laplacian matrix L = [lij] ∈ Rn×n of the

graph G = G(ν, ε) is defined as lij =


−aij, i 6= j

n∑
j=1,j 6=i

aij, i = j ,

which is a symmetric matrix. The interaction among the
virtual leader and the n followers is described by Ḡ. Let
B = diag{b1, b2, . . . , bn} be the adjacency matrix associated
with Ḡ, where bi > 0 if the ith vehicle has access to the leader,
otherwise bi = 0. For the graph Ḡ, if there exists a path from
the leader to every vehicle, then the graph Ḡ is connected.
Lemma 6 [37]: If Ḡ is connected, then the matrix L + B

associated with Ḡ is symmetric and positive definite.

C. PROBLEM FORMULATION
Let ηi = [xi, yi, ψi]T , [xi, yi]T be the position of the ith
(i = 1, . . . n) MSV, and ψi be the heading angle of the ith
MSV in the Earth-fixed inertial frame, and νi = [ui, vi, ri]T

be the corresponding velocity vector of the ith MSV in the
Body-fixed frame, where the Earth-fixed inertial frame and
the Body-fixed frame are shown in Fig.1. Then, the dynamical
model of vehicle i in the three degrees of freedom (DOF) is
presented as follows [38]:

η̇i = Ri(ψi)νi (4)

Miν̇i + Ci(νi)νi + Di(νi)νi = τi +MiRiT (ψi)ωi (5)

where Ri(ψi) =

cosψi − sinψi 0
sinψi cosψi 0
0 0 1

 is the rotation matrix

from the Body-fixed frame to the Earth-fixed inertial frame,

FIGURE 1. The Earth-fixed inertial frame and Body-fixed frame.

RiTRi = I3. Mi = Mi
T
∈ R3×3 is the inertia matrix, Ci(νi) ∈

R3×3 is a skew-symmetric matrix of coriolis term, Di(νi) ∈
R3×3 is a hydrodynamic damping matrix. τi =

[
τui, τvi, τri

]T
denotes the control input. ωi =

[
ωui, ωvi, ωri

]T denotes the
time-varying external disturbances caused by winds, waves,
and ocean currents acting on the ith MSV.
By defining µi = η̇i, we transform the dynamical model

of vehicle i as follows:

η̇i = µi (6)

µ̇i = RiM
−1
i τi + f (ηi, µi)+ ωi (7)

wheref (ηi, µi) = S(ri)µi − RiM
−1
i (C(νi) + D(νi))RTi µi,

S(ri) =

0 −ri 0
ri 0 0
0 0 0

.
The finite-time formation control problem for MSVs is

to maintain a desired formation and track the virtual leader
ηd (t) within finite time. In this paper, the signal ηd (t) is
differentiable, and ηd , η̇d , η̈d are bounded. Then, the control
objective of this paper is to design a robust finite-time output
feedback formation control law τi for each vehicle to satisfy
the following formulas (1) ηi + δi → ηj + δj → ηd ,
(2)η̇i + δ̇i → η̇j + δ̇j → η̇d within finite time, where
δi = R(ψi−ψ0i)li denote the relative deviations in Earth-fixed
inertial frame, li = [x0i, y0i, ψ0i]T ∈ R3(−π ≤ ψ0i ≤ π ) are
the configuration vectors in Body-fixed frame that determine
the configuration of each MSV in the formation.
Assumption 1: The rate of external disturbance ω̇i = 1i is

unknown but bounded, which satisfies the following inequal-
ity: ‖1i‖ ≤ 1̄i, where 1̄i, i = 1, . . . n denote the upper
bound of ω̇i.
Assumption 2: The signals of vehicle i are assumed to be

bounded, and there exist a positive constant ε and a com-
pact set �1, such that �1 = {(ηi, µi, η̇i, µ̇i)| ‖ηi‖ ≤ ε,

‖µi‖ ≤ ε, ‖η̇i‖ ≤ ε, ‖µ̇i‖ ≤ ε}.
Remark 1: The external disturbance ωi acting on the

ith MSV is caused by winds, waves, and ocean currents.
Their rates are bounded in practical engineering. Therefore,
Assumption 1 is reasonable. In addition, the motion of MSV
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is a rigid body movement, so the signals of the MSV are
considered to be bounded.

III. MAIN RESULTS
A. FINITE-TIME EXTENDED STATE OBSERVER
To estimate both the velocity measurements and the time-
varying disturbance in finite time, the FTESO for MSV
described by (6)(7) is designed as follows:

˙̂ηi = µ̂i + k1isig
α1 (z1i)+ λ1isgn(z1i)

˙̂µi = RiMi
−1τi + ω̂i + f (ηi, µ̂i)+ k2isigα2 (z1i)

+λ2isgn(z1i)
˙̂ωi = k3isigα3 (z1i)+ λ3isgn(z1i)

(8)

where z1i = ηi − η̂i, z2i = η̇i − µ̂i, and z3i = ωi − ω̂i. η̂i,
µ̂i, and ω̂i denote the estimates of ηi, µi, and ωi, respectively.
In addition, 2

3 < α1 < 1, α2 = 2α1 − 1, α3 = 3α1 − 2.
kmi > 0, and λmi > 0, (m = 1, 2, 3) are control parameters.
Together with (6), (7) and (8), the estimation error system

of FTESO can be expressed as
ż1i = z2i − k1isigα1 (z1i)− λ1isgn(z1i)
ż2i = z3i + f (ηi, µi)− f (ηi, µ̂i)− k2isigα2 (z1i)
−λ2isgn(z1i)

ż3i = 1i − k3isigα3 (z1i)− λ3isgn(z1i)

(9)

Theorem 1: Consider the MSV described in (4) and
(5) with external disturbances, and suppose that the
Assumptions 1-2 are satisfied. The FTESO is designed in (8)
for MSV to estimate the velocity measurements and external
disturbances simultaneously. Then, the estimated errors of
FTESO can converge to the following residual set

�2

=



(z1i, z2i, z3i)| ‖(z1i, z2i, z3i)‖ ≤
31−

σ
2

√
λmin(Pi)

σ

(
c2i+c3i+c4i
c1i−c5i

) 1
α1 +

31−
σα1
2

√
λmin(Pi)

σα1

(
c2i+c3i+c4i
c1i−c5i

)

+
31−

σα2
2

√
λmin(Pi)

σα2

(
c2i + c3i + c4i
c1i − c5i

)α2
α1


in finite time T1i ≤ t1i+t2i, i = 1, . . . n. Here the convergence
times t1i and t2i are given as

t1i ≤ ln(1− (c6i/c1i)V1i(0)1−γ1 )/(c6iγ1 − c6i)

t2i ≤ 2V1i(t1i)(2/σ )/(Hi(c1i − c5i)σ )

where the control parameters are chosen as

c1i = − max
{xi:Vα(xi)=1}

LfαVα(xi),

c2i =
2× 3(1+σ )/2λ1iλmax(Pi)

σλmin(Pi)1−2/σ
,

c3i =
6
√
3λmax(Pi)ξi

σα1λmin(Pi)
,

c4i =
2× 3(1+σα1)/2λ2iλmax(Pi)

σα1λmin(Pi)1−σα1/2
,

c5i =
2× 3(1+σα2)/2λmax(Pi)(1̄i + λ3i)

σα2λmin(Pi)1−σα2/2
,

c6i = c2i + c3i + c4i + c5i.

Proof: if we omit the terms −λ1isgn(z1i), f (ηi, µi) −
f (ηi, µ̂i) − λ2isgn(z1i) and 1i − λ3isgn(z1i) simultaneously,
then the estimation error system (9) can be rewritten as

ż1i = z2i − k1isigα1 (z1i)
ż2i = z3i − k2isigα2 (z1i)
ż3i = −k3isigα3 (z1i)

(10)

We can get that the system (10) is homogeneous
of degree α1 − 1 with respect to the weights (1, α1,
2α1 − 1). From (10), it is noted that the matrix Ai ∈

R9×9 given by Ai =

−k1iI3 I3 0
−k2iI3 0 I3
−k3iI3 0 0

 is Hurwitz. Then,

consider the following differentiable positive-definite func-

tion Vα(z1i, z2i, z3i) = Z̃Ti PiZ̃i, Z̃i =
[
Z̃T1i , Z̃

T
2i , Z̃

T
3i

]T
=[ [

sig
1
σ (z1i)

]T
,

[
sig

1
σα1 (z2i)

]T
,

[
sig

1
σα2 (z3i)

]T ]T
, where

σ=α1α2α3, Pi is the solution of the following Lyapunov
equation ATi Pi + PiAi = −I9. From [39], it can be deduced
that the function Vα(z1i, z2i, z3i) is a Lyapunov function for
the system (10). Let fα be the vector field of system (10),
and LfαVα be the Lie derivative of Vα(z1i, z2i, z3i) along
the vector field fα . It can be verified that Vα(z1i, z2i, z3i)
and LfαVα(z1i, z2i, z3i) are homogeneous of degree 2/σ and
2/σ + α1 − 1 with respect to the weights (1, α1, 2α1 − 1).
Then, from [40, Lemma 4.2], the following inequality
LfαVα(z1i, z2i, z3i) ≤ −c1iVα(z1i, z2i, z3i)γ1 holds, where
c1i = − max

{xi:Vα(xi)=1}
LfαVα(xi), γ1 = 1+ α1σ

2 −
σ
2 < 1.

Therefore, the following Lyapunov function is designed for
the estimation error system of FTESO.

V1i(z1i, z2i, z3i) = Z̃Ti PiZ̃i (11)

According to the analysis of (10), then, taking the first time
derivative of the Lyapunov function V1i(z1i, z2i, z3i) along (9)
yields

V̇1i
= LfαVα(z1i, z2i, z3i)+ 2Z̃Ti Pi

×



−diag(|z1i|
1
σ
−1)λ1isgn(z1i)
σ

−
diag(|z2i|

1
σα1
−1)(f (ηi, µi)−f (ηi, µ̂i)+λ2isgn(z1i))

σα1

diag(|z3i|
1
σα2
−1)(1i − λ3isgn(z1i))
σα2


(12)

From Assumption 2, we can get that there exist posi-
tive constants ξi such that

∥∥f (ηi, µi)− f (ηi, µ̂i)∥∥ ≤ ξiz2i.
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Then, (12) becomes

V̇1i ≤ −c1iV1iγ1 + 2λ1iλmax(Pi)
∥∥∥Z̃i∥∥∥

×

∑3
m=1

∣∣z1i,m∣∣ 1σ −1
σ

+ 2λmax(Pi)
∥∥∥Z̃i∥∥∥ ξi

×
(
∑3

m=1

∣∣z2i,m∣∣)(∑3
m=1

∣∣z2i,m∣∣ 1
σα1
−1)

σα1

+

2λ2iλmax(Pi)
∥∥∥Z̃i∥∥∥ (∑3

m=1

∣∣z2i,m∣∣ 1
σα1
−1)

σα1

+

2λmax(Pi)(1̄i+λ3i)
∥∥∥Z̃i∥∥∥ (∑3

m=1

∣∣z3i,m∣∣ 1
σα2
−1)

σα2
(13)

In addition, by using Lemma 4 and the inequality
(a+ b+ c)2 ≤ 3(a2 + b2 + c2), we obtain the following
inequalities

(
∑3

m=1

∣∣z1i,m∣∣ 1σ −1) ≤ 3σ (
∑3

m=1

∣∣z1i,m∣∣ 1σ )1−σ
≤ 3(1+σ )/2

∥∥∥Z̃i∥∥∥1−σ (14)

(
3∑

m=1

∣∣z2i,m∣∣( 1
σα1
−1))(

3∑
m=1

∣∣z2i,m∣∣)
≤ 3

3∑
m=1

∣∣z2i,m∣∣ 1
σα1
−1

≤ 3
√
3
∥∥∥Z̃i∥∥∥ (15)

(
∑3

m=1

∣∣z2i,m∣∣ 1
σα1
−1) ≤ 3σα1 (

∑3

m=1

∣∣z2i,m∣∣ 1
σα1 )1−σα1

≤ 3(1+σα1)/2
∥∥∥Z̃i∥∥∥1−σα1 (16)

(
∑3

m=1

∣∣z3i,m∣∣ 1
σα2
−1) ≤ 3σα2 (

∑3

m=1

∣∣z3i,m∣∣ 1
σα2 )1−σα2

≤ 3(1+σα2)/2
∥∥∥Z̃i∥∥∥1−σα2 (17)

Substituting (14)-(17) into (13) yields

V̇1i ≤ −c1iV1iγ1 +
6
√
3λmax(Pi)ξi

∥∥∥Z̃i∥∥∥2
σα1

+

2× 3(1+σ )/2λ1iλmax(Pi)
∥∥∥Z̃i∥∥∥2−σ

σ

+

2× 3(1+σα1)/2λ2iλmax(Pi)
∥∥∥Z̃i∥∥∥2−σα1

σα1

+

2× 3(1+σα2)/2λmax(Pi)(1̄i + λ3i)
∥∥∥Z̃i∥∥∥2−σα2

σα2

≤ −c1iV1iγ1 + c2iV1i1−
σ
2 + c3iV1i

+ c4iV1i1−
σα1
2 + c5iV1i1−

σα2
2 (18)

where

c2i =
2× 3(1+σ )/2λ1iλmax(Pi)

σλmin(Pi)1−2/σ
,

c3i =
6
√
3λmax(Pi)ξi

σα1λmin(Pi)
,

c4i =
2× 3(1+σα1)/2λ2iλmax(Pi)

σα1λmin(Pi)1−σα1/2
,

c5i = 2× 3(1+σα2)/2λmax(Pi)×
(1̄i + λ3i)

σα2λmin(Pi)1−σα2/2
.

Since 0 < 1− σ
2 < 1− σα1

2 < 1− σα2
2 < 1, we consider

the following two cases for further analysis.
Case 1: IfV1i ≥ 1, the following inequality can be obtained

V̇1i ≤ −c1iV1iγ1 + c6iV1i (19)

where c6i = c2i + c3i + c4i + c5i. Thus, according to
Lemma 2, we can conservatively obtain the time t1i that V1i,
i = 1, 2, . . . n converge to V1i = 1.

t1i≤ ln(1−(c6i/c1i)V1i(0)1−γ1 )/(c6iγ1−c6i), i=1, 2, . . . n

Case 2: If V1i < 1, the inequality (18) can be simplified as

V̇1i ≤ −(c1i − c5i)V1iγ1 + (c2i + c3i + c4i)V1i1−
σ
2

= −(c1i − c5i)HiV1i1−
σ
2 (20)

whereHi = V1iγ1−1+
σ
2 −

(c2i+c3i+c4i)
(c1i−c5i)

. Choose the appropriate
parameters km (m = 1, 2, 3) satisfying that c1i > c5i. If the
inequality

V1i < (
(c2i + c3i + c4i)

(c1i − c5i)
)

2
2γ1−2+σ (21)

holds, then according to Lemma 1, we get

t2i ≤ 2V1i(t1)(2/σ )/(Hi(c1i − c5i)σ ), i = 1, 2, . . . n

Thus, we can obtain that the Lyapunov function V1i
converge to the domain in (21) within the time T1i ≤ t1i +
t2i < ∞. Since 2γ1 − 2+ σ = σα1, then, form (21),
the estimation errors Z̃i can be derived as follows:∥∥∥Z̃i∥∥∥ < 1

√
λmin(Pi)

(
c2i + c3i + c4i
c1i − c5i

) 1
σα1

(22)

Noticing that

‖(z1i, z2i, z3i)‖ ≤
∑3

m=1
(
∣∣z1i,m∣∣ 1σ )σ

+

∑3

m=1
(
∣∣z2i,m∣∣ 1

σα1 )σα1

+

∑3

m=1
(
∣∣z3i,m∣∣ 1

σα2 )σα2

≤ 31−σ
(∑3

m=1

∣∣z1i,m∣∣ 1σ )σ

+ 31−σα1
(∑3

m=1

∣∣z2i,m∣∣ 1
σα1

)σα1

+ 31−σα2
(∑3

m=1

∣∣z3i,m∣∣ 1
σα2

)σα2
≤ 31−

σ
2

∥∥∥Z̃1i∥∥∥σ + 31−
σα1
2

∥∥∥Z̃2i∥∥∥σα1
+ 31−

σα2
2

∥∥∥Z̃3i∥∥∥σα2
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Therefore, the residual set of the estimation errors can be
expressed as

�2=



(z1i, z2i, z3i)| ‖(z1i, z2i, z3i)‖ ≤
31−

σ
2

√
λmin(Pi)

σ(
c2i+c3i+c4i
c1i−c5i

) 1
α1
+

31−
σα1
2

√
λmin(Pi)

σα1

(
c2i+c3i+c4i
c1i−c5i

)
+

31−
σα2
2

√
λmin(Pi)

σα2

(
c2i + c3i + c4i
c1i − c5i

) α2
α1


Hence, the proof of Theorem 1 is completed.

B. GAIN DETERMINATION
The above analysis shows that the estimation errors
z1i, z2i, z3i can converge to a bounded residual set around
origin in finite time. In the next, we will analyze the case
that the estimation errors converge to zero in finite time with
appropriate parameters λmi(m = 1, 2, 3).
Define the Lyapunov function V01i(z1i) = 1

2 z1i
T z1i. By

taking the first time derivative of V01i along (9), we have

V̇01i = z1iT ż1i = z1iT (z2i − k1isigα1 (z1i)− λ1isgn(z1i))

≤ ‖z1i‖ ‖z2i‖ − k1i
3∑

m=1

∣∣z1i,m∣∣α1+1 − λ1i 3∑
m=1

∣∣z1i,m∣∣
≤ −(λ1i − ‖z2i‖) ‖z1i‖ −

k1i
3α1
‖z1i‖α1+1 (23)

where Lemma 5 is used.
Since ‖z2i‖ ≤ 31−

σα1
2 1
√
λmin(Pi)

σα1

(
c2i+c3i+c4i
c1i−c5i

)
, choose

λ1i > ‖z2i‖. By recalling c2i, then we get λ1i >

σλmin(Pi)1−
2
σ 3

2−σα1
2 (c3i+c4i)

σλmin(Pi)
1− 2

σ +
σα1
2 (c1i−c5i)−2×3

(3+σ−σα1)
2 λmax(Pi)

. It can be shown

that the parameters λ1i are independent of system variables.

Then, (23) becomes V̇01i ≤ −c01iV
α1+1
2

01i , where c01i =

2
α1+1
2 k1i
3α1 . Therefore, z1i converge to zero within finite time

t3i <
2V

1−α1
2

01i (z1i(T1i))
c01i(1−α1)

.
After the time T2i = T1i + t3i, the second formula of (9)

becomes

ż2i = z3i + f (ηi, µi)− f (ηi, µ̂i)− λ2isgn(z2i) (24)

Similarity, consider the following Lyapunov function
for z2i, V02i(z2i) = 1

2 z2i
T z2i. Whose first time derivative

along (24) is given by

V̇02i = z2iT ż2i
= z2iT (z3i + f (ηi, µi)− f (ηi, µ̂i)− λ2isgn(z2i))

≤ −(λ2i − ‖z3i‖ − ξi) ‖z2i‖ (25)

Let the inequality λ2i > ‖z3i‖ + ξi + ε1i holds, then we
obtain that z2i converge to zero within finite time t4i <
√
2

ε1i
V02i(z2i)

1
2
T2i
. After T3i = T2i + t4i, consider the Lyapunov

function for z3i, V03i(z3i) = 1
2 z3i

T z3i.

V̇03i = z3iT ż3i = z3iT (1i − λ3isgn(z3i))

≤ −(λ3i − ‖1i‖) ‖z3i‖ (26)

By choosing λ3i > 1̄i+ε2i. then we can get that z3i converge

to zero within finite time t5i <
√
2

ε2i
V03i(z3i)

1
2
T3i
. Therefore,

we can conclude that the estimated errors z1i, z2i, and z3i
converge to zero in finite time T4i = T3i + t5i.
Remark 2: If the external disturbance acting on the

MSVs is constant, then, the rate of external disturbance is
1i = 0. The estimation error system of FTESO becomes
ż1i = z2i − k1isigα1 (z1i)− λ1isgn(z1i)
ż2i = z3i + f (ηi, µi)− f (ηi, µ̂i)− k2isigα2 (z1i)
− λ2isgn(z1i)

ż3i = −k3isigα3 (z1i)− λ3isgn(z1i).

It is obvi-

ous that the finite-time stability of the FTESO can be obtained
by following the analysis of Theorem 1. As a matter of fact,
the ocean environment is changeable, so it is more reason-
able to consider the time-varying disturbances for the MSVs
formation.

C. FINITE-TIME FORMATION CONTROLLER
Based on the outputs of FTESO, the finite-time formation
control law is designed for MSVs to achieve the desired
formation with precise control performance. Thus, to track
the time-varying virtual leader, the position tracking error e1i
and velocity tracking error e2i for each vehicle are given as
follows:

e1i = ηi + δi − ηd (27)

e2i = η̇i + δ̇i − η̇d (28)

and to keep the consistency between adjacentMSVs, the posi-
tion synchronization error ηi + δi − ηj − δj and velocity syn-
chronization error η̇i+ δ̇i− η̇j− δ̇j are considered. Therefore,
the formation errors for each vehicle can be expressed as

E1i =
∑n

j=1
aij(e1i − e1j)+ bi(e1i) (29)

E2i =
∑n

j=1
aij(e2i − e2j)+ bi(e2i) (30)

Because of the unknown velocity information, the errors
E2i (i = 1, 2, . . . , n) cannot be used directly in the design
of formation control law. Therefore, an auxiliary variable
ê2i = µ̂i + δ̇i − η̇d is introduced based on the outputs of
FTESO. Thus, the formation errors for MSVs become

E1i =
∑n

j=1
aij(e1i − e1j)+ bi(e1i) (31)

Ê2i =
∑n

j=1
aij(ê2i − ê2j)+ bi(ê2i) (32)

Therefore, to achieve the desired formation in finite time,
the distributed finite-time formation control law τi for the ith
vehicle is chosen as follows:

τi = MiRT (ψi)[−f (ηi, µ̂i)− k2isigα2 (z1i)− λ2isgn(z1i)

− ω̂i − δ̈i + η̈d − ρ1sigα2 (E1i)− ρ2sig2−(1/α1)(Ê2i)]

(33)

where ρ1 and ρ2 are positive constants.
By using the graph theory, the error system for MSVs can

be expressed as Ė1 = 2e2,
˙̂E2 = 2 ˙̂e2, whose time derivative
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along (8) and (33) are given

Ė1 = 2e2 = Ê2 +2z2 (34)
˙̂E2 = 2 ˙̂e2 = 2[−ρ1sigα2 (E1)− ρ2sig2−(1/α1)(Ê2)] (35)

whereE1 = [ET11, . . . ,E
T
1i,E

T
1n]

T , Ê2 = [ÊT21, . . . , Ê
T
2i, Ê

T
2n]

T
,

2 = (L + B) ⊗ I3, e1 = [eT11, . . . , e
T
1i, e

T
1n]

T , ê2 =
[êT21, . . . , ê

T
2i, ê

T
2n]

T ,z2 = [zT21, . . . , z
T
2i, z

T
2n]

T .

Let N =
[
0 I3n
−ρ12 −ρ22

]
. Since the matrix N is Hurwitz,

there exists Q = QT > 0 such that NTQ + QN = −I6n.
Then, consider the following Lyapunov function:

V2 = ẼTQẼ (36)

where Ẽ = [E1T , sig1/α1 (ÊT2 )].
If we omit the term2z2, then (34) and (35) can be rewritten

as

Ė1 = 2e2 = Ê2 (37)
˙̂E2 = 2 ˙̂e2 = 2[−ρ1sigα2 (E1)− ρ2sig2−(1/α1)(Ê2)] (38)

Similarly, the error system described in (37) and (38) is
homogeneous of degree α1 − 1 with respect to the weights
(1, α1). Then, Vβ (Ẽ) and LfβVβ (Ẽ) are homogeneous of
degree 2 and α1+1. By using [40, Lemma 4.2] again, the fol-
lowing inequality is obtained. LfβVβ (Ẽ) ≤ −c7Vβ (Ẽ)

γ2 ,
where c7 = − max

{x:Vβ (x)=1}
LfβVβ (x), γ2 =

α1+1
2 < 1.

In combination with the above analysis of (37) and (38),
then, we take the first time derivative ofV2 along (34) and (35)

V̇2 ≤ −c7V2(Ẽ)γ2 + 2ẼTQ2z2

≤ −c7V2(Ẽ)γ2 + 2λmax(Q)λmax(2)
∥∥∥Ẽ∥∥∥ ‖z2‖

≤ −c7V2(Ẽ)γ2 + ζ1

 2∑
j=1

n∑
i=1

3∑
m=1

∣∣∣Ẽji,m∣∣∣


×

 n∑
i=1

3∑
m=1

∣∣∣Z̃2i,m∣∣∣σα1
 (39)

where ζ1 = 2λmax(Q)λmax(2).
According to Lemma 3 and Lemma 4, we have

V̇2 ≤ −c7V2(Ẽ)γ2 +
6nσα1θ
1+ σα1

 n∑
i=1

3∑
m=1

∣∣z̃2i,m∣∣1+σα1


+
1

(6n)
1−σα1

2

 2∑
j=1

n∑
i=1

3∑
m=1

∣∣∣Ẽji,m∣∣∣1+σα1


≤ −c7V2(Ẽ)γ2 +
6nσα1θ
1+ σα1

 n∑
i=1

3∑
m=1

(∣∣z̃2i,m∣∣2)
1+σα1

2


+

1

(6n)
1−σα1

2

 2∑
j=1

n∑
i=1

3∑
m=1

(∣∣∣Ẽji,m∣∣∣2)
1+σα1

2



≤ −c7V2(Ẽ)γ2 +
1

λmin
1+σα1

2 (Q)
V2(Ẽ)

1+σα1
2

+
6nσα1θ × 3

1−σα1
2

(1+ σα1)λmin
1+σα1

2 (Q)

n∑
i=1

V1(Z̃i)
1+σα1

2

≤ −(c7 − c8)V2(Ẽ)
1+σα1

2 + c9
n∑
i=1

V1(Z̃i)
1+σα1

2 (40)

where c8 =
1

λmin

1+σα1
2 (Q)

, c9 =
6nσα1ζ2×3

1−σα1
2

(1+σα1)λmin

1+σα1
2 (Q)

,

ζ2 = ζ1

[
(6n)

1−σα1
2 3nζ1/1+ σα1

]1/σα1
.

Theorem 2: Consider the MSVs described in (4) and (5)
with unavailable velocity measurements and external dis-
turbances. Suppose that Assumptions 1-2 are satisfied
and the topology graph among the MSVs is undirected
and connected. The FTESO is designed as (8), and the
distributed formation control laws are given by (33).
If initial conditions of the system satisfy the compact

set �3 =

{
(Z̃i,E1, Ê2)|

n∑
i=1

V1i(Z̃i)+ V2(E1, Ê2) < VM

}
,

where VM > 0 denotes any given constant, V1i(Z̃i) and
V2(E1, Ê2) are defined by (11) and (36), then there exist
appropriate parameters kmi, λmi (m = 1, 2, 3) such that the
finite-time stability of the overall closed-loop system can be
obtained.

Proof: The following Lyapunov function is constructed
for the closed-loop system.

V3=
n∑
i=1

V1i(Z̃i)+ V2(E1, Ê2) (41)

whose time derivative along with (20) and (40) is given by

V̇3 ≤ −
n∑
i=1

(c1i − c5i)HiV1i1−
σ
2 − (c7 − c8)V2(Ẽ)

1+σα1
2 +$

(42)

where$ = c9
n∑
i=1

V1i
1+σα1

2 . It can be easily verified that$ is

bounded in the compact set �3, i.e., ‖$‖ ≤ $M , where$M
is a positive constant. Then, (42) becomes

V̇3 ≤ −
n∑
i=1

(c1i − c5i)HiV1i1−
σ
2

− (c7 − c8)V2(Ẽ)
1+σα1

2 +$M (43)

Therefore, if the following inequalities
n∑
i=1

(c1i − c5i)

HiV1i1−
σ
2 > $M , (c7 − c8)V2(Ẽ)

1+σα1
2 > $M holds, then

it follows that V̇3 < 0, which in turn implies that Z̃i,E1, Ê2
are uniformly ultimately bounded. Hence, we obtain that
‖ηi‖ ≤ ε, ‖µi‖ ≤ ε, ‖η̇i‖ ≤ ε, ‖µ̇i‖ ≤ ε. From Theorem 1,
there exists T4i, i = 1, 2, ..n such that the estimation errors Z̃i
of the proposed FTESO are converge to zero. Then, we get
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e2 = ê2, (34) and (35) become

Ė1 = 2e2 = E2 (44)

Ė2 = 2ė2 = 2[−ρ1sigα2 (E1)− ρ2sig2−(1/α1)(E2)] (45)

It can be verified that there exists the time T5 >

max{T4i} such that E1 and E2 converge to zero. According
to (29) and (30), the objective that the control errors e1i,
e1i − e1j, e2i, and e2i − e2j converge to zero in finite time
can be achieved. Thereby, the proof is completed here.
Remark 3: In [41], the finite-time extended state observer-

based distributed formation control problem for marine sur-
face vehicles has been solved. However, the control errors of
the closed-loop system can only be proved bounded in finite
time. To further improve the accuracy of control errors in the
steady state, a formation control scheme that converges the
control errors to zero in finite time is proposed for MSVs in
this paper.

IV. SIMULATION RESULTS
To demonstrate the effectiveness of the proposed robust
finite-time output feedback control scheme for MSVs for-
mation, the following simulation studies are considered.
A scenario where there are five vehicles and one virtual
leader is considered. Accordingly, the communication topol-
ogy graph between the leader and vehicles is shown in Fig.2,
where the virtual leader is labeled as 0. In addition, the ship
CyberShip II is used in the simulation, and the main model
parameters can be found in [42].

FIGURE 2. The communication topology graph.

The desired trajectory for the MSVs formation is given

as
{
y(t) = 0.2t (m)
x(t) = 20 sin(0.01t) (m).

The complex environment

disturbances including winds, waves, and ocean currents can

be simulated by ωi =

 0.1v3i + 0.06ui + 0.01 sin(t)
uiri + 0.1ui + 0.01 sin(t)
0.4uiri + v2i + 0.01 sin(t)

T .
The initial positions and orientations of the MSVs are given
as: η1=[1,−4, π/3]T , η2=[0,−2, π/3]T , η3=[0, 1, π/3]T ,
η4=[−2, 0, π/3]T , and η5=[−4, 0, π/3]T , respectively.
The initial velocities are ui(0) = vi(0) = 0(m/s),
ri(0) = 0(rad/s). The configuration vectors for MSVs
are given as l1=[3, 4, 0]T , l2=[3/2, 2, 0]T , l3=[0, 0, 0]T ,
l4=[3/2,−2, 0]T , and l5=[3,−4, 0]T , respectively. The
control parameters αm, βm, kmi, and λmi (m = 1, 2, 3,
i = 1, 2, 3, 4, 5) can be tuned to adjust the final tracking accu-
racy and the convergence rate of the observation errors and

the tracking errors. However, in practice, the control forces
and torques of MSVs are bounded. Therefore, the control
parameters are selected as α1 = 0.8, α2 = 0.6, α3 = 0.4,
β1 = 1.25, β2 = 1.05, β3 = 0.85, k1i = 5, k2i = 1, k3i = 0.1,
λ1i = 0.05, λ2i = 0.01, λ3i = 0.05, ρ1 = 1, ρ2 = 1.
The formation trajectories of the five vehicles are shown

in Fig.3, it can be observed that each vehicle, from different
initial positions and orientations, can maintain the desired
formation while tracking the virtual leader. The estimation
errors of FTESO are plotted in Fig.4. From which we can
see that the estimated errors of the position converge to
|z1i| < 1 × 10−3 within 6 sec, the estimated errors of
the velocity measurements drop to |z2i| < 1 × 10−3 at
approximately 24 sec, and the estimated errors of the external
disturbance drop to |z3i| < 1×10−3 at approximately 25 sec.
Therefore, it can be concluded that the estimated values of
FTESO, i.e., velocity measurements and time-varying distur-
bance, converge to the real values with fast transient response
and high steady-state accuracy. The position errors and the
velocity errors of the finite-time formation controller are
plotted in Fig.5 and Fig.6. It is clear that the followers can
not only track the leader’s position and velocity with fast and

FIGURE 3. The formation trajectories of the five vehicles.

FIGURE 4. The estimation errors of FTESO (8).
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FIGURE 5. The position errors E1i of the finite-time formation
controller (33).

FIGURE 6. The velocity errors E2i of the finite-time formation
controller (33).

precise tracking performance, but also keep the consistency
of each other. Fig.7 shows the control inputs in surge, sway
and yaw directions. Because of the signum function, there is
a slight chattering in the control forces. These results hence

FIGURE 7. The control inputs in surge, sway and yaw directions of the
finite-time formation controller (33).

verify the conclusions in Theorem 1 and 2 that the proposed
FTESO and the formation control law (33) are able to achieve
finite-time control with the errors converging to zero in finite
time.

To further show the superior control performance of the
proposed robust finite-time output feedback formation con-
trol scheme, comparison is constructed with the following
linear extend state observer (LESO) [43] and asymptotic
formation controller.
˙̂ηi = µ̂i + k1z1i
˙̂µi = RiMi

−1τi + ω̂i + f (ηi, µ̂i)+ k2z1i
˙̂ωi = k3z1i

(46)

τi = MiRT (ψi)[−ω̂i − f (ηi, µ̂i)− k2z1i
− δ̈i + η̈d − ρ1E1i − ρ2Ê2i] (47)

where the design parameters of LESO and asymptotic for-
mation controller are selected as k1 = 10, k2 = 3, k3 = 1,
ρ1 = 1, ρ2 = 1 in the simulation.
Fig.8 shows the estimation errors of LESO. It is seen that a

longer time is required to accomplish the estimation compare
with the FTESO. These verify that the FTESO (8) guarantees

FIGURE 8. The estimation errors of LESO (46).

FIGURE 9. The position errors E1i of the asymptotic formation
controller (47).
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a superior estimation performance than the LESO (46). The
position errors and the velocity errors of the asymptotic for-
mation controller are plotted in Fig.9 and Fig.10. Compare
with Figs.5-6, the transient response time is longer, and the
tracking precision of the errors is poor. Fig.11 plots the
control inputs of the asymptotic formation controller in surge,
sway and yaw directions. From Figs.3-11, we concluded that
the proposed finite-time output feedback formation control
scheme (8)(33) for MSVs with unavailable velocity measure-
ments and external disturbances can guarantee the errors of
the closed-loop system converge to zero in finite time, and
can provide faster convergence speed and better disturbance
rejection ability with higher accuracy than the asymptotic
one (46)(47).

FIGURE 10. The velocity errors E2i of the asymptotic formation
controller (47).

FIGURE 11. The control inputs in surge, sway and yaw directions of the
asymptotic formation controller (47).

V. CONCLUSIONS
In this paper, a novel finite-time output feedback formation
control scheme for MSVs with external disturbances was
proposed. The velocity measurements of the MSVs and the
external disturbance acting on theMSVswere simultaneously
estimated by the proposed FTESO. The finite-time formation
control laws were designed for the MSVs to precisely track

the relative configuration with respect to the leader based
on the outputs of FTESO. Both the estimation errors and
the tracking errors were proofed to converge to zero in
finite time by using homogeneous method and Lyapunov
theory. Further, to show the superiority of the proposed finite-
time output feedback formation control scheme, comparison
simulations were carried out with some existing designs
appearing in the literature. It is shown that the proposed finite-
time output feedback formation control scheme can provide
faster convergence speed and better disturbance rejection
ability with higher accuracy than the asymptotic ones. Future
researches are devoted to reducing chattering and considering
the actuator saturation and uncertain parameters in this work.
Moreover, it is also a meaningful investigation to extend the
proposed formation control scheme to under-actuated MSVs.
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