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ABSTRACT Cloud computing has emerged as a powerful paradigm for delivering data-intensive services
over the Internet. Cloud computing has enabled the implementation and success of big data, a recent
phenomenon handling huge data being generated from different sources. Competing clouds have made it
challenging to select a cloud provider that guarantees quality of cloud service (QoCS). Also, cloud providers’
claims of guaranteeing QoCS are exaggerated for marketing purposes; hence, they cannot often be trusted.
Therefore, a comprehensive trust model is necessary to evaluate the QoCS prior to making any selection
decision. In this paper, we propose a multi-dimensional trust model for big data workflow processing over
different clouds. It evaluates the trustworthiness of cloud providers based on: the most up-to-date cloud
resource capabilities, the reputation evidence measured by neighboring users, and a recorded personal history
of experiences with the cloud provider. The ultimate goal is to ensure an efficient selection of trustworthiness
cloud provider who eventually will guarantee high QoCS and fulfills key big data workflow requirements.
Various experiments were conducted to validate our proposed model. The results show that our model
captures the different components of trust, ensures high QoCS, and effectively adapts to the dynamic nature
of the cloud.

INDEX TERMS Big data, big data processing, cloud computing, cloud selection, trust model, quality of

cloud services, service evaluation, community.

I. INTRODUCTION

The recent evolution of information technology and the major
paradigm shift of computation from the age of colossal
massive machines to the omnipresent digital era have made
information technology an important aspect of daily human
activities. Nanotechnology, quantum computing, cloud-based
computing, mobile computing and the new area of compu-
tation known as the Internet-of-Things (IoT) have gener-
ated massive volumes of structured and unstructured data.
To glean their valuable insights, Big Data requires process-
ing, analysis and storage. Big Data is not only defined by
size, it is also characterized by multi V’s; volume, vari-
ety, velocity, veracity, validity, volatility and value [1]-[4].
These special characteristics of Big Data introduce several
challenges, such as data collection and integration problems,
due to the data being distributed across diverse geographical
locations. Moreover, the management, processing and storage

of Big Data also present significant challenges considering
the enormous volume and heterogeneous nature of the
datasets, and traditional processing platforms are unable
to efficiently handle such massively heterogeneous data
volumes.

Cloud computing has emerged as a promising and powerful
paradigm for managing and delivering computation, applica-
tions and services over the Internet [5]. It offers a large pool
of easily usable accessible, and scalable virtualized resources
capable of supporting Big Data key processes including stor-
age, processing, and analytics. Hashem et al. [5] identified the
correlation between cloud computing and Big Data, which
exhibits good performance in distributed system environ-
ments, i.e., with respect to computer power, storage, and
network communications. Amazon, eBay, Google, Microsoft
and other leading Internet companies provide scalable cloud
computing infrastructures suitable for Big Data processing
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such as MapReduce, the Google File System, BigTable and
Dynamo [6].

Selecting the best cloud provider among this competing
pool of cloud providers to store and process Big data is a
challenging process. It is difficult for service consumers to
decide which cloud provider to use as he/she may lack knowl-
edge about whether the available cloud resource capabilities
can handle Big Data tasks while satisfying a set of QoCS
(Quality of Cloud Service) requirements. In addition, pub-
lished QoCSs might be inflated for marketing purposes;
hence, they cannot always be trusted. Furthermore, current
trust models lack the flexibility to accommodate fluctuat-
ing user QoCS requirements. They also ignore the dynamic
nature of trust, particularly in cloud environments. A QoCS
is dynamically altered due to several factors such as changing
demand levels (the number of service requests changes con-
tinuously over time) and the cloud provider’s resource limita-
tions. Thus, a trust model should adapt to the dynamic nature
of cloud service usage. For example, a cloud server might
be fully loaded at a specific time of day and lightly loaded
at another time of day, which might be due to a periodical
rush hour (e.g., end of month transactions) or an unpredicted
increase in the number of service requests. Moreover, because
the advertised QoCS information is often untruthful, trust
can be more accurately evaluated using previously recorded
QoCSs. Therefore, a Big Data client/application should typ-
ically perform a trust evaluation of a cloud provider prior
to decide on transferring their critical data to the provider’s
cloud for processing or storage. Consequently, automating
the decision-making process of cloud provider selection with
an eye towards Big Data processing requirements and user
QoCS preferences is highly desirable. Likewise, a compre-
hensive trust model — one that does not rely on the potentially
falsely advertised QoCSs of cloud providers nor on histor-
ical records that cannot deliver accurate trust scores due to
dynamic changes in cloud resources — is required.

In this paper, we propose a multi-dimensional trust
model to evaluate the services of cloud providers based on:
1) the client’s QoCS requirements, 2) the provider’s current
resources availability, 3) the historical records of his/her pre-
vious communications with the cloud service providers and
4) the community members trust score evaluation based on
their own historical records of previous communication with
the cloud service providers. It also, supports a community-
based reputation provision wherein a community manage-
ment system enforces a set of engagement and participation
rules. Such a rule includes for instance: providing false
information by a member will result in banning a member
from the community. Before we detailed the proposed trust
model, we thoroughly surveyed the related work on trust
assessment, reputation evaluation, and trust score calcula-
tion. We then, provide a comprehensive classification and
comparison between these different identified research ini-
tiatives. The majority of current trust models do not consider
users’ QoCS preferences and their contribution in the trust
score evaluation. They are also non-dynamic and lack of
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real-time adaptability, which make them unsuitable for Big
Data and the cloud environment. Depending solely on rep-
utation can be misleading if the users are untrustworthy or
subjective, especially given that different users have diverse
opinions about the services provided. The majority of
research initiatives on the service trust ignore information
about the dynamic resource status of the cloud providing the
service. Moreover, the existing trust models do not necessar-
ily base their trust score evaluation on the QoCS attributes
that are related to Big Data special characteristics and they
produce unsatisfactory results with respect to Big Data work-
flow requirements.

The proposed model considers both the QoCS of SaaS and
IaaS. The QoCS of SaaS is evaluated using history records
logged by community members who have already experi-
enced the service, whereas the QoCS of IaaS is evaluated
by measuring cloud resources, i.e., memory and processing
power. It is designed to differentiate between cloud providers
based on their capabilities to process varying processing
loads. Big Data tasks are modelled as a workflow where nodes
represent Big Data tasks and arrows represent the transitions
between two tasks. The QoS of the workflow are formally
described and evaluated in order to be used to select the
appropriate cloud service that guarantee these QoS. Selection
algorithms are developed to consider also the three dimen-
sions stated before: relies on the provider’s advertised QoCS,
assessments from community members and on the user’s
past personal experience with the cloud provider. Theses
algorithms were developed to be lightweight and do not add
an extra burden on the user, community members and cloud
providers.

In the next section, we survey existing trust models, trust
score computation and evaluation approaches. We also pro-
posed a comprehensive classification and comparison of trust
models using some key criteria such as computation method
and trust evaluation scheme.

Il. RELATED WORK

A. TRUST MODEL APPROACHES

Trust model approaches are classified into four main cate-
gories in [7]: self-managed case-based, SLA-based [7]-[9],
broker-based [10]-[12], and reputation-based approa-
ches [13]. These approaches are all based on continuously
monitoring the SLA for the purpose of maintaining trust in
a dynamic cloud environment. Other classification initiatives
have relied on the perception of either the user or provider,
or both, to define a trust model. For example, in [14],
a trust model is proposed based on evaluating the func-
tional and non-functional (QoCS) properties of cloud services
from the perspective of both the provider and consumer.
Noor et al. [15] classified the trust models into policy, rep-
utation, recommendation, and prediction. Prediction models
are convenient in case there is no previous historical inter-
action with the cloud service provider which haven’t been
recorded.
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FIGURE 1. Classification of QoS Trust in Clouds.

In this paper, we propose a new classification of the
trust model that integrates a self-based and reputation-based
approach. A self-based trust model consults a recorded his-
tory of service provision to utilize the user’s demonstrated
experience with the service provider. However, a reputation-
based trust model is based on the opinions and/or experiences
of other users with respect to service providers. Reputation-
based models can be further classified into service quality-
based and resource quality-based models. A reputation
service quality-based model evaluates the trust of the cloud
Quality of Service and is typically performed on the SaaS
layer. In contrast, a reputation resource quality-based model
uses the quality of the cloud resources to evaluate the trust
of the cloud service and is typically performed on the IaaS
layer. Further QoCS trust models classification is illustrated
in FIGURE 1 where we describe the QoCS trust in clouds
in terms of trust based quality measured, trust propagation,
computation methods, trust evaluation, strategy used. For
quality-measured classification, the trust score in trust models
depends on measuring the resources quality or capabilities or
on measuring the quality of the service offered. Moreover, the
trust propagation, describes the design of the trust collection
method, if it is using a broker or collecting information from
multiple neighboring users. We also classify trust models
based on the computation algorithm used to calculate the
trust. Another classification is based on the trust score eval-
uation trigger; which is either time-driven or event-driven.
In addition, we classify the general strategy upon which the
trust model is built on; is it single strategy, or adopting more
than one strategy. More detailed description of these models
is depicted in the following.

Self-based Trust Models: A trust approach proposed in [16]
adopted historical usage records as the basis of trust evalu-
ation and employed the Last-K algorithm wherein only the
newest K records were used to calculate the trust score.
However, this approach can result in decreased accuracy
due to the limited number of attributes that are used,
such as the time of invocation, while ignoring other
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important attributes, such as user input and user location.
Gokulnath and Uthariaraj et al. [17] proposed an approach
based on game theory to evaluate trust at boot load level
combining both resources and user’s perception. Another
work used game theory to model trust for data-intensive cloud
federations as depicted in [18]-[20].

Reputation-based Trust Models: We classify reputation
trust models into service oriented and resource oriented
according to the type of quality attributes used as basis to
evaluate the trust score.

Service Oriented: Various research initiatives have focused
on service quality-based reputation trust models. Muchahari
and Sinha [21] recommended a registry and discovery sys-
tem that keeps track of service providers and their feedback
from credible service providers and users. The credibility
of a service provider is measured by dividing the period of
time over which the service is provided by the number of
times the service is offered. However, user credibility is mea-
sured by the duration of their engagement with the service.
A trust score is then calculated using the standard deviation,
which is considered to be inversely proportional to trust.
Kim et al. [22] evaluated the trust score of a cloud
resource based on multiple QoCS attributes; however,
the weights manually and nearly uniformly assigned. Hence,
it was inflexible to user quality preferences for services.
Hammadi and Hussain [23] adopted a fuzzy logic approach
to calculate the trust score of a service provider based
on user recommendations. The recommendation infor-
mation was collected by users and stored at a third-
party repository. The collected information was com-
bined with SLA monitoring information, and the trust
value and probability of service failure were calculated.
Hammam and Senbel et al. [24] introduced a trust manage-
ment system (TMC) for mobile ad-hoc clouds that cal-
culated the reputation trust values of cloud nodes based
on availability, neighbor evaluation, response quality and
task completeness. In the approach proposed in [25], trust
values were calculated based on QoCS attributes such as
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accountability, skills, service reliability, cost, performance,
security, privacy and usability. Other researchers have intro-
duced algorithms to calculate trust values based on QoCS
attributes in accordance with users’ experience with QoCSs,
rather than their opinions about them [26]. The authors rec-
ommended two adaptive modeling algorithms, the rough set
and induced ordered weighted averaging (IOWA) operator,
to calculate trust scores. The advantage of the rough set
is that, unlike traditional models, the weights of the QoCS
attributes are not assigned subjectively. The advantage of the
IOWA operator is that it uses time series for trust evaluation,
thus adapting to the dynamic nature of the cloud. In the
context of Big Data and cloud computing, Lin et al. [27]
presented a category-based context-aware and recommen-
dation incentive-based reputation mechanism (CCRM) for
improving veracity and protecting data against internal
attacks. A dynamic trust evaluation model with dual consider-
ation of user preferences and false ratings is proposed in [28].
Manuel et al. [29] proposed a trust evaluation methodology
for grid and cloud resources using a resource broker wherein
a suitable grid or cloud is chosen according to user require-
ments. However, only simple factors, which did not cover the
complexity of the trust evaluation, were used for their trust
score evaluation [26]. A trust model was developed in [30] to
enhance file transfers between the nodes of a private cloud.
Their trust score was calculated based on node storage space,
the operating system, network bandwidth and processing
capacity.

Tang et al. [31] proposed a trust framework for cloud
service selection named TRUSS. Their trust evaluation com-
bines objective and subjective assessment based on QoCS
monitoring and feedback ratings. Other proposals also com-
bined objective and subjective models for evaluation of
trust [32].

Resource Oriented: In [33], a trust model was introduced
to improve the QoCS provided by the cloud, IaaS specif-
ically, based on certain parameters such as the processing
capabilities of the virtual machines (VMs), i.e., processing
speed, fault rate, bandwidth and price. However, only IaaS
was considered and no benchmarking was performed to com-
pare the obtained trust results with other trust models.

Prediction-based Trust Models: Prediction-based trust
models typically uses statistical techniques for trustworthi-
ness evaluation and prediction [15]. They study the capabil-
ities and the historical reputation of the service provider and
predict how it will behave. These approaches use Fuzzy logic,
Bayesian inference, or logistic regression models to estimate
the trust of service providers as the probability of providing
satisfactory QoCS to users [34]. These models are usually
used when there is no previous historical interaction with the
cloud service provider. They are also resilient to false repu-
tation attacks especially the logistic regression models that
are known to detect outlier values [35]. Bayesian inference is
widely used as it considers trust as a probability distribution
and is simple with strong statistical basis. However, the belief
discounting technique is resilient to false attacks [34].
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The fuzzy logic uses approximation for trust evaluation based
on ranges between 0 and 1 rather than binary sets. It is widely
used despite incurring some high implementation complexity
and low malicious behavior detection [36].

B. TRUST SCORE COMPUTATION AND

EVALUATION STRATEGIES

A variety of approaches were covered in the literature for
reputation evaluation. A simple way to evaluate reputation
scores is to calculate the difference between the number of
positive ratings and the number of negative ratings. This
easy-to-understand approach was used in eBay’s reputation
forum [37]; however, it can lead to ineffective results due to
the simplicity of the method. A more sophisticated approach,
used by many commercial websites such as Epinions and
Amazon, calculates the average of all the ratings. A similar
approach involves calculating a weighted average of all the
ratings where the weights are based on the rater’s credibil-
ity, age and distance between the new and existing ratings.
Weighted sum trust calculation was also used in [32]. Accord-
ing to [34], other types of computational reputation models
include Bayesian Systems [38], Regression Analysis [35],
Belief Models [39], [40], Fuzzy Models [23], [41], [42] and
Flow Models [43], [44]. However, not all of the aforemen-
tioned approaches are used for cloud provider trust evaluation
because of unsuitability or simply untried.

The different computation methods are also associated
with how the trust scores are scaled. The different scales for
trust that are represented in literature include binary, discrete,
nominal scale, and continuous values [45].

One problem with several trust score evaluation methods
is that they are based on sophisticated and time-consuming
mathematical models. This is unsuitable for a Big Data
environment with its own special characteristics (multi-Vs).
In addition, these time-consuming trust models, which are
either service-oriented or resource-oriented, exhibit certain
limitations. To the best of our knowledge, there is no compre-
hensive trust model that considers both service and resource
quality.

Previous trust models are non-dynamic nature and lack of
real-time adaptability, which make them unsuitable for Big
Data and the cloud environment. Some base their trust only
on reputation which can be misleading especially if the users
are untrustworthy or subjective. Other trust models have used
local trust and recommendation trust using weights that are
not necessarily dynamic and suitable to the user’s choice.

Trust score evaluation is related to the frequency of updat-
ing the trust score value. Studies in literature either undergo
trust evaluation periodically to refresh the trust score, or it is
done after a transaction, or even occurs upon request [34].
The periodic update is needed in cases of no existence of
events or transactions leading to obsolescence of the QoCS
information. A fade factor is used to determine how fresh
the historical logs are. Some strategies give higher weight to
newer records so that they reduce the emphases of the older
records [16].
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In this work, our trust model adopts the two selection
strategies: periodic and event-driven. Periodic strategy relies
on the cloud provider willingness to provide users with
up-to-date information about the cloud resources. However,
the event-driven strategy is executed upon receiving requests
from users. The two strategies might be implemented con-
currently to assure accuracy of data used to compute trust
scores.

We classify the trust score strategy in this work as single-
dimensional and multi-dimensional trust models. The single-
dimensional trust models use only single strategy to evaluate
the overall trust score such as considering service quality
only or resources quality only. On the contrary, the multi-
dimensional trust models combine more than one strategy
to evaluate the trust, which is more comprehensive because
it provides higher coverage of trust criteria. Examples of
multi-dimensional trust models are [27], [28], and [32].
Lin et al. [27] proposed a category based and context
aware reputation based trust model that integrates Vickrey-
Clark-Groves recommendation incentive scheme for defend-
ing against internal attacks and bad mouthing reputation.
The later does not provide an implementation and lacked a
detailed system framework design. However, Li et al. [28]
proposed a trust model for web service selection framework
to allow user QoS preferences in addition to false ratings
detection. Moreover, Nitti et al. [32] defined two models
for trustworthiness management in the Social Internet of
Things. Each node is responsible for calculating trust either
subjectively or objectively but still no framework is repre-
sented in this work. Unlike the aforementioned proposals,
our model use triple-strategy where cloud resources quality,
self-experience and reputation strategies are used altogether
to evaluate trust. In addition, the reputation assessments are
also based on the user preference with emphasis on Big Data
processing requirements.

In summary, most of the trust score evaluation in the related
work described above, is not necessarily based on the Quality
of Cloud Service (QoCS) attributes related to Big Data special
characteristics. In addition, they are not dynamic in nature and
lack the real-time adaptability. Furthermore, some of these
models are based solely on reputation which leads to a weak
trust assessment. However, our proposed selection model
uses multidimensional strategies that dynamically captures
Big Data characteristics and user quality preferences to assess
the trust.

Ill. MOTIVATING SCENARIO

An epileptic patient need to be continuously monitored to
detect seizures as soon as they occur to allow immediate inter-
vention. Monitoring process should not restrain the mobility
of patient both indoors or outdoors. Therefore, multi-channel
wireless sensors are placed on the patient’s scalp to record
EEG signals and send these to a smart phone that allows
a patient to move while being monitored. Since recorded
data in continuous from different channels, it can result
in a Big data (e.g. 128 EEG channels using a sensing

VOLUME 6, 2018

FIGURE 2. Epilepsy monitoring workflow.

frequency rate of 128 HZ generate around 1 GB of data
every one-hour monitoring). Nevertheless, smart phones still
lack full capabilities to handle Big Data. Hence, cloud com-
puting technologies can efficiently enable acquiring, pro-
cessing, analyzing, and visualization data generated form
monitoring. FIGURE 2 describes the epilepsy monitoring
workflow.

Brain sensors collect the EEG signals, then sensory data
are transferred to a smart phone or a back-end server where
they are processed, analyzed, visualized in order to serve
the seizure detection and/or prevention. The workflow is
composed of ten main tasks as follows:

Task 1. Data acquisition and transmission, it is the process
where the EEG data is acquired from the scalp by
sensor electrodes that measures electrical activity of
the brain and then transfer the signals to a computing
environment for preprocessing or to a temporary
storage.

Raw data storage, it is the process of storing the raw
EEG signals.

Data preprocessing, it is the process of conduct-
ing some data cleansing and filtering activities to
remove unwanted and noisy signals.

Test data quality, it consists of conducting assess-
ment activities of a set of data quality attributes
including data accuracy, completeness, consistency.
It is the process of storing the preprocessed data.
Feature Extraction, it applies feature extraction and
selection techniques to extract relevant features
from the EEG signal to support the analytics.

Data analysis where techniques are applied to the
EEG data in order to extract meaningful informa-
tion and insights that will support diagnosis and
decision-making.

In case a seizure is detected an alarm is triggered.
Visualization task generates graphical reports to be
viewed by different stakeholders

Upon diagnoses of a seizure event, the emergency
rescue task is triggered.

Task 2.

Task 3.

Task 4.

Task 5.
Task 6.

Task 7.

Task 8.
Task 9.

Task 10.

Big Data workflow aggregates different tasks that exhibit
certain requirements such as optimized execution time, and
efficient processing power. A workflow instance can be
executed by a cloud service provided by one or more
cloud providers [2]. Hence, the quality of a cloud workflow
instance is a complex combinatorial problem. Accordingly,
guaranteeing high quality workflow output from different
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quality dimension perspectives becomes very challenging.
Quality models were designed in the literature to compre-
hensively support the lifecycle of cloud workflow instances.
The main components of existing quality models in literature
are time, cost, and reliability [1]. These QoS models use
formal mathematical techniques to estimate overall QoS for a
workflow process by determining QoS for each task and tran-
sition belonging/included to a given workflow. The following
are some of the related QoS dimensions we used to evaluate
the overall quality of the workflow:

Time: is the total time needed by a workflow instance to
complete a Big Data job. Reducing the total execution time
for a set of tasks is the ultimate objective of the user.

Cost: is the cost incurred when a workflow instance is
executed. The cost is measured by the amount of money paid
for executing that job.

Reliability: is the probability that the tasks will perform
as per user expectation, it is measured based on success and
failure rates.

We model a workflow as a directed acyclic graph DAG
w = (T,R), where T is the set of N tasks {t{, 1, -, t,}
and R is a set of M transitions between two tasks #; and
so that # will not be executed unless #; is completed. Tasks
are represented using circles, and transitions are represented
using arrows. We define P as a set of S possible paths in the
workflow. Each path represents different sequence of tasks
that are performed from the start to the end of the workflow
instance and is represented by P = {p1, p2, - - - , ps} where p;
is asequence of tasks ¢ € T'. Tasks #; in a workflow Path p; can
follow a simple sequence, parallel sequence or/and contain
loops. The task can be of two main types: processing task
and storage task. Processing task is a task that performs a
computational operation on the input data, while storage task
is the task of storing the data. Every executed task t € T,
uses data with different sizes. In other words, a task can take
different time depending on the data size processed by this
task. Hence, each task is then represented in terms of task
type and data size dsz: t = (type, dsz).

The first quality dimension to model is time, the latter is
measured from the start to the end of the workflow and it
is the aggregation of the time of each task in each path P
sequence. Hence, the time of the workflow can be measured
as the maximum path time among the set of paths. The time
taken to execute an atomic task is a function of data size dsz
used by this task #; and the average time taken by ¢; to process
one byte of data.

Time (t;) = tAvg; x dsz
N
Time (wj) = max Time(t;
( .I) 0<j<s (Zi_l ( 1))
The second important quality dimension is the cost. The cost
of the workflow is measured by adding the cost of each task
executed along the workflow path. For data storage task,
again the cost is a function of data size and time needed for
storage. Hence, the cost is the amount of money paid to store
the data. Conversely, the processing task is the amount of
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money paid for executing that task.

n
Cost (ti)pmcessing = ZCPt,, vt € Tprocessing
i=1

n
Cost (ti)stomge = Z sy * dsz, Vt € Tsiorage
i=1
Cost(w) = Cost (1i) processing T COt (1i) si0rage

In this paper, we use Amazon services’ price as our reference:
$0.15 per Gigabyte per month for the storage resources.
$0.1 per CPU hour for the computation resources [48].

The third quality dimension is reliability, which is defined
as the probability that the task can be completed successfully.
Our proposed workflow model has been designed to cope
with the situation were tasks can be handled by different cloud
providers. However, in our trust model we only consider that
tasks of the workflow will be handled by one cloud provider.
The reliability of the workflow w is the product of the reli-
abilities of the cloud provider executing each task t € T.
It is the difference between the number of task requests and
the failed tasks divided by the total tasks requests.

n
Reliability (w) = [ | R(t;)
i=1

IV. MDTM ARCHITECTURE AND MAIN MODULES

The following sections describe the trust attributes and their
evaluation in detail as well as the key modules of our proposed
architecture.

A. TRUST ATTRIBUTES FOR QUALITY EVALUATION

Table 1 describes a mapping/relationship between Big Data
properties and cloud quality metrics. These quality attributes
are used to evaluate the degree of trustworthiness of the cloud
providers.

Several trust attributes contribute to the trust score eval-
uation. To select a cloud provider to process Big Data, we
should consider the ability of the cloud to process Big Data
with respect to key Big Data characteristics such as volume,
velocity and variety. Hence, it is essential to consider Big
Data quality attributes that are essential factors in selecting
a suitable cloud provider. We propose a mapping of some
key Big Data characteristics to their related cloud quality
attributes in Table 1. To incorporate the aforementioned
QoCS attributes, we categorized them into four classes: low,
medium, high and very high, with 1 being low and 4 being
very high. Table 1 presents the following attributes:

Volume: The size of the data to be processed determines
the class of this attribute.

Variety: This relates to the type of data to be processed.
Class 1 comprises structured data, class 2 comprises unstruc-
tured data, and class 3 comprises structured and unstructured
data types as a mix.

Velocity: This relates to the speed of the Big Data
application. Class 1 indicates an offline data application
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TABLE 1. Big data QoS attributes.

Big Data . ,
g Metric (cloud) Description
property
The size of the data to be pro-
Data size trend cessed determines the class of
Volume this attribute (1: low, 2:medium,
B:high, 4:very high)
Disk space |Available disk space in the cloud
[Total number of requests / (end
Throughput time — start time)
Response time  [Actual execution time
Velocity |Availability Number of received responses /
Inumber sent requests
Elelz?nugces ro_Available memory and pro-
nory, — p cessing power in the cloud
cessing power)
Task success ratio, the total num-
ber of task requests - the number
. . of illegal connections and the
Veracity - [Reliability number of denial of service inci-
dents / total number of task re-
quests
(Categorized into four classes ac-
Variety [Data type cording to data type (l: struc-
tured, 2: unstructured, 3: mixed)

and Class 4 indicates the streaming of high speed data.
Classes 2 and 3 represent intermediate speed levels.

The remaining QoCS attributes are measured according
to common cloud characteristics used in the literature [25],
[26], [49]. and behavior observed during interaction commu-
nications as follows:

Reliability: The task success ratio = the total number of
task requests - the number of illegal connections and the
number of denial of service incidents /total number of task
requests.

Response time: The actual execution time = the time spent
between sending a request and receiving the last byte of the
response, in milliseconds.

Availability: The ratio of the number of received responses
to the number of sent requests.

Throughput: The number of requests handled per sec-
ond = (total number of requests / end time — start time) x
1000, where end time = last request response time and start
time = first request start time.

Confidence: The degree of confidence in the response time
is used to consider the delays caused by external factors on
the client side. It is calculated as 1 —o (response time)/u
(response time), where o and p are the standard deviation
and mean of the response time, respectively.

B. USER SIDE MODULES
This section describes several modules that reside on the user
side and are operated and managed by a user with the ultimate
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goal of determining which cloud service provider fits his/her
QoCS preferences.

1) USER QoCS PREFERENCE MANAGEMENT

This module is responsible for managing the user’s prefer-
ences in terms of the QoCS attributes and values that are
required by the user and their acceptance levels. We devel-
oped a GUI to enable the user to input his/her specific require-
ments, which are collected and sent to the Trust module

2) TRUST MODULE

This is the core manager module responsible for collecting
data from the User QoS Preference management module,
analyzing the databases to evaluate the trust score for each
cloud and providing a cloud selection decision to the user
using the trust evaluation algorithm explained in Section 5.
This module produces a trust value for each cloud service
provider (CSP) and provides the user with the decision that
yields the highest trust score. In order to reach this deci-
sion, the module runs the proposed algorithms on: 1) the
Cloud_Spec database to generate a Cloud_Spec trust score
for each cloud, 2) the Local History database to generate a
direct reputation trust score for each CSP and 3) the Indi-
rectReputation database to calculate an indirect reputation
trust score for each CP. Subsequently, it applies the weights
provided by the user to determine a final trust score for each
CSP and finally selects the CSP with the highest trust score.

3) TRUST MONITORING MODULE

This module monitors communications with other clouds and
collects the cloud’s direct reputation information. A record
is logged for each communication transaction exchanged
between the user and the cloud provider. The log record
contains QoCS information that can help to evaluate a cloud’s
trust score. This information is stored in a local history
database called the Local History database. For each cloud,
the log information includes multiple transaction logs, each of
which contains the start time (invocation) of the transaction,
data size, response time, cost and distance between the user
and cloud and success status (success or fail).

4) LOCAL HISTORY DATABASE

This is the local history database containing the log infor-
mation for each transaction invoked by the user to each
cloud. It includes information about each cloud utilized by
the user; the QoCS attribute values for each service, the time
stamp of each task executed, information about the data being
exchanged and the distance of the user to the cloud.

5) CSP REPUTATION MODULE

This module is responsible for collecting the cloud’s reputa-
tion information from neighboring users, i.e., indirect repu-
tation information. It sends an information request message
to neighboring users in the community and handles the
reply messages received. The request message contains the
QoCS attributes to be evaluated and the preferred weight of
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each attribute. Each reply message contains a list of cloud
providers and their corresponding trust scores calculated by
the neighboring user according to the original QoCS user
preference information parsed from the request message. This
module also analyzes all the reply messages received and gen-
erates an average trust score for each cloud called the avgIndi-
rectScore (more details will be explained in Section 5). This
generated information is stored in the IndirectReputation
database and is eventually communicated to the Trust module
for the final trust evaluation.

6) CSP SPECIFICATION MODULE

This module is responsible for collecting the quality speci-
fications and characteristics of each cloud. It sends message
to all known CSPs requesting the specifications information
including but not limited to the cost information such as the
cost per second to use this resource, the cost to use memory
of this resource, the cost to use storage of this resource, the
cost per bandwidth, available memory, storage space and pro-
cessing power. Then, this module analyzes the reply messages
and stores all the parsed information into the Cloud_Spec
database.

7) KNOWLEDGE BASED MODULE

This module is responsible for analyzing the data in Local
History database and generating trust score for each CSP
called directCPscore, which is then communicated to the
Trust module for final trust evaluation.

C. CLOUD SERVICE PROVIDER MODULE

One module is needed on each cloud provider’s side to handle
resource information request messages. This module is called
the User Request Handler. 1t generates a reply message
containing resource information such as available memory
and CPU power. Reply message is received and handled on
the user’s side by the CSP Specification Module.

D. NEIGHBORS (COMMUNITY MEMBERS) MODULE
In the current study, we view reputation from a community
perspective, which we will detail in this section.

1) COMMUNITY MANAGEMENT

Part of our trust evaluation depends on the cloud service
provider’s (CSP’s) reputation within the community neigh-
borhood. Because we are requesting reputation information
from the user’s neighbors, we must establish a degree of
trust towards them. However, the neighbors require incen-
tives to provide reputation information; thus, we propose a
community management scheme to enforce this requirement.
Community is defined in the Oxford dictionary as ‘“‘the con-
dition of sharing or having certain attitudes and interests
in common”. From this perspective, the user’s community
members have used mutual services or interacted with the
same set of CSPs. In addition, they have a similar interest in
obtaining CSP reputation information from other community
members. Community management has been discussed in the
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literature in [49]-[51]. The community should be dynamic
and adapt to the nature of the cloud environment. In order
to protect the trust score against malicious reputation evalua-
tions, we employ the following rules of engagement:

A third party maintains a database of community mem-
bers’ information. To join the community, a user sends a
join request, which includes user authentication information,
to the third party agent. Upon acceptance, a new commu-
nity member is given an identification number and an initial
reputation score. Community members have the following
rights and responsibilities:

1) Provide honest information when requested to do so.

2) Other community members are responsible for pro-
viding CSP reputation information when requested to
do so.

3) If malicious reputation information is provided by
one of community members, a penalty is applied,
i.e., reducing the community member’s reputation
score. This type of behavior is detected if the reputation
score provided is considerably higher or lower than
the average reputation score of the majority of the
community members.

4) The reputation score is increased slightly each time a
member provides CSP reputation information to other
members.

5) It is difficult for a member to regain a favorable rep-
utation score caused by a false accusation. A false
accusation causes the reputation score to decrease dra-
matically, whereas any increase in the score is gradual
in nature.

6) Members with low reputation scores do not receive
reputation information from other members until they
raise their reputation scores.

Each community member has a module to handle user rep-
utation requests named User Request Handler. This module
receives request messages from the user, which contain the
QoCS attributes and their weights. Upon receiving a request
message, the module analyzes the information stored in the
local copy of the Local History database and generates a
trust score for each CSP, called the indirectCPscore, which
is then populated in a reply message that is sent back to the
requesting user, specifically, the CSP Reputation Module.
The Local History database consists of a local history log of
communication with CPs similar to the user side history log.

V. TRUST MODEL
In this section we present our formal trust model for pro-
cessing Big Data over a cloud platform. We formalize a Big
Data service evaluation using the cloud’s resource capabil-
ities, its reputation among neighboring users and personal
history of user experience. FIGURE 3 describes the proposed
architecture.

Initially, we measure the resource capabilities of each
cloud by collecting information from the cloud provider.
We then collect the personal service history QoCS records
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FIGURE 3. Multi-dimensional trust evaluation architecture.

followed by the provider’s reputation from other users’ his-
torical QoCS records. The following sub-section details the
three levels of our trust evaluation scheme.

A. CLOUD RESOURCE-BASED TRUST

The first stage of our trust evaluation scheme involves col-
lecting the current resource characteristics from the potential
cloud providers, i.e., memory, processing power, cost and the
distance of the user from the provider. In addition, the user
enters his/her personal preferences regarding the required
Quality of Service. A weight is then assigned to each QoCS
attribute according to the personal preference information.
Next, a partial score is calculated for each cloud provider.
We call this score the CPcharacteristics score. FIGURE 4
explains the algorithm for collecting cloud service provider

FIGURE 4. Resource quality-driven CSP trust score calculation algorithm.
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characteristics. The attributes used to calculate the trust for
these CSP characteristics include: Memory size, Processing
power, Cost, Response time, and Data center parameters
(price, processing speed, failure rate and bandwidth).

B. LOCAL SERVICE HISTORY-BASED TRUST

The second stage of our trust evaluation scheme involves
calculating the history-based trust score. First, the user saves
his/her service history records with each cloud provider in a
database. We then calculate the cloud service providers’ trust
scores for each Quality of Service attribute. This algorithm
is shown in FIGURE 5. The two factors that can affect the
history-based trust score are: 1) the number of times the user
has interacted with the cloud provider, and 2) the timeliness of
the service history records expressed in terms of how newly
they were recorded. The user experience factor is represented

FIGURE 5. Self-historical interaction based CSP trust scores algorithm.
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as a weighted score, the experience weight value, for each
CSP and is calculated as follows:

Ei,j — 1 _ e(—O.SXNi,j) (1)

where E;  is the experience of user i with the cloud service
provider CSP j, and N; ; is the number of history records the
user 7 has stored on cloud service provider j, which may be
outdated. Hence, we incorporate a time factor to calibrate
the final score of each cloud provider using the following
equation:

TFI _] — 1 _ 6(70'5)( l/Ati,j) (2)

TF;; is called the time fade factor with respect to user i
to CSP;, At is the difference between the current and last
interaction time between user i and CSP ;.

The details of how we calculate a score for each cloud
provider from their history of previous direct interactions
with the user is shown in FIGURE 5. This score aggregates
the scores of each QoCS attribute.

We calculate a final score using the user’s personal prefer-
ence weights for each QoCS attribute. We also assign higher
weights to recent records over older ones using a weighted
moving average algorithm.

The CSP score is then calculated for each CP, followed
by the final Max CPscore. We use the following equation to
calculate the directCPscore for each CP;:

directCPscore; = E; x TF; * CPscore; 3)

C. COMMUNITY-DRIVEN REPUTATION-BASED TRUST

The third stage of our trust evaluation scheme addresses
reputation-based trust. User trust has been extensively studied
by several researchers.

The user requests the CSP scores from all the neighbors
in the community according to: 1) the QoCS attributes cho-
sen by the user and 2) the service history of the neighbors.
To encourage users to provide rating information, incentives
should be provided to the neighbors [52], such as receiving
CSP reputation scores from the community to aid in their own
decision making.

The reputation request message issued by the user contains
a list of selected QoCS attributes and their user assigned
weights. Upon receiving a request from a user, the neigh-
boring users perform the following steps as detailed
in FIGURE 6:

1) Calculate the experience weight value for each

CSP (E))

2) Calculate the time fade weight value for each CSP (TF;)

3) Calculate the CSP score for each CSP using the simple
weighted Average (SWA) (CPscore;) using the weights
embedded in the request message.

4) Return a reputation reply message containing a list of
final CSP scores to the local user who originated the
reputation request message.

The local user receiving the reputation reply message parses
it to extract the scores for each CP, as shown in FIGURE 6.
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After all the replies have been received by the user, the
average score of each CSP among the n users who replied
can be calculated:

n
avglndirectScore = (Zizl CPscore,-) /n @)

D. FINAL TRUST SCORE CALCULATION

After collecting and compiling all the trust scores described
in the previous cycle, i.e., the CSP resource-based trust score,
the local history-based trust score and the reputation-based
trust score, a final trust score is calculated for each CSP,
and the max score becomes the selected CSP. The final
score is calculated using a SWA method with user-assigned
weights [53]. The SWA is used to compute the average of
a group of numbers with asymmetrical importance. Other
alternative is to calculate the weights according to existing
values of quality attributes. However, we use the SWA to
allow the user to enforce his quality preferences. There are
different The following equation depicts the calculation of the
final trust score:

FinalScore = ds * directScore + is * avgindirectscore
+ c¢s % CPcharacteristic (5)

where ds, is, and cs are weights given by the user, and

ds+is+ces=1 (6)

E. OVERALL TRUST SCORE FORMALIZATION
We formulate the trust score for each cloud provider as
a Multi-Attribute Decision Making (MADM) problem [54]
wherein the model is expressed as follows:

Step1: Model construction/initialization

CP = {cp;li=1,2,3,...n} @)

A={alj=12.3,...m} (8)

W = {w, wo, w3...w,,} )
X11 R ) |

X = : : (10)
Xtm -+ Xum

where cp1, cpa ... cp, are the possible n alternative cloud
service providers available to the user, ay, aa, .. ., an repre-
sent QoCS attributes (criteria) such as reliability, availability
and throughput. wj is the weight (significance) of the jth

FIGURE 6. Indirect trust score (reputation) algorithm performed by
neighbors.
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attribute and x;; is the performance rating of the i alterna-
tive (cp) with respect to the j attribute, which is calculated
using a model explained later in this section. In this model,
a higher score is assigned to the cloud provider with the
highest performance rating, which preferably maximizes the
jth attribute.

Step 2: Construct the normalized decision matrix. This
step is required to enable comparable attribute values with
different scale units, and we normalize these values on a scale
from O to 1. It is important to note that some attributes, such
as throughput, have preferably high values, whereas others,
such as cost, have preferably low values. Hence, to normalize
these attribute values easily and fairly, it is useful to nor-
malize them using Eq. 11 when a high value is preferred
(beneficial attribute) and Eq.12 when a low value is preferred
(non-beneficial attribute).

Tjj = Xij/xirjnax (row) (11
Orrjj = xg‘i“ /Xij (row) (12)

Step 3: Construct the weighted normalized decision matrix.
We need to assign different weights for each attribute to allow
preference towards quality attributes over other attributes.
The weights are assigned based on user preferences and the
nature of the Big Data workflow application. The values of
the weighted normalized decision matrix are calculated using
the following equation:

m
Vij = wj *rij,  S.t. izl wj =1 (13)

Step 4: Calculate the score of each alternative (cp).

m
scorej = Zj:] vij, 1=1,2,3,.,n (14)
Step 5: Select the best alternative (CP):
CPbestscore = max score; (15)
0<i<n

Here, the x;; in the matrix (10) are the CSP partial scores for
each attribute calculated from the history records. Following
the same model used in an MADM problem, these partial
scores are calculated following these steps:

Step 1: Model construction for calculating the xjj in the
above matrix (10):

Az{aj|j=1,2,3,...m} (16)

T={t,z=1,2,3,...nt} a7

WT = {wt;|z=1,2,3,...nt} (18)
yir o0 Yml

Y = : : (19)
Yint. - Ymnt

Where aj, ap ...am, are the m selected QoCS attributes,
t1, 1, ..., ty are the different times at which the attributes
were measured and nt is the number of time slots. We assume
that t, < f,4q, for all {z =1, 2, 3 ...nt}. Yj, are the
performance rating values of attribute j at time z.
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Step 2: Construct the normalized decision matrix as
explained previously. For simplicity, we only describe the
beneficial attribute:

Xjz = Yz /y}‘zlax (col) (20)

Step 3: Construct the weighted normalized decision matrix
wherein higher weight is given to relatively recent attribute
values and lower weight is given to older values. A higher
value of z gives a higher weight.

nt
VXj, = Wi, ¥ rXjg, Zz:l wt, = 1 21
Step 4: Calculate the score of each alternative (attribute).

nt
X = ZZZI VXiz, = 1,2,3, Lo, nt (22)

VI. EXPERIMENTS AND EVALUATION

In this section, we present both a formal evaluation and simu-
lation experiments as follows: 1) we conduct a formal evalu-
ation of our algorithm’s complexity, 2) we formally evaluate
the communication overhead generated from the execution
of our multi-dimensional reputation scheme and 3) we sim-
ulate the environment of cloud selection-based reputation
models and conduct various experiments to validate our trust
model.

A. THEORETICAL EVALUATION

1) ALGORITHM TIME COMPLEXITY EVALUATION

It is worthwhile to evaluate the time complexity of each of
our proposed algorithms as it measures the algorithmic effi-
ciency, which has an impact on execution time. To evaluate
algorithm 1 of FIGURE 4 the execution time depends on
the parameter N, the number of CSPs, and parameter K, the
number of QoCS attributes. Therefore, the time complexity is
on the order of O (N.K). Though, algorithm 2 of FIGURE 5
depends on the number of CSPs (), the number of
QoCS attributes (K) and the number of time slot records
stored (L). Accordingly, the time complexity of this algo-
rithm is on the order of O (N.K.L) because there is no
relationship between N, L and K. Moreover, in algorithm 3 in
FIGURE 6, the time complexity depends solely on the num-
ber of requests R received by neighboring users in the com-
munity; thus, the time complexity is on the order of O (R).
Again, for algorithm 4 in FIGURE 7, the time complexity
depends on the number of neighbors who replied to the
requests, the maximum number of community members (M)
and the number of CSPs (N). Hence, the time complexity is
on the order of O (N.M). In overall, all proposed algorithms
exhibit a high efficiency and low execution time, which will
not affect the performance of our Multi-dimension trust-
based Cloud selection approach.

2) COMMUNICATION OVERHEAD EVALUATION

We evaluate the communication overhead for each evaluation
strategy as the number of messages exchanged for the purpose
of trust evaluation.
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FIGURE 7. Indirect trust score (reputation) algorithm performed by user.

Our comprehensive trust model requires messages to be
exchanged between both 1) the customer and cloud providers
and 2) the customer and neighboring users in the community.
Using this strategy, we have 2 partial trust score evaluations
requiring message exchanges. For the cloud resource-based
trust score evaluation, the client must send a QoCS infor-
mation request message to each cloud provider and receive
a response message that includes the requested information.
For the reputation-based trust score evaluation, a request mes-
sage is sent to the neighboring users, and a response message
is sent back carrying the required trust score values for each
CSP. The total number of messages can be calculated using
the following formula:

total number Msgs = 2 x nCSPs + 2 * nNeighbors (23)

Evaluating the size of each message is performed following
the below calculations:

First, for the cloud resource-based trust evaluation, the
communication is expressed by the amount of data being
transmitted between the CSP Specification module and the
set of cloud providers. We measure the total size of the
exchanged messages using the following formulas:

sizeReqMsg = nQoSAttr x sizeQosAttrName (24)

The size of an attribute name is one byte (assuming that
the maximum number of QoCS attributes is 2 to the power
of 8, or 265 attributes).

sizeRspMsg = nQoSAttr * (sizeQosAttrName
+ sizeQosAttrPerformanceVal)  (25)

The size of an attribute value is 4 bytes, which is a double
number.

sizeAllIMsgs = nCSPs * (sizeReqgMsg + sizeRspMsg)  (26)

FIGURE 8 depicts the communication overhead gener-
ated in Kbytes per number of QoCS properties used in the
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trust evaluation. Second, for reputation-based trust evalua-
tion, we evaluate the communication overhead by calculating
the amount of data exchanged between the customer and
neighboring users in the community, i.e., between the CSP
reputation module hosted at the customer side and each CSP
reputation module hosted at each neighbor. The following
formulas express this strategy:

sizeReqgMsg = nQoSAttr x (sizeQosAttrName

+ sizeAttrWeight 27)

sizeRspMsg = nCSPs * trustScorePerCSP (28)
sizeAllIMsgs = nNeighbrs * (sizeReqMsg + sizeRspMsg)

(29

FIGURE 8, shows that communication overhead is pro-
portional to both the number of neighboring users in the
community and the number of selected QoCS attributes. With
20 cloud providers, 100 active community members and
15 selected QoCS attributes, the calculated overall commu-
nication overhead was nearly negligible (15 Kbytes). This
proves that our trust model is lightweight because it does not
incur a heavy load in providing cloud providers trust scores
prior to the selection of the best CSP and guarantees optimal
adherence to QoCS user requirements; thus, does not affect
the performance of the overall solution.

FIGURE 8. Overall communication overhead.

B. EXPERIMENTS

In this section, we describe the experimentations we have
conducted to evaluate our proposed trust model architecture.
We explain experimental setup, and then we describe the
simulator system including all modules. Then we explain the
scenarios of our experiments along with results interpreta-
tions. Finally, we provide a discussion of our results.

1) ENVIRONMENTAL SETUP
We considered the following default simulation parameters:
o Number of clouds: 1 to 50 clouds
o Number of nodes within each cloud: 1 to 100 nodes.
o QoCS specification file: budget, availability, Big Data
application type, file size and priority level.
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Big Data Application QoS Requirements

Budget:
Application type: | Offline - |
File Size:
Data Type: | Structurea B
Priority Level

Size L

Speed L]

Cost <>

Submit

FIGURE 9. User interface for the collection of big data QoS requirements.

« Cloud properties: proximity, average node performance
and unit storage price.

o Node properties: available resources, memory, disk
space, processing power, round trip delay (RT) and
bandwidth.

o QoCS attributes: data size, distance, cost, response time,
availability and confidence.

o Number of community members: 3 to 100 neighbors.

« Reputation database: 20 timely history records for each
CSP local to each community member.

o A computer desktop with Intel CoreTM i7-3770K
CPU @ 3.40GHz with Turbo Boast, 32GB of DDR3
RAM, 1TB hard drive, and 64-bit operating system.

2) SIMULATOR SYSTEM DESCRIPTION AND MODULES
We developed a simulator in Java to test our proposed
trust model. Our simulator implemented all four of the trust

evaluation algorithms described in Section 4. We also devel-
oped a web-based application to help develop and design the
workflow proposed earlier by collecting QoCS preferences
from the client. It is also used for generating the weight
values required for the overall trust score calculation shown
in FIGURE 9.

The following evaluation is intended to prove the appli-
cability of our proposed trust model for processing Big
Data over competing clouds by: 1) evaluating whether the
Big Data application QoS is significantly considered when
selecting the appropriate cloud from the existing clouds,
2) showing the effect of each strategy that our compre-
hensive weighted trust score (CWTS ) evaluation depends
on while varying the weight of each strategy and moni-
toring the selection results, 3) evaluating whether our trust
model is able to detect malicious trust ratings and react
accordingly, 4) evaluating the effect of deleting one of
the strategies that compose our trust evaluation model and
5) evaluating the scalability of our model towards supporting
a large number of selection requests. Before we detail the
evaluation scheme, we first describe our simulation imple-
mentation and component structure, our set of scenarios and
the results that were obtained from executing the experiments.
FIGURE 10 describes the main components of our simula-
tion, including the client user interface, QoS Manager, cloud
selection manager and cloud providers, as well as neighbor
components (e.g., other users). In these experiments, we used
CloudSim, which provides a generalized and extensible sim-
ulation framework to generate data to populate the cloud
reputation databases, including direct and indirect reputation
information. We also used the cloud characteristics data of
CloudSim to populate the cloud spec database.

FIGURE 10. Simulation system components.
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Each component can be described as follows:

e CSP Reputation Manager: Implemented according to
the description in the architecture section. It is respon-
sible for collecting the clouds’ reputation information
from neighboring users.

e Clouds database: The database that keeps track of the
candidate cloud service providers.

o Community Members database: The database that
keeps track of the neighbors; i.e. each community
member.

e Cloud Provider module: This component simulates
a cloud provider. It uses static log files collected
by multiple runs of CloudSim, each with different
cloud configurations and multiple users. We collect the
log information to populate our databases. CloudSim
provides a generalized and extensible simulation
framework that enables modeling, simulation and
experimentation with emerging cloud computing
infrastructures and application services, allowing its
users to focus on specific system design issues without
handling the low-level details related to cloud-based
infrastructures and services [55].

e Neighbor Component: Simulates a neighboring user
that uses the log generated by CloudSim runs to popu-
late the Local History database. Each neighbor object is
responsible for responding to reputation requests from
other neighboring users by analyzing its own Local
History database.

e [Indirect Reputation database, Direct Reputation (Local
History) databaseand Cloud Spec database: Databases
containing the QoCS information explained earlier in
the architecture section.

3) SCENARIOS AND INTERPRETATION OF RESULTS

We built a simulator in Java and implemented the trust evalu-
ation algorithm described in Sections 4 and 5. We developed
a web application to collect QoCS preferences from the client
and generate the QoCS specification file used by the devel-
oped algorithms.

We generated a series of client ad-hoc queries on Big
Data sets that requires different QoCS properties, values
and prominence. The client provides this QoCS information,
including the weights of each QoCS attribute, via the appli-
cation interface.

We evaluated whether the cloud selection manager module
performed the appropriate selection of clouds that satisfy
the client QoCS requirements. We also evaluated our com-
prehensive weighted trust score (CWTS) evaluation algo-
rithm against three other single-strategy algorithms. The first
algorithm generates a trust score based on physical cloud
characteristics and qualifications in terms of capacity, mem-
ory and processing power (Cloud_Spec). The second algo-
rithm generates a trust score based on the calculated direct
reputation, which consists of the logs of the past interac-
tions between the Big Data application client and the cloud
provider (Direct_Rep).
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The third algorithm generates a trust score based on cal-
culated indirect reputation, which is the average trust score
generated by the neighboring users in the community.

The neighbors collect reputation information during their
communications with the cloud provider (Indirect_Rep).
We first ran the CWTS algorithm giving equal weight to
all three of the aforementioned strategies. We then ran
the CWTS algorithm giving 100% weight values to the
Cloud_Spec, Direct_Rep and Indirect_Rep strategies over the
others, respectively. We also considered the FIFO strategy in
some of our experiments. In the FIFO strategy, the first avail-
able cloud in the clouds database is selected. We compared
the performance of each cloud’s response time and cost values
using each selection strategy. In the remaining part of this
section, we describe each scenario in greater detail.

Scenario 1: We evaluated the CWTS algorithm against
three other single-strategy trust score evaluation algorithms.
We ran our simulation using the CWTS algorithm with equal
weight values for each of the three strategies, and ran each
strategy separately, as explained in the previous section.
We measured the total data processing cost and response
time of the selected cloud using each algorithm. We first ran
this test using data populated by our simulation framework,
followed by CloudSim-generated data. The results are shown
in FIGURE 11 by two graphs indicating that the CWTS
algorithm yields an average time response and cost compared
with the other algorithms, which is due to using equivalent
weights for each algorithm for evaluating the trust score of
the CWTS.

Scenario 2: We changed the weight assigned to each strat-
egy for trust score evaluation using the CWTS algorithm

FIGURE 11. Response time and cost of the CWTS vs. other strategies.
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FIGURE 12. Behavior of CWTS under various assigned weight values for each strategy.

and compared the resulting trust score values with those
calculated via the Cloud_Spec, Direct_Rep, Indirect_Rep and
FIFO strategies. FIGURE 12 shows the trust score of all cloud
providers for each selection strategy. In this graph, we notice
a trend in the CWTS algorithm; it adapts to the changes in
behaves similarly to the strategy with the highest assigned
weight. weights assigned to each strategy, and the CWTS
graph line. In addition, the FIFO algorithm graph line tends to
decrease because it does not consider reputation, cloud char-
acteristics or quality attributes. It assigns the highest weight
to the first available cloud provider followed by gradually
decreasing weights for the remaining cloud providers.

Scenario 3: We evaluated the performance of our CWTS
algorithm in the presence of malicious or false reputation
information from neighboring users. We measured the trust
score of the selected cloud using the CWTS, Cloud_Spec,
Direct_Rep and Indirect_Rep algorithms against the percent-
age of false ratings.

In FIGURE 13, the trust score value for the Indirect_Rep
strategy decreases dramatically as the percentage of false rat-
ings increases, which proves that depending solely on indirect
reputation is unconstructive for selecting a suitable cloud.
It also shows that the trust score generated by the CWTS
algorithm is resistant to false ratings as it is not significantly
affected by increases in the number of false ratings. We also
used the CWTS algorithm with different weight values for
each strategy, giving more weight to indirect reputation,
specifically; however, FIGURE 13 shows that the overall trust
score of the CWTS was not affected by an increase in the
false rating percentage, even when the indirect reputation
strategy was given greater importance. Here, the weights
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are 60%, 20% and 20% for the Indirect_Rep, Direct_Rep
and Cloud_Spec strategies, respectively. On another note,
the graph lines in FIGURE 13 are based on pre-normalized
trust scores; however, the CWTS score is normalized.

Scenario 4: We simulated a new user trying to choose a
suitable CSP and assumed that he/she had no prior experience
with any of the cloud service providers (the direct reputation
database contained no data). This user relied mainly on the
indirect reputation database populated by reputation informa-
tion from neighbors in the community as well as the cloud
specification database populated by information collected
from the existing clouds registered with the community.
FIGURE 14 shows that the response time and cost of querying
the selected cloud were satisfactory anunaffected by the lack
of direct reputation. In addition, trust scores could not have
been generated for any of the cloud providers if the user had
relied solely on direct reputation.

FIGURE 13. CWTS response to false ratings.
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FIGURE 14. Behavior of CWTS with no user previous experience with the
cloud provider.

FIGURE 15. Cost measurements with an increasing number of cloud
providers.

Scenario 5: We changed the number of clouds and
tested whether our CWTS algorithm had better per-
formance using a greater number of cloud providers.
FIGURE 15 and FIGURE 16 show that our CWTS algo-
rithm led to improved response times with an in increase
in the number of clouds, i.e., increased options. In addition,
the figure shows that lower cost is associated with an increase
in the number of clouds. In this scenario, we populated our
databases with randomly generated data from our simulator
rather than CloudSim-generated data.

Scenario 6: We changed the weight value for a single
QoCS attribute and tested the effect on the selection of the
CWTS algorithm and the remaining strategies. We chose the
response time as our test QoCS attribute. In this scenario,
we used a random data generator to populate our databases.
FIGURE 17 shows that response time decreased as its weight
value increased. This can be explained by the fact that the
response time was made relatively more important; thus,
response time was favored over the other QoCS attributes
during cloud selection.

C. OVERALL DISCUSSION AND FUTURE WORK

In this section, we discuss and evaluate our overall experi-
mental results and suggest future plans to extend our sim-
ulations. Based on experimental and formal evaluations,
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FIGURE 16. Response time measurements with an increasing number of
cloud providers.

FIGURE 17. Behavior of the CWTS algorithm with various QoCS attribute
weight values.

in addition to the overhead evaluation described in the pre-
vious sections, we found that our trust model is sufficiently
comprehensive and exhibits the following characteristics:

o It scales very well with increasingly high numbers of
cloud providers, users, neighbors and QoCS properties.

o It balances the trust ratings of different stakeholders
(cloud providers, customers and community members),
objectively resulting in an accurate trust evaluation.

« Itreacts efficiently to false ratings provided by malicious
neighbors.

o It considers the user’s QoCS requirements and Big
Data characteristics when evaluating the trust of cloud
providers.

« It regulates and control user behavior within a commu-
nity of users wherein a set of rules, obligations, and
penalties are enforced. This guarantees the accuracy of
the ratings that contribute to the trust calculation.

o It exhibits negligible communication overhead during
trust evaluation.

o It provides an application to accurately and easily
retrieve the client’s QoCS requirements and Big Data
quality properties prior to trust evaluation.
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VIi. CONCLUSION AND FURTHER DISCUSSION

Over the past few years, Big Data has attracted the attention
of both academia and industry. Business organizations using
Big Data to get timely meaningful information definitely
increase their chances of acquiring more customers, improv-
ing their operations, decreasing their costs and eventually
enabling greater profits. Yet, Big Data processing is still
a challenging and time consuming task that requires size-
able computational resources. Cloud computing addresses
these challenges by offering resources upon request with
costs that are relative to actual usage. Moreover, it allows
infrastructure scalability according to dynamically changing
demand.

Big Data processing, storage and distribution on the cloud
remain enormously challenging issues. For example, it is
extremely difficult to consolidate the contradictory qual-
ity requirements of Big Data client applications and cloud
providers. On one hand, selecting the most suitable cloud
to handle Big Data applications is an open issue that has
not been thoroughly addressed in the literature. Different
users have various levels of required and expected QoCS
performance. On the other hand, cloud providers may pro-
vide inaccurate resource information for marketing purposes.
To solve this issue, we based our suggested proposals on
community reputation measurements.

In this paper, we have proposed a comprehensive and
multi-dimensional trust evaluation model to address these
challenges and guarantee proven QoCS. Our solution uses
a weighted average of three cloud selection strategies: cur-
rent cloud characteristics, reputation and supported historical
communications. Additionally, our trust model supports mul-
tiple crucial functional and nonfunctional requirements that
guarantee reliable trust evaluation.

We have also implemented a complete architecture that
calculates trust scores for given cloud providers and generates
arecommendation of the cloud provider with the highest trust
score.

‘We have conducted a series of experiments, and the results
prove that our trust evaluation algorithms scale well with the
number of requests with varying QoCS preferences.

We have also proven that our trust model appropriately
handles malicious trust scores from neighbors. The com-
munication overhead of our solution was found to exhibit
a small overhead. We have evaluated our CWTS algo-
rithm against other strategies, and the results have con-
vincingly shown that our CWTS algorithm selects the
cloud that best matches the customer’s QoCS priority
requirements.

As future work we are planning to extend our CSP selection
approach to combine both monitoring and prediction tech-
niques to continuously update the CSP ranking for efficient
selection. To handle the CSP selection problem among a very
large number of cloud providers, we intend to partition and
distribute largescale selection matrices generated by selection
algorithms on a MapReduce platform, this will save effi-
ciently time and resources.
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