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ABSTRACT To solve the problem of large errors in extraction and the difficulty in classifying crack
images in health monitoring of civil engineering structures, a new classification algorithm of concrete crack
extraction based on machine vision is proposed in this paper. First, the gray difference between the image
and the background is expanded by an adaptive nonlinear grayscale transformation. The improved OTSU
threshold segmentation is used to extract the cracks, and the fracture points in the extracted results are
connected by combining the extension direction of the fracture skeleton line and the gray feature of the
crack edge to obtain the complete crack image. At the same time, the number of bifurcation points of the
fracture skeleton line is calculated, a gray projection histogram of X axis and Y axis is obtained. Then,
the classification characteristics of the cracks, such as the peak ratio of the gray histogram, the distribution
ratio of the projection interval, and the mean square deviation ratio of the gray histogram are calculated. The
obtained features are used as input to train a support vector machine classifier, which is then used to perform
crack classification. The results of a simulation show that the proposed algorithm can extract crack images
completely and precisely and can quickly and accurately classify the various types of cracks; thus, it has a
good detection ability.

INDEX TERMS Crack image, nonlinear grayscale transformation, gray projection, mean square error,

support vector machine.

I. INTRODUCTION

Scientific and technological advances have resulted in the
development and construction of a series of new civil engi-
neering structures such as port wharfs, cross-sea bridges and
undersea tunnels [1] that greatly facilitate people’s daily lives.
However, most civil engineering structures in harsh natural
environment are prone to corrosion and damage from natural
factors such as seawater, wind, ice and fog [2]. Therefore,
conducting structural health monitoring for these structures
is highly important. Cracks are the most direct and most
common manifestation of civil engineering structure damage;
thus, the key to structural health monitoring of civil engi-
neering structures is to achieve effective methods for mon-
itoring and treating cracks [3]. Using artificial and traditional
methods to monitor cracks is not only time consuming and
labor intensive but also makes achieving the desired accuracy
difficult [4]. Instead, adopting video surveillance to monitor
ocean engineering structures, in combination with machine
vision algorithms to process the video images and extract

the key geometric information of the crack is both a more
accurate and more practical approach.

To effectively extract and classify crack images, scholars
have conducted extensive research. Long et al. [5] proposed
a crack extraction algorithm using gray level correction and
adaptive minimum error threshold segmentation that could
effectively extract cracks but could not classify or evalu-
ate them. Han et al. [6] determined the edges of the cracks
and calculated their geometric parameters according to the
gray differences between the crack and the background.
They used an interactive genetic algorithm to correct the
parameters that affect the width of the crack. This algorithm
achieved high accuracy but required intensive calculations
and had difficulties processing areas in which the cracks
and background gray values were similar. Oh et al. [7] pro-
posed an algorithm based on the BP neural network. Dur-
ing crack extraction of, a nonlinear classification algorithm
was used to classify and test the cracks. This approach also
required large amounts of calculation amount and there were
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certain requirements for crack selection. Amitrano et al. [8]
created a method that combined the skeleton line and chain
code information to define and describe the characteris-
tics of cracks, which achieved a relatively high detection
accuracy. Zhao et al. [9] obtained the mechanical equidis-
tant horizontal line on the image on the parametric surface
and detected cracks based on the changes of the horizontal
force line. This algorithm was based on a simple principle
and was not easily affected by external environmental con-
ditions such as stains. However, it required large amounts
of calculation and was unable to obtain ideal results for
small cracks. Tedeschi and Benedetto [10] used OPENCV
library in embedded mobile applications to develop an auto-
matic crack detection system that could detect and provide
early warnings for pavement cracks in real time through the
mobile network; however, this approach could distinguish
only among three main types of cracks and was unable to
achieve ideal results for other types of cracks. Cho et al. [11]
and Zhao et al. [12] performed a detailed analysis of the
influence of external conditions such as illumination, shoot-
ing distance and image definition on crack identification
and proposed a plan for improvement. Li ef al. [13] set up a
high-precision image acquisition system and combined the
Canny edge detection algorithm and support vector machine
to achieve crack identification detection. This algorithm
had a good ability to extract cracks with obvious contours,
but had difficulty with fine cracks, Wang et al. [14] used a
multiscale linear filtering approach based on the Hessian
matrix to enhance the crack area and then determined the
threshold interval according to the maximum entropy of the
image histogram to obtain the crack binarization segmenta-
tion result. This method achieved a complete and accurate
segmentation result, but was based on a relatively com-
plex principle and required large amounts of computation.
Peng and Zou [15] used an ant colony algorithm to extract
and identify crack images, which achieved ideal results for
noisy crack images. Wang and Qi [16] first extracted crack
characteristics and then used a support vector machine (SVM)
classifier to distinguish the crack images. This approach was
both highly accurate and achieved real-time performance.
Merazimeksen et al. [17] was the first to use the character-
istics of crack directivity to distinguish linear and reticulate
cracks. They further divided the types of cracks based on den-
sity distribution differences. This approach achieved better
classification results, but required high-quality crack images
and complex calculations.

Due to the unique geographical conditions and com-
plex structures of civil engineering structures, the existing
algorithms have difficulties obtaining ideal results when
extracting and identifying structural surface cracks. In this
study, the adaptive nonlinear grayscale transformation and the
OTSU threshold segmentation algorithm to divide the cracks;
then, it extracts the number of bifurcation points in the crack
skeleton line, the X- and Y-direction peak ratios of a gray pro-
jection histogram, the interval ratio of crack distribution, the
mean square deviation ratio of gray projection histogram and
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FIGURE 1. Flow chart of the algorithm.

other crack characteristics. Finally, the classification model
uses an SVM algorithm whose optimal kernel parameters
are selected by cross validation. The extracted classification
features are used as the input, and the model outputs the crack
category. This approach is better at extracting and classifying
crack images. The steps of Algorithm just as figure 1 shows.

The remaining parts of this paper are as follows: section II
introduces the crack segmentation and extraction method
on the basis of the gray image features. Section III mainly
explains the principles and various characteristics of fracture
classification. In section IV, this paper carries out the crack
classification experiment by the support vector machine clas-
sifier and finds the results of the experiment. Section V is a
summary of this paper.

Il. CRACK CONTOUR EXTRACTION BASED ON IMAGE
GRAYSCALE TRANSFORMATION

A. IMAGE NONLINEAR GRAYSCALE TRANSFORMATION
Crack images often have small color saturation, low contrast
and complex backgrounds [18], which makes it difficult to
achieve ideal results using traditional threshold segmentation
algorithms. In a crack image, the crack, which is a fracture
in the ocean engineering structure, is the part with the lowest
gray value in the whole image, and the gray values of images
with other backgrounds are higher than those of a crack
image. Therefore, the nonlinear grayscale transformation is
used in this paper to pretreat a crack image in combination
with the features of that crack image.

Assuming that the grayscale range of pixels f in the orig-
inal image is [a, b] and that the grayscale range of pixel g
after grayscale transformation is [a’ b ], the relation between
grayscale f and grayscale g is as follows:

a 0<f<a
a—b
g=ld+ o —a) asf<b O
v b <f < fmax

In Formula (1), after the linear transformation, the pixels in
the original image with a grayscale value less than a will be
assigned to @', and the pixels greater than b will be assigned to
b'. Finally, the grayscale values of pixels between a and b will
be projected to the interval between a and b; when b’ — a’ >
b — a, this linear change causes the grayscale values of pixels
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FIGURE 2. Nonlinear grayscale transformation diagram.

in the interval [a, b] in the original image to become greater,
as shown in Fig. 2.

Fig. 2 shows a nonlinear grayscale transformation diagram
when the power value ¢ is set to different values. The top
dotted line represents the grayscale transformation relation
when 7 is less than 1. The middle solid line is the grayscale
linear transformation relation when ¢ is equal to 1, and the
lower dotted line represents the grayscale transformation
relation when ¢ is greater than 1. To achieve crack image
segmentation, we first need to enlarge the grayscale value
between the crack and the background pixels: because the
crack is in the lowest part of the grayscale value in the image,
the purpose of the grayscale transformation is to stretch the
grayscale value in that region; therefore, we should choose a
grayscale transformation curve where the power value ¢ is less
than 1. After determining the grayscale transformation rela-
tion, to achieve high-accuracy automatic detection, we need
to confirm the transformation interval and the function power
value 7.

In different images, the ratio of cracks to backgrounds is
not the same. Therefore, adopting a fixed threshold for a and
b makes it difficult to achieve ideal results in all images [19].
This paper addresses this problem. By analyzing a large num-
ber of crack images, we found that the proportion of cracks
in images ranges from approximately 2% to 5%: only in a
small fraction of crack images does this proportion exceed
5%, and the proportions of other pixels with background
grayscale values similar to cracks in crack images ranges
from is approximately 5% to 20%, Therefore, we chose the
adaptive thresholds a and b to perform the linear grayscale
transformation by considering this characteristic of crack
images. We set a and b to 0 and 255, respectively, where a
represents the upper limit of the grayscale value of the crack
region. Therefore, we select the grayscale values of 5% of
the pixels with the minimum grayscale values. Here, b repre-
sents the lower limit of the grayscale values of pixels whose
grayscale values are similar to those in the crack region.
Therefore, the grayscale values of pixels whose grayscale
values comprise 20% of the image are selected. As shown
in Formula (2) and Formula (3):

ad=0

2
b’ =255 @
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FIGURE 3. Gray histograms of different cracks. Gray histogram of cracks
with simple background. (b) Gray histogram of cracks with complex
background.
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After determining the transformation interval, we define
the size of the power value ¢ in the nonlinear transformation
function because the crack is in the part of the image with the
lowest grayscale values, and the grayscale values of similar
background points are relatively low; consequently, we pri-
marily want to conduct the gray stretch transformation for
the pixels with lower grayscale values. Areas with grayscale
values that are much higher than those of the cracks require
far less processing. As shown in Fig. 2, when the power value
t is less than 1, the stretch effect of the grayscale transfor-
mation function on the low grayscale value pixels is much
higher than the stretch effect on the high grayscale value
pixels: the lower the grayscale value is, the more obvious
the stretch effect is. Therefore, using this grayscale transfor-
mation function quickly separates the crack-containing area
from the background area. The gray characteristics of the
image are combined to adaptively select the function power.

We select two crack images, obtain the gray histograms
for them, and mark the ranges of the adaptive grayscale
transformation areas as shown in Fig. 3.

Two gray histograms of crack images with different back-
ground complexities are shown in Fig. 3, where [a, b] repre-
sents the pixel interval of the grayscale transformation, and
¢ represents the mean grayscale value in the interval [a, b].
In these two gray histograms, the gray distribution of the
region in Fig. 3 (a) is more uniform, there are fewer pixels
whose grayscale values are similar to those of the crack, and
the mean grayscale value c is close to the high threshold
b. In addition, the grayscale transformation interval [a, b] is
wide. Therefore, a larger function power ¢ can be used to
process this image, and the original feature information of the
image can be preserved better. In contrast, Fig. 3 (b) shows a
peak near the crack area, which indicates that a large number
of background pixels are similar to the crack pixels in terms of
their grayscale values. In Fig. 3 (b), the mean value c is closer
to the low threshold a, and the grayscale transformation inter-
val is relatively narrow. Therefore, a smaller function power
t must be used to process it—to widen the gray difference
between the crack and the background. Therefore, we define
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(a) (b)

FIGURE 4. Comparison of grayscale transformation effects. (a) Results
obtained from linear grayscale transformation. (b) Results obtained from
nonlinear grayscale transformation.

the power value ¢ of the nonlinear grayscale transformation
function as follows:

el 1 b
c=ea) pi=5)r0 (€

b—a 2c 2¢ (b —a)
r= ( 255 ) “atb)  255@+b)
From these formulae it can be seen that the narrower
the transformation interval [a, b] is, the smaller the mean
grayscale value c is, the smaller the function power ¢ is,
the greater the gray change in the low grayscale value
region is, and the greater the gray difference is between
the crack area and the background area after transformation.
The grayscale value of the crack pixels are preserved in the
transformation, while the grayscale values of pixels similar to
the crack are stretched, enabling us to process the crack better.
A comparison between linear and nonlinear transformation
approaches is shown in Fig. 4.

&)

B. IMPROVED OTSU THRESHOLD SEGMENTATION
ALGORITHM

After the grayscale transformation of the crack image,
the crack can be extracted effectively. In this case, the charac-
teristics of the crack image are combined, and the improved
OTSU is used to address it.

The OTSU algorithm [20], which uses a maximum
between-class variance method, can use the gray features of
an image to divide it into two categories: background and
target, thus allowing crack segmentation and extraction. In a
grayscale image with a size of M * N, assuming that it has L
different grayscale levels and the number of pixels in the i
gray level is n;, the following relationship exists for the entire
image:

MN =no+ny+n3+ng---+np_q. (6)

In the image, the gray level of the pixels varies from O to
L — 1. We first select a level H to divide the gray level
into two classes, C1 and C;, where Cj consists of the pixels
with grayscale values from O to H, and C; consists of the
pixels with grayscale values from H to L-1. The probabilities
at which an image pixel will be assigned to C; or Cy are
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obtained using the following formula:

1
PrCy=——— > 1 ™
fpec
Py(C2) = 1= Pi(CY). @®)

The mean gray values of the pixels in parts C; and C; are
represented by m and my, respectively:

h h
o] .
my (h) = ; iPi/C) = 5= igza )
-1 1 [—1
my (h) = Z iP(i/Cy) = —— iP;.  (10)
i=h+1 P2 (h) i=ht1

Based on the above formula, the calculation method for the
between-class variance can be written as follows:

0B = p1 () [m1 () — mg]” + P2 (h) [ma () — mg]*
= Pi (h) P2 (h) [m1 (h) — may (W
 [mPr () —m )]
T PLW 1 —pi (W]

m (h) means the grayscale superposition value of a pixel
from O to H and mg means the mean grayscale value across
the entire image.

In the OTSU algorithm, the threshold with the maximum
between-class variance is the threshold that will have the
best results when segmenting the image background and
edges. Using this threshold to process the image obtains the
image after segmentation [21]. The classical OTSU algorithm
achieves good results in most cases, but in areas where the
grayscale value of image changes greatly (such as those
with crack edges, etc.), the classical OTSU threshold may
cause some errors and fracture phenomena. In this regard,
the threshold selection for the OTSU algorithm is improved
based on the characteristics, skeleton line and gray mean
square error of crack images; the steps are as follows.

1) First, the classical OTSU algorithm is used to detect
the image and obtain the global threshold 77. The
calculation is shown in Formula 11.

2) Next, a7 x 7 window is used to traverse the image, and
the gray mean square deviation D is calculated for the
pixels inside each template position.

3) When the global threshold 77 is greater than the gray
mean square variance D1, T will be used as the seg-
mentation threshold. When the global threshold T is
less than the gray mean square variance D, the max-
imum between-class variance of the pixels in the tem-
plate is recalculated to obtain the template threshold
T,.Thresholds 77 and 7> are used to process their
respective regions to obtain the threshold segmentation
results.

4) The segmentation results is properly expanded, cor-
roded and smoothed to obtain The skeleton line of the
crack

(11)
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FIGURE 5. Comparison of the detection results of OTSU algorithms before
and after improvement. (a) Original crack diagram. (b) nonlinear
grayscale transformation. (c) Detection image of the classical OTSU
algorithm. (d) Detection image of the improved OTSU algorithm.

(e) Single-pixel crack skeleton. (f) Connected crack image.

5) At the fracture point P of the crack, a search is per-
formed along the direction of the skeleton line, and
cracks are connected along the skeleton line direction
when crack blocks no more than five pixels away from
point P are found.

6) A crack boundary point is a point where the grayscale
value is mutated more than that of non-crack pixels.
Therefore, when we connect, we should select the
boundary using this feature and fill in the pixels in the
middle of the crack. Finally, we obtain the crack image
after the filling process is complete.

To verify the effectiveness of the improved threshold seg-
mentation algorithm in this paper, a transverse crack image
is selected and processed. The result in Fig. 5 shows that—
compared with the classical algorithm—the edge of the crack
image obtained by the improved algorithm segmentation is
clearer and more integrated, the errors resulting from the
extraction of background pixels are also greatly reduced.

Ill. RESEARCH ON CLASSIFICATION TECHNOLOGY FOR
CONCRETE CRACKS

The concrete structures of civil engineering, under influences
from their harsh external environments, easily acquire a vari-
ety of cracks on their surfaces. Some of these are linear
cracks, such as transverse and vertical cracks, and they may
be reflective cracks or new cracks. The damage different
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FIGURE 6. Skeleton lines of different types of cracks. (a)Original diagram
of a linear crack. (b) Skeleton line of the linear crack. (c)Original diagram
of a reticulate crack. (d) Skeleton line of the reticulate crack.

types of cracks cause to structures also differs. In this section,
we first distinguish linear cracks from reticulate cracks using
the bifurcation point of the skeleton line and then make a
specific distinction between different types of linear cracks
based on a projection of the crack pixels and the variance in
the projection.

A. CRACK CLASSIFICATION OF BIFURCATION POINTS
BASED ON CRACK SKELETON LINE

The skeleton line of a crack is a single-pixel line obtained
by the morphological crack operation. The skeleton line
preserves a large number of geometric crack characteris-
tics [22], [23]. For example, the direction and trend of the
skeleton line accurately reflect the direction and trend of a
crack, and its morphological information is almost identical
to that of the crack, as shown in Fig. 6.

As shown in Fig.6, the skeleton line of a linear crack is a
straight line that follows the same direction as the crack, while
the skeleton line of a reticulate crack is also a reticular line
featuring the same bifurcation in the same directions. There-
fore, we can distinguish between linear cracks and nonlinear
cracks based on the existence of a bifurcation in the crack
skeleton line. The basic steps are as follows.

1) For a crack image, we first use the improved thresh-
old segmentation algorithm based on the image gray
characteristics as discussed in the previous section to
segment the crack image.

2) Then, we use the morphological operation and the large
sphere method to get the skeleton lines from the seg-
mented images.

3) We set the blank matrix A (i, j) and f (i, j) to the same
size as the crack image and set the areas in the matrix
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that have the same location as the crack to 1 and the
rest to 0. A left-to-right traversal method is used to
traverse the cracks and count the number of its adjacent
points. When the number of adjacent points is 2, it is the
common crack point. When there are 3 or more, it is a
bifurcation point, the number of bifurcation points is 7,
and the location of the bifurcation point is marked as

f@p.

> Y AGH=3 fhp=1
xe(i—1,i+1) ye(—1,j+1) (12)

Z Z AG,)<2 fGj)=0

xe(i—1,i+1) ye(i—1,j+1)

4) By counting the number of points with a value of 1 in
the matrix A (i, j), the total length [ of the crack can be
obtained, and the length / (i, j) of each bifurcation can
be obtained by counting the number of points with the
value of 1 after each bifurcation point f (i, j).

5) We can distinguish the type of crack by the number
of bifurcation points and the bifurcation length. Con-
sidering the inherent characteristics of a crack, we can
ignore small burrs and do not consider them for bifur-
cation. We set a length threshold N for a bifurcation;
when a bifurcation length is below N, we consider the
bifurcation to be invalid and the bifurcation point is also
considered invalid, as shown in Formula 13:

:”l.”.) =N SN =0 (13)
LG)=N fGj)=1

6) Finally, after obtaining all the non-zero bifurcation
points combined with the sum of the effective bifur-
cation points, we can distinguish the linearity of cracks
as shown in the following formula:

K= > fG.Jj (14)
(i.j)e(m,n)
K>1 n.onlinear (15)
K =0 linear

Based on Formula 15, when the sum of the effective bifur-
cation points is greater than 1, we can consider the crack
to be a reticulate crack, and when the sum of the effective
bifurcation points is zero, we consider the crack to be a linear
crack.

B. LINEAR CRACK CLASSIFICATION BASED ON GRAY
PROJECTION AND MEAN SQUARE ERROR

After differentiating the linearity of the crack, we need to
further distinguish the linear crack. Linear cracks are most
common form and—based on their direction—can be divided
into three types: transverse, vertical and inclined cracks,
as shown in Fig. 7.

To distinguish effectively linear cracks, we first analyze
the crack images. Transverse cracks have pixels mainly dis-
tributed along a row or a few rows, while other areas contain
relatively few crack pixels. For vertical cracks, the pixels

45056

@ - ()

© ()

FIGURE 7. Classification of crack images. (a) Transverse crack. (b) Vertical
crack. (c) Inclined crack. (d) Inclined crack.

are mainly concentrated in a column or a few columns, and
crack pixels in other regions are sparse. For inclined cracks,
the pixels are relatively evenly distributed among the rows
and columns across a wide range. Therefore, we combine the
distinct characteristics of the different directions of the linear
crack distribution area and distinguish them based on a gray
projection.

For a binarized crack image with a size of M x N, gray
projection is carried out in the x-axis and y-axis directions
to obtain a gray histogram of the projection as shown in
Formulas 16 and 17:

M

VIl = Crack (ij) j=1.23---N  (16)
i=1
N

HIil =Y Crack (i), i=1,2,3---M  (I7)
j=1

where H [i] is the horizontal projection histogram obtained
from the projection of the image to the y-axis, and V [j] is the
vertical projection histogram obtained from the projection of
the image to the x-axis. To explain and demonstrate the gray
projection results in different directions, we selected crack
images in three different directions for simulation processing,
and the results are compared and explained. The transverse
crack simulation results are shown in Fig. 8.

Fig. 8 shows the result of gray projection for a transverse
crack to the x- and y-axes. As shown, for a transverse crack
image, the projection histogram to the y-axis will have a large
peak. The projection to the x-axis, that is, the histogram of the
vertical projection image has smaller crests and the projec-
tion distribution is relatively uniform. To further analyze and
explain the crack projection algorithm, we select a vertical
crack image from a concrete structure for processing. The
results are shown in Fig. 9.

VOLUME 6, 2018



S. Liang et al.: Extraction and Classification Algorithm for Concrete Cracks Based on Machine Vision

IEEE Access

(C)]

0 50 100 150 200 250 300 350 400 x 0 S0 100 150 200 250 30 350 400

(c) (d)

y

FIGURE 8. Gray projection of transverse cracks. (a) Original diagram of
transverse crack. (b) Threshold segmentation results. (c) Projection
histogram to the x-axis. (d) Projection histogram to the y-axis.

(c) (d)

FIGURE 9. Gray projection of vertical cracks. (a) Original diagram of
vertical crack. (b) Threshold segmentation results. (c) Projection
histogram to the x-axis. (d) Projection histogram to the y-axis.

As shown in Fig. 9, for a vertical crack image, the pro-
jection gray histogram to the y-axis will have smaller crests
and an even distribution, while the vertical projection gray
histogram to the x-axis will have a large peak. The projection
distribution is also concentrated. Finally, using an inclined
crack image for processing is shown in Fig. 10.

As shown in Fig. 10, the projection gray histograms of an
inclined crack to both the x- and y-axes have moderate crests
and the projection distribution is uniform. Therefore, we can
make a preliminary distinction between fracture types based
on the histograms of projection from a crack image to the
coordinate axes.
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FIGURE 10. Gray projection of inclined cracks. (a) Original diagram of
inclined crack. (b) Threshold segmentation results. (c) Projection
histogram to the x-axis. (d) Projection histogram to the y-axis.

To further distinguish linear crack types, we further process
and analyze the projection histogram of the crack image.
First, the distribution range Ax and Ay of the projection
histogram on the x-axis and the y-axis is obtained. When the
image is a transverse crack, the distribution range Ax of the
projection histogram on the x-axis will be far less than the dis-
tribution range Ay on the y-axis. Conversely, when the crack
is vertical, the distribution range Ay on the y-axis will be
much smaller than the distribution range Ax on the x-axis.
Finally, the histogram distribution range of an inclined crack
image will basically be similar on both pixel axes. Second,
we obtain the mean square error for the projection histogram
of the crack, set the variance in the horizontal direction to oy
and the variance in the vertical direction to o,. A transverse
crack image will have a horizontal variance far greater than
its vertical variance, and a vertical crack image will have a
vertical variance far greater than its horizontal variance. For
an inclined crack image, the variance in both the horizontal
and vertical directions will be similar. Therefore, using these
characteristics of crack gray projection histograms, we pro-
pose a new automatic differentiation method for linear cracks.

1) A linear crack image is first extracted by the thresh-
old segmentation algorithm; then, binarization is con-
ducted to obtain the binarized crack image.

2) The projection transformations on the x- and y-axes
are conducted on the binarized crack images, and the
projection gray histograms on the x- and y-axes are
obtained. The peak values Vinax and Hmax of the x- and
y-axis histograms are obtained, respectively. Finally,
the distribution ranges of Ax and Ay values of the
projection histograms on the x-axis and the y-axis are
calculated as shown in Formula 18:

AX = Xmax — Xmin

(18)
AY = Ymax — Ymin

45057



IEEE Access

S. Liang et al.: Extraction and Classification Algorithm for Concrete Cracks Based on Machine Vision

3) The ratios of the peak values and the distribution ranges
of the projection histograms in the axes of the crack
coordinates are calculated to obtain the peak ratio of
K and the distribution range S of the crack projection
histograms, as shown in the following formula:

K = @ (19)
Hmax
Ay
= . 20
Ax 20)

4) The ratio of the mean square error between the projec-
tion gray histogram of crack image and that of the x-
and y-axes is calculated as shown in Formulas 21-23:

1 N
oy = NZ(V [i] — w)? 1)
\ i=1
1 M
on= | Z (H [i] — p)? (22)
N !
=" (23)
oy

5) The high and low thresholds of the peak ratio of the
gray projection histogram of the cracks are assigned to
ay and as, respectively. The high and low thresholds of
the distribution range ratio of the histogram on the two
axes are assigned to by and by, respectively. The high
and low thresholds of the histogram mean square error
ratio are assigned to ¢j and ¢, respectively. By com-
paring these three parameters, the linear crack type is
distinguished as shown in Formula 24:

1 0<K<a 0=<S8S<b 0=<T<c
f=32 Kza, S=2b, T>c 24
3  others

In Formula 24, when the f value of the type function of the
crack is 1, the crack direction is transverse; when the f value
of the type function of the crack is 2, the crack direction is
vertical, when the f value of the type function of the crack
is 3, the crack direction is inclined.

To further verify and explain the proposed method and for-
mula, we selected 20 transverse, 20 vertical and 20 inclined
cracks to obtain the peak ratio K of the projection histogram,
the distribution range S, and the mean square error, as shown
in Fig. 11.

As shown in Fig. 11, compared with other types of cracks,
the peak ratio K, the distribution range S, and the mean square
error ratio of the projection histogram of transverse cracks are
the smallest. The peak ratio, the distribution range ratio, and
the mean square error ratio of the projection histogram of ver-
tical cracks are the largest, and for inclined cracks, the ratio
values are between the other two. In addition, the ratios of
different types of cracks are very different; therefore, we can
distinguish linear crack types quickly and accurately based on
the ratios of the parameters of the crack projection histogram.
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FIGURE 11. Comparison of the parameters of the projection histograms
of different types of cracks. (a) Peak ratio of crack projection histogram.
(b) Distribution range ratio of crack projection histogram. (c) Mean
square error ratio of crack projection histogram.

To distinguish the crack types quickly and accurately, we built
an SVM classifier based on the various properties of gray
crack projection histograms.

IV. SVM CLASSIFIER

A. SVM PRINCIPLES

The SVM is a supervised learning method that has been
widely applied to statistical classifications, regression anal-
ysis and so on [24]. The main idea of the SVM is to establish
a decision surface through continuous training and maxi-
mizing the distance between the samples to be classified.
Therefore, the classification problem can be converted to one
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of obtaining maxima and minima to make the classification
process more accurate.

In SVM algorithms, the two most important parameters are
the kernel function g and the penalty factor c. Adopting an
appropriate penalty factor ¢ can solve the problem of over-
fitting that SVMs are subject to when there are few discrete
points. The kernel function reflects the degree of correlation
between the support vectors. Therefore, to construct a good
SVM classifier, we first used a grid search cross-validation
method to optimize the parameters ¢ and g.

B. SVM PARAMETER OPTIMIZATION

1) CROSS VALIDATION

The main purpose of cross validation is to eliminate the
deviations caused by random sampling during training [25].
The basic idea is to divide the original samples into two parts:
a training set and a test set according to certain rules. First,
the training set is used for model training, then, the test set is
used to verify the accuracy of the classification model. The
commonly used cross-validation methods include repeated
random sampling, K-fold cross-validation, and so on. The
K-fold cross validation method has high computing efficiency
and good accuracy, thus it is widely used. Its basic principle is
to divide the original sample into K groups, using one group
of samples as the test set and all the other K-1 groups of
samples as training sets. Cycling the training sets causes each
group to be a test set once. In this way, a total of K models
is obtained. Using the mean value of the accuracy rate of
the K model test sets as the performance index, the SVM
parameter that yields the highest model accuracy is used
as the optimization parameter. This approach can greatly
improve the stability and generalization ability of the model.
During cross-validation process, model accuracy is usually
assessed by the minimum mean square error (MMSE). The
optimization is carried out in the parameter space, and the
parameter that yields the minimum mean square error is
selected. The mean square error is:

K
1 —
Smise = - 21 i =¥ (25)
=
Where y; is the actual value and y; is the estimated value of
the cross-validation model.

2) GRID SEARCH

Grid search is an exhaustive method in which the competition
space is divided into several parts to calculate and traverse
each grid node in the competition space to obtain the optimal
solution [26], [27]. Each node participates in the compari-
son, which makes the selected parameter the global optimal
solution and avoids calculation errors caused by artificial
specification.

In the SVM algorithm used in this paper, we need to
optimize the kernel function g and the penalty factor c. We use
the grid method to divide their respective value regions into M
and N parts, forming an M x N grid plane. The MMSE from

VOLUME 6, 2018

the estimation model using each parameter combination can
be calculated by cross validation. After each node of the grid
has been traversed, the parameter combination resulting in the
minimum MMSE is selected—that is, the optimal parameter.
The specific steps are as follows.

1) Select the parameter initialization range. In this paper,
the range of a = [—5, 5], that of b = [—5, 5] and the
step size is 0.5. The values for the grid parameter are
c=2%and g =2°.

2) Divide the sample. The training data are divided into
K subsets. In this paper, K is set to 5. For each set
of parameters (c, g) in the grid, a random subset is
selected as a test set. The remaining 4 subsets are used
as the training sets. Finally, the training set training
model is used to predict the test set, and the mean
square error values of the test results under this set of
parameters are calculated.

3) Obtain the prediction error value. After each of the
5 subsets have been used as a test set, the mean SysE
(the error of the mean square error of the 5 sets of
predicted results) is taken as the prediction error of the
complete set of parameters.

4) Obtain the optimal parameter combination. Change the
parameter combination (c, g) and repeat steps 2 and 3,
calculating the mean S5 of the mean square error
of the grid model under each parameter combination.
Finally, select the combination parameter (c, g) that
corresponds to the minimum §yusg as the optimal
parameter combination.

C. SIMULATION AND RESULT ANALYSIS

After selecting and optimizing the parameters, we can build
an image classifier based on the trained SVM. In this paper,
the SVM type we selected is C-SVC and its kernel function
is the RBF kernel [28]. Four characteristics, including the
number of bifurcation points of crack skeleton line, are taken
as the input sample. The output is the crack type. The training
setincluded 50 images featuring all three crack types. The test
set includes 10 images of each type. The classification results
are shown in Fig. 12.

Fig. 12(a) shows a contour map for the SVC parameter
using classification characteristics such as the crack skeleton
line as input, and Fig. 12(b) shows a 3D view of the SVC
parameter. Figures 12(a) and 12 (b) show that the penalty
factor ¢ obtained by cross validation and grid search is 16,
the kernel function g is 32, and the accuracy rate of cross
testing is 99.5%. Fig. 12(c) shows that during the course of
training, all the crack images can be accurately classified.
Thus, the classification accuracy rate of the training set is
100%. As shown in 12 (d), the classification accuracy rate
of the test set remains at 100% after using ten images of all
crack types for testing. From these results, it can be seen
that the selected classification characteristics, including the
number of bifurcation points of skeleton lines, can be used to
distinguish the different types of crack images effectively and
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FIGURE 12. Results of crack image classifications. (a) SVC parameter
selection contour map. (b) SVC parameter selection 3D view.
(c) Comparison of training results. (d) Comparison of test results.

that using these characteristics as input to an SVM classifier
achieves ideal results.

V. CONCLUSION

In this paper, problems in national defense engineering
structure monitoring—including the large errors that occur
during crack image extraction and the related crack classifi-
cation problem are studied, and a new classification algorithm
for concrete crack extraction based on machine vision is
proposed. First, the grayscale difference between a crack
image and the image background is expanded using the adap-
tive nonlinear grayscale transformation. An improved OTSU
threshold segmentation method is used to extract the cracks,
and crack fractures in the extraction results are connected by
using the extension direction of the crack skeleton line and
the gray features of the crack edge to obtain the complete
crack image. Second, crack classification characteristics are
extracted such as the number of bifurcation points in the
fracture skeleton line, the peak ratio of the gray histogram
in the x- and y-axis directions, the projection interval ratios
of cracks in the x- and y-axes, the mean square error ratio
of the crack gray histogram along the x- and y-axes, and so
forth. Finally, the extracted classification characteristics are
used as input to train an SVM classifier. Finally, the trained
SVM is used to classify crack types. The reported simulation
results show that the proposed algorithm can not only extract
crack images completely and precisely but also distinguishes
and identifies crack types quickly and accurately, resulting in
good detection ability.
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