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ABSTRACT The intermittency of distributed generation and the fluctuation of load will derive uncertainties
to the decentralized droop-controlled islanded microgrids (IMGs) operation. In order to describe and analyse
the probabilistic characteristics of the operating state of an IMG, this paper proposes an analytical method
based on cumulants to solve the probabilistic load flow (PLF) for decentralized droop-controlled IMGs,
considering the correlation of input variables. Nataf transform is used to deal with the correlation, and the
PLF is solved using the cumulant method and the Gram-Charlier series expansion. On this basis, a multi-
objective coordinated planning model of active-reactive power resources is presented, considering the annual
comprehensive cost and operating risk simultaneously. The Pareto optimal solution set is found using non-
dominated sorting genetic algorithm-II to provide a set of alternative planning schemes. The proposed PLF
based on cumulant method is compared with Monte Carlo simulation to verify its accuracy and efficiency.
Besides, the simulation results also demonstrate that the proposed coordinated planning model of active-
reactive power resources can coordinate the security and economy of the IMG operation.

INDEX TERMS Multi-objective planning, decentralized droop-controlled islanded microgrid, cumulant,
probabilistic load flow.

NOMENCLATURE

CONSTANTS
d Discount rate
n Number of buses
T use
sys System annual operating hours
Tcon Continuous operating hours in the maximum

Charge/discharge power of ESS

SETS
�B Set of bus indices
�L Set of branch indices

VARIABLES
PCi, QCi Active and reactive power generated by

the DGs that generate constant power at
bus i

PDi, QDi Active and reactive power generated by
droop-controlled units at bus i

PLi, QLi Active and reactive power of load at bus
i

1f , 1 δ , 1U Corrections of frequency, bus voltage
angles and magnitudes

J Jacobian matrix
KDfi, KDUi Frequency droop gain and bus voltage

droop gain
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Ui, Uj Voltage magnitude of bus i and bus j
Gij, Bij Real part and imaginary part of node

admittance matrix
δij Voltage phase angle difference of bus i

and bus j
PrMTG_i,
PrWTG_i,
PrPVG_i,
E r
ESS_i,
Qr
DS_i Installation capacity of MTG, WTG,

PVG, ESS, DSTATCOM at bus i
PMTG_i,
PWTG_i,
PPVG_i,
PESS_i,
QDS_i Active power ofMTG,WTG, PVG, ESS

and the reactive power of DSTATCOM
at bus i

QMTG_i,
QWTG_i,
QPVG_i Reactive power of MTG, WTG, PVG at

bus i

PARAMETERS
cIMTG_i,
cIWTG_i,
cIPVG_i,
cIESS_i,
cIDS_i Fixed investment cost per unit capacity of

MTG, WTG, PVG, ESS, DSTATCOM at bus
i

yMTG,
yWTG,
yPVG,
yESS,
yDS Economic life of MTG, WTG, PVG, ESS,

and DSTATCOM
cOMMTG_i,
cOMWTG_i,
cOMPVG_i Operation and maintenance cost per unit gen-

erated energy of MTG, WTG and PVG at bus
i

cOMESS_i,
cOMDS_i Operation and maintenance cost per unit

capacity of ESS and DSTATCOM at bus i
cFMTG_i Fuel cost per unit generated energy of MTG
cLoss Price of loss
RUi Probability of over-limit voltage at bus i,
RSl Probability of over-limit power transmitted

on branch l
RF Probability of over-limit frequency
fmax,
fmin The maximum and minimum allowable

frequency

Uimax,
Uimin The maximum and minimum allowable

voltage at bus i
γU ,
γS ,
γF The confidence of voltage, branch power

and frequency

ABBREVIATIONS
DG Distributed generation
MGs Microgrids
IMGs Islanded microgrids
NSGA-II Non-dominated sorting genetic algorithm-II
LF Load flow
PLF Probabilistic load flow
PLFCM Probabilistic load flow based on cumulant

method
MCS Monte Carlo simulation
ESSs Energy storage systems
PVG Photovoltaic generation
WTG Wind turbine generation
MTG Micro gas turbine generation
PDF Probability distribution function
CDF Cumulative distribution function
NR Newton Raphson

I. INTRODUCTION
Due to the extensive DG integration, the operation and plan-
ning of distribution system become more and more challeng-
ing [1]. The microgrids (MGs), which are composed of DG,
distributed energy storage systems (ESSs) and flexible load,
provide an important technical means for the comprehen-
sive utilization of DG [2]–[4]. According to whether they
are connected to the main network, MGs can be classified
into grid-connected MGs and IMGs. As IMGs do not have
slack bus and are lack of support from the main network,
their operating characteristic is different from that of dis-
tribution systems or grid-connected MGs. Two operating
schemes have been proposed for IMGs operation, which are
centralized control schemes and decentralized droop control
schemes [5], [6]. Centralized control schemes require a
MG central controller to manage and control the IMG [7],
and has a strong dependence on the performance of the
MG central controller and communication infrastructure,
which are found to be both costly and unreliable [5]. Unlike
centralized control schemes, decentralized droop control
schemes require only local measurements to achieve appro-
priate sharing of the load demand among the different active-
reactive power resources in the IMG and to control the voltage
and frequency [5], [8], [9]. This in turn makes IMG operation
independent of centralized communication and the droop-
controlled units are easy to plug and play [5]. In view of
the advantage of decentralized droop control schemes men-
tioned above, this paper mainly focuses on decentralized
droop-controlled IMGs (here, decentralized droop-controlled
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IMGs refers to the IMGs that use the decentralized droop
control as the operating scheme [5]).

Load flow (LF) calculation is the foundation of the plan-
ning and operation of IMGs [10]. However, the intermit-
tency of photovoltaic generation (PVG) and wind turbine
generation (WTG), as well as the fluctuation of load, make
it difficult to fully evaluate the operating state of the IMG
by single scenario LF. To solve this, PLF evaluation is an
important approach to investigate the characteristics under an
uncertain environment on account of the probability distribu-
tion information of each output variable that can be obtained.

Three types of methods are generally used for
PLF calculation, which are MCS [11], [12], point estimate
method [13], [14] and cumulant method [15], [16].
MCS relies on a large sampling scale; nonetheless there
are some methods that can improve the efficiency of sam-
pling such as Latin hypercube sampling [11]. MCS is
applied in [12] for PLF calculation in a decentralized droop-
controlled IMG. Considering LF calculation of IMG is com-
plex and with a slow convergence speed, PLF calculation for
IMG based on MCS is unpractical for online application,
as MCS may result in huge computational burden [17].
The disadvantages of point estimate method are that: first,
point estimate method cannot provide the probability distri-
bution function (PDF) of the output variables [18]; second,
it becomes less accurate as the correlation of input variables
increases [19]. In [20] and [21], the uncertainties of DG and
load are taken into account, and point estimation method [20]
and cumulant method [21] are introduced to calculate the PLF
for evaluating the operating state of a grid-connected MG.
However, in a grid-connected MG, the point of common
coupling where the MG is connected to the main network
is treated as a slack bus; thus, its PLF model is similar
to that of a distribution system. For decentralized droop-
controlled IMGs, their PLF model is much different from
that of distribution systems or grid-connected MGs. Thus,
the conventional methods for PLF are not suitable for them.
Cumulant method has high computational efficiency because
it only needs to perform the LF calculation once at the oper-
ating point [22]. It seems that PLFCM is particularly suitable
to be embedded in intelligent optimization algorithms to
solve the chance constraint optimization model due to its
low computational burden.Moreover, its accuracy couldmeet
the requirement of engineering application. However, for
decentralized droop-controlled IMGs, no research work has
been reported on using cumulant method for PLF.

The active-reactive power resource planning of an IMG is
different from that of a grid-connected MG or an active
distribution network. An IMG has higher requirements
in matching generation and load and regulating active
and reactive power. Moreover, the operating schemes of
the IMG directly influence the power outputs of active-
reactive power resources, which inevitably affects their plan-
ning result. For the decentralized droop-controlled IMG,
the active power resources mainly include DG and ESSs.
Considering the operating requirement of reactive power

dynamic adjustment and the need of droop control,
DSTATCOM [23], [24] is generally selected as the reactive
power resource. Active-reactive power resource planning
generally includes choosing the installation position, deter-
mining the installation capacity, or location and sizing.

There is little literature on IMG planning, and most of the
research focuses on the planning of active power resources.
In [25], a tri-level expansion planning framework is presented
for an IMG and the uncertainties of load forecasting are
considered. Meanwhile, Latin hypercube sampling is used
to generate the load demand scenarios. In [26], a model for
MG planning with uncertain physical and financial informa-
tion is presented, in which robust optimization approach is
adopted to consider the errors of load forecast and varying
renewable generation. The uncertainties of DG power output
and the fluctuation of load in [27] are classified into 4 sea-
sonal scenarios, and a DG sizing method in MG considering
economy and reliability is proposed. In [28], an optimal
planning model for IMG is presented based on its possible
operating scenarios and the reliability evaluation models,
with the objective of minimizing the present values of the
costs, and with the constraints of system operation and reli-
ability. In [29], PV power is classified into several scenarios
according to different weather conditions, and a methodology
for the optimal allocation and economic analysis of ESS in
MG based on net present value is presented.

The research works presented above are based on scenarios
generated by sampling, which to some extent can reflect the
uncertainties of DG and load. However, for an IMG, there
are many units such as PVG, WTG, ESS, micro gas turbine
generation (MTG) and DSTATCOM, thus its planning is a
multi-variable, strong correlation process. As a result, using
scenarios generated by sampling for IMG planning may face
the following challenges. On one hand, it is difficult to use
several typical scenarios to fully reflect the operating state of
the MG. On the other hand, it causes unbearable computa-
tional burden if many scenarios are used. In addition, from
the viewpoint of risk control, the methods for IMG planning
mentioned above are mainly concerned with power balance,
whereas the operating risk caused by over-limit of voltage and
frequency is not considered. Moreover, the operating charac-
teristics of decentralized droop control are not considered for
IMG planning either.

The major contributions of this paper are summarized as
follows. In order to fully evaluate and analyse the operating
state of a decentralized droop-controlled IMG in an uncer-
tainty environment, PLFCM is proposed, and the correla-
tion among DG power outputs is considered. Furthermore,
a multi-objective coordinated planning model of active-
reactive power resources in a decentralized droop-controlled
IMG is proposed to control the annual comprehensive cost
and the operating risk. Meanwhile, the proposed PLFCM is
embedded in NSGA-II to solve the multi-objective planning
model.

The rest of the paper is organized as follows: PLFCM
for decentralized droop-controlled IMGs is proposed
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in Section II. Multi-objective coordinated planning model of
active-reactive power resources based on two aspects of bene-
fits and risks conditions is presented in Section III. Simulation
studies are given in Section IV. Conclusions are outlined
in Section V.

II. PLF FOR DECENTRALIZED DROOP-CONTROLLED IMGS
A. MODELLING OF LF FOR DECENTRALIZED
DROOP-CONTROLLED IMGs
The bus types in IMG LF calculation can be classified into
PQ bus, PV bus and droop bus [5], 1[0]. The conventional
droop control method is based on the power flow theory
in an alternating current system. The theory states that if
impedances between sources are highly inductive, the active
power is predominantly controlled by the frequency, whereas
the reactive power is predominantly controlled by the volt-
age magnitude [30]. Since most of the active-reactive power
resources in an IMG have a power inverter interface followed
by a filter with the large inductor, it is justified to assume the
output impedance of the active-reactive power resources to be
inductive [10], [30]. The power equation of an arbitrary bus
can be uniformly expressed as{

1Pi = PCi + PDi − PLi − Pi
1Qi = QCi + QDi − QLi − Qi

(1)

where PCi and QCi respectively represent the active and
reactive power generated by the DGs that generate constant
power at bus i, such as PVG and WTG that adopt MPPT
control mode; PDi and QDi respectively represent the active
and reactive power generated by droop-controlled units at
bus i, such as MTG, ESS and DSTATCOM; PLi and QLi
respectively represent the active and reactive power of load
at bus i; Pi and Qi respectively represent the injected active
and reactive power at bus i;1Pi and1Qi are the mismatches
of injected active and reactive power at bus i, respectively.
In addition, other control methods, such as virtual inertia

based control and virtual synchronousmachine based control,
can also be implemented for decentralized droop-controlled
IMGs. In terms of steady-state operation, when the units that
adopt virtual inertia based control or virtual synchronous
machine based control participate in frequency regulation,
their operating characteristic is similar to that of the units
adopting droop control [31], [32]. Hence the bus where the
units adopting virtual inertia based control or virtual syn-
chronous machine based control are connected can also be
treated as droop bus for LF calculation.

The expression of PDi, QDi, PLi, QLi, Pi, Qi can be found
in formulae (1), (2), (7), (8), (11), (12) of [33] respectively.

For the nonlinear equations shown in (1), the mismatch
equations can be formulated as[

1P
1Q

]
= J ·

 1f
1δ

1U

 = [E H N
F M L

]
·

 1f
1δ

1U

 (2)

where1P and1Q are the mismatch vectors of injected active
and reactive power respectively; 1f , 1δ and 1U are the

corrections of frequency, bus voltage angles and magnitudes;
J is the Jacobian matrix, in which partition matrices are
defined as

E =
∂1P
∂f

H =
∂1P
∂δ

N =
∂1P
∂U

F =
∂1Q
∂f

M =
∂1Q
∂δ

L =
∂1Q
∂U

(3)

The expressions of partition matrices are detailed in
Appendix A.

Traditionally the nonlinear equations of the LF problem are
solved using the Newton Raphson (NR) method. However,
it faces several challenges when applied to IMGs, because
there is no slack bus [5]. For example, the NR method may
fail to get a solution even if it starts from a flat initial
guess, because the region of the LF solution of IMGs is too
narrow [5]. Besides, the NR method usually fails to solve
the nonlinear equations of LF due to the singularity of the
Jacobian matrix, which is caused by the fact that the region of
the LF solution of IMGs is so narrow that the operating point
of stability is close to the boundary of collapse. To tackle
these demerits, in this paper, the Newton trust-region method,
which is proposed in [5] and [6], is used to solve the nonlinear
equations. The specific implementation process is shown
in [6], and the flowchart can be found in [6, Fig. 6].

B. PLFCM FOR DECENTRALIZED DROOP-CONTROLLED
IMGs
1) MODELING OF UNCERTAINTIES
Themost widely adoptedmethod to describe the uncertainties
of WTG and PVG power output are to assume that wind
speed follows the Weibull distribution, and solar radiation
follows the Beta distribution [11]–[14]. The PDF of the
wind speed and the wind power output can be formulated as
formulae (4)-(5) in [34], respectively. The PDF of solar radi-
ation and the output of a PVG unit can be described by
formulae (6)-(7) in [34]. Generally, normal distribution is
used to describe the fluctuation of load. The PDF of load is
expressed as formula (10) in [34].

Since IMGs are independent small systems and each
PVG unit or WTG unit is installed closely to one another,
their power output has a strong correlation. In addition, there
is a correlation between wind speed and solar radiation in the
same area. Considering the complementarity of WTG-PVG,
the correlation coefficient is negative [35]. The correlation
coefficient matrix can be denoted as

ρ =

[
1 ρwp
ρpw 1

]
(4)

where ρwp and ρpw are the correlation coefficients between
WTG and PVG.

Given m input random variables W=[w1,w2, . . . ,wm],
the correlation coefficient matrix RW is used to describe
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the correlation:

RW =


1 ρw12 · · · ρw1m

ρw21 1 · · · ρw2w
...

...
... · · ·

ρwm1 ρwm2 · · · 1

 (5)

where ρwij are the correlation coefficients between wiand wj.

C. CUMULANT METHOD
In this paper, the cumulant method is applied to solve the PLF.
The steps are given as follows.
Step 1:Based on the modeling of the uncertainties of PVG,

WTG and load, as mentioned above, the random character-
istics of DG output power and load are obtained, that is, m
random variables, denoted byW, are obtained.
Step 2: According to formula (5), the correlation coeffi-

cient matrix RW is obtained.
Step 3: According to the cumulative distribution function

(CDF) of the input random variables and correlation coef-
ficient matrixRW, the correlation coefficient matrix RY of
the sample matrix Y, which follows the standard normal
distribution can be obtained.
Step 4: Apply Cholesky decomposition to RY to obtain the

lower triangular matrix DY.
Step 5: Obtain the independent sample matrix S by sam-

pling the m independent standard normal random variables,
and then calculate Yfrom Y=DYS.
The specific process of Step1-Step5 can be found in [36].
Step 6: Apply Cholesky decomposition to RW to obtain

the lower triangular matrix DW, and m independent variables
Wind can be obtained [22]:

Wind = D−1W W (6)

Step 7: Perform deterministic LF calculation at the operat-
ing point to obtain the Jacobian matrix J0.
Step 8: Given each order cumulants of W, each order

cumulants ofWind can be obtained through formula (6). And
J0 should be revised by DW [22].
Step 9: Linearizing (1) at the operating point and omitting

the terms which are higher than the second order, the equation
system becomes

1X = J−10 1W = L1W
1Z = G0J

−1
0 1W = K1W

G0 = (∂Z/∂X)|X=X0

(7)

where 1W are the uncertainty variable vectors of injected
active and reactive power, 1X are the uncertainty variable
vectors of frequency, bus voltage angles and magnitudes,
1Z are the uncertainty variable vectors of branch transmit-
ted power. L, Kare the sensitivity matrices of 1Xand 1Z,
respectively.

Formula (1) includes the power of the droop-controlled
units, which is related to the frequency and the bus volt-
age. In order to obtain the probability distribution of the
output power of droop-controlled units, its cumulants should

be calculated. Formulae (1) and (2) of [33] represent the
frequency and voltage equations of the droop bus. Linearizing
formulae (1) and (2) of [33] at the operating point,
we have 

1PDi = −
1
KDfi

1f

1QDi = −
1

KDUi
1Ui

(8)

where KDfi and KDUi respectively represent frequency droop
gain and bus voltage droop gain.

The expression of KDfi and KDui is as follows [5]:
KDfi =

fmax − fmin

PDimax − PDimin

KDUi =
Uimax − Uimin

QDimax − QDimin

(9)

where fmax and fmin are the maximum and minimum allow-
able frequency; Uimax and Uimin are the maximum and min-
imum allowable voltage at bus i; PDimax and PDimin are
the maximum and minimum active power capability of the
droop-controlled units at bus i; QDimax and QDimin are the
maximum and minimum reactive power capability of
the droop-controlled units at bus i.

As the uncertainty variable vectors of injected active and
reactive power of droop-controlled units is obtained by for-
mula (8), each order cumulants ofX, Z can be obtained by
formula (7).
Step 10: Based on Gram-Charlier series expansion [16],

the PDF and CDF of frequency, bus voltage and branch power
can be obtained.

In addition, as the grid being resistive or inductive has
something to do with active-reactive power-sharing [30],
it will influence the expression of PDi and QDi of
formula (1) in this paper, and consequently it will influence
the power equation of PLF. However, for PLF calculation in
the resistive grid, we only need to use formulae (7) and (8)
in [10] to express PDi and QDi, respectively, and transform ω

to f by f = ω
2π . Thus the corresponding elements of the

Jacobian matrix should be changed as well. That is, whether
the grid is resistive or inductive merely influences the corre-
sponding elements of the Jacobian matrix, and has nothing to
do with the method of PLF. Hence, the proposed PLFCM is
also appropriate for resistive grids.

III. MULTI-OBJECTIVE CHANCE-CONSTRAINED
PLANNING OF ACTIVE-REACTIVE POWER RESOURCES
FOR DECENTRALIZED DROOP-CONTROLLED IMGS
In this paper, a multi-objective chance constraint
planning model of the active-reactive power resources
is proposed targeting at two aspects: minimum annual
comprehensive cost and minimum operating risk of
the IMG. Active resources include DG and ESS, where
DG involves MTG, WTG, and PVG, and reactive resource
refers to DSTATCOM.
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A. OBJECTIVE FUNCTIONS
This paper designs objective functions of annual comprehen-
sive cost and the operating risk of IMGs.

1) ANNUAL COMPREHENSIVE COST
Annual comprehensive cost includes: equivalent annual
investment costs of DG, ESS and DSTATCOM, CI; operation
and maintenance cost of DG, ESS and DSTATCOM, COM;
fuel cost, CF; annual loss cost, CLoss. The expression of
annual comprehensive cost is described as follows:

f1 = CI + COM + CF + CLoss (10)

The expressions of CI, COM, CF, CLoss, are shown by
formulae (11)-(14):

CI =
d(1+ d)yMTG

(1+ d)yMTG − 1

n∑
i=1

(cIMTG−iP
r
MTG−i)

+
d(1+ d)yWTG

(1+ d)yWTG − 1

n∑
i=1

(cIWTG−iP
r
WTG−i)

+
d(1+ d)yPVG

(1+ d)yPVG − 1

n∑
i=1

(cIPVG−iP
r
PVG−i)

+
d(1+ d)yEss

(1+ d)yESS − 1

n∑
i=1

(cIESS−iE
r
ESS−i)

+
d(1+ d)yDS

(1+ d)yDS − 1

n∑
i=1

(cIDS−iQ
r
DS−i) (11)

COM =

n∑
i=1

(cOMMTG−iEMTG−i + c
OM
WTG−iEWTG−i

+ cOMPVG−iEPVG−i + c
OM
ESS−iE

r
ESS−i + c

OM
DS−iQ

r
DS−i)

(12)

C0 =
n∑
i=1

(c0MTG−iEMTG−i) (13)

CLoss = cLossP
xp
LossT

se
sys (14)

where d is the discount rate; n is the number of buses;
yMTG, yWTG, yPVG, yESS, yDS respectively represent economic
life of MTG, WTG, PVG, ESS, and DSTATCOM; cIMTG_i,
cIWTG_i, c

I
PVG_i, c

I
ESS_i, c

I
DS_i are the fixed investment cost

per unit capacity of MTG, WTG, PVG, ESS, DSTATCOM at
bus i, respectively;PrMTG_i,P

r
WTG_i,P

r
PVG_i,E

r
ESS_i,Q

r
DS_i are

the installation capacity of MTG, WTG, PVG, ESS, DSTAT-
COM at bus i, respectively; cOMMTG_i, c

OM
WTG_i, c

OM
PVG_i are the

operation and maintenance cost per unit generated energy of
MTG, WTG and PVG at bus i, respectively; cOMESS_i, c

OM
DS_i

are the operation and maintenance cost per unit capacity of
ESS and DSTATCOM at bus i, respectively; EMTG_i, EWTG_i,
EPVG_i are annual generated energy of MTG, WTG, PVG at
bus i, respectively; cFMTG_i is the fuel cost per unit generated
energy of MTG; cLoss is the price of loss; P

exp
Loss is the annual

power expectation of loss; T use
sys is the system annual operating

hours; T use
sys = 8760 hr.

2) OPERATING RISK OF IMG
The operating risk of an IMG is related to the probability of
violating the safe operating limits. It can be formulated as

f2 = max
i∈�B,l∈�L

(RUi,RSl,RF) (15)

where �B is the set of bus indices, �Lis the set of branch
indices, RUi is the probability of over-limit voltage at bus i,
RSl is the probability of over-limit power transmitted on
branch l, RF is the probability of over-limit frequency.

Finally, the multi-objective planning problem of active-
reactive power resource is formulated as

minF = min {f1, f2} (16)

B. CONSTRAINTS
The constraints include active-reactive power resource plan-
ning constraints, IMG security operating constraints and
operating constraints of equipment, which are explained in
detail in the following subsections.

1) POWER FLOW EQUATIONS
Equation (17) represents the power balance in an IMG:
PCi+PDi − PLi − Uj

n∑
j=1

Uj(Gij cos δij + Bij sin δij) = 0

QCi+QDi − QLi − Uj
n∑
j=1

Uj(Gij sin δij − Bij cos δij) = 0

(17)

where Ui, Uj are the voltage magnitude of bus i and bus j,
respectively; Gij, Bij are the real part and imaginary part
of node admittance matrix; δij is the voltage phase angle
difference of bus i and bus j.

2) RELATIONSHIP BETWEEN ESS MAXIMUM
CHARGE/DISCHARGE POWER AND CAPACITY
In practice, the capacity of ESS configuration usually needs to
meet the requirement of continuous operating for 3-4 hr under
the maximum charge/discharge power. Besides, as a single
energy storage unit has certain linear relationship between its
capacity and itsmaximum charge/discharge power, the capac-
ity of the ESS that consists of multiple energy storage units
is also assumed to have linear relationship with its maximum
output power:

E r
ESS_i = Pmax

ESS_iTcon (18)

wherePmax
ESS_i andTcon are the ESSmaximum charge/discharge

power and continuous operating hours in the maximum
charge/discharge power, respectively.

3) INSTALLATION CAPACITY
The installation capacity of DG, ESS, DSTATCOM is lim-
ited by (19), and (20) indicates the relationship between the
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installation capacity and the installation numbers:

0 ≤ PMTG−i ≤ P
r
MTG−i

0 ≤ PWTG−i ≤ P
r
WTG−i

0 ≤ PPVG−i ≤ P
r
PVG−i

−Pmax
ESS−i

≤ PESS−i ≤ P
max
ESS−i

−Qr
DS−i
≤ QDS−i ≤ Q

r
DS−i

(19)


QMTG−i = PMTG−i tan(ϕMTG )
QWTG−i = PWTG−i tan(ϕWTG )
QPVG−i = PPVG−i tan(ϕPVG )

(20)

where Pmax
MTG_i, P

max
WTG_i, P

max
PVG_i, E

max
ESS_i, Q

max
DS_i are the max-

imum allowable installation capacity of MTG, WTG, PVG,
ESS, DSTATCOM at bus i, respectively; PrMTG_i0, P

r
WTG_i0,

PrPVG_i0, E
r
ESS_i0, Q

r
DS_i0 respectively represent the rated

capacity of single MTG, single WTG, single PVG, single
ESS and single DSTATCOM at bus i; ai, bi, ci, di, ei are the
installation numbers of MTG, WTG, PV, ESS, DSTATCOM
at bus i, respectively.

4) OUTPUT POWER CONSTRAINTS
Equation (21) limits the active power of DG and ESS and the
reactive power of DSTATCOM. Equation (22) describes the
relationship between active power and reactive power of DG:

0 ≤ PMTG_i ≤ PrMTG_i

0 ≤ PWTG_i ≤ PrWTG_i

0 ≤ PPVG_i ≤ PrPVG_i
−Pmax

ESS_i ≤ PESS_i ≤ P
max
ESS_i

−Qr
DS_i ≤ QDS_i ≤ Qr

DS_i

(21)


QMTG_i = PMTG_i tan(ϕMTG_i)
QWTG_i = PWTG_i tan(ϕWTG_i)
QPVG_i = PPVG_i tan(ϕPVG_i)

(22)

where PMTG_i, PWTG_i, PPVG_i, PESS_i, QDS_i are the active
power of MTG, WTG, PVG, ESS and the reactive power of
DSTATCOM at bus i, respectively. QMTG_i, QWTG_i, QPVG_i
are the reactive power of MTG, WTG, PVG at bus i, respec-
tively; ϕMTG_i, ϕWTG_i, ϕPVG_i are the power factor angles of
MTG, WTG, PVG at busi, respectively.

5) SECURITY OPERATING CHANCE CONSTRAINTS
Equation (23) indicates that the operation should be kept at
a high probability that bus voltage, branch power and system
frequency are within the safe operating limits:

Pr {Uimin ≤ Ui ≤ Uimax} ≥ γU

Pr {0 ≤ Sl ≤ Slmax} ≥ γS

Pr {fmin ≤ f ≤ fmax} ≥ γF

(23)

where Pr{·} represents the probability of the inequality in{·};
Sl represents the apparent power of branchl; Smax

l represents
the maximum allowable apparent power at branch l; γU ,
γS , γF are the confidence of voltage, branch power and
frequency, respectively.

C. METHODOLOGY
The planning model proposed above is a complex integer
nonlinear multi-objective optimization model with chance
constraints. NSGA-II is widely used to solve multi-objective
optimization models because of its superior optimization
performance and better compatibility [37]–[39]. In view of
the objective function f2 and security operating chance con-
straints of the model, the proposed PLFCM for decentralized
droop-controlled IMG is embedded in NSGA-II to solve
the model. Thus, the Pareto solution set of active-reactive
resources considering the correlation among the uncertainty
factors are obtained. The flow chart of the algorithm is shown
in Fig. 1.

FIGURE 1. Flowchart of the proposed algorithm.

In this paper, the max-min method [39] is used to select
the best planning scheme. For each solution Xs in the Pareto
solution set, the value of formula (24) can be calculated,
which shows the ability of solution Xs in minimising the
objective function fk .

NPmax
s=1

{
NO
min
k=1

[
f max
k − fk (Xs)

f max
k − f min

k

− µref
k

]}
(24)

where NO is the number of objective functions, NP is the
number of the solutions of the Pareto solution set, f max

k and
f min
k are the maximum and minimum values of the objec-
tive function fk among all the solutions in the Pareto set,
µref
k is the minimum required satisfaction for the objective

function fk , which is determined by the decision makers
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according to their preference. If the decision-makers have no
obvious preference for any objective, µref

k = 0.

IV. CASE STUDIES
The proposed PLFCM and the multi-objective planning
model of active-reactive power resources for decentralized
droop-controlled IMGs are applied to the IEEE 33-bus test
system (Fig.2). The technical data of this network can be
found in [40]. Bus 1 is disconnected from the main network
to form an IMG.

FIGURE 2. IEEE 33-bus test system.

The PDF of load follows the normal distribution, the mean
values of the load are based on the data of IEEE-33 bus
test system, the standard deviation of load are set to 10%
of the mean. The proportions of constant impedance load,
constant current load and constant power load are 0.3, 0.3,
0.4, respectively. The frequency sensitivity coefficients for
active and reactive power load are kLpi = 2, kLqi = 2. The
safe operating limits of frequency and voltage for the IMG are
set at fmax = 1.004 p.u., fmin = 0.996 p.u., Umax = 1.05 p.u.,
and Umin = 0.95 p.u. The PVG output power follows the
Beta distribution and the shape parameters are assumed to be
α = 1.693 and β = 5.162. The WTG output power fol-
lows the Weibull distribution and the shape parameters are
assumed to be k = 2.94 and c = 3.03. The correlation coef-
ficient among PVG is ρpp = 0.7, the correlation coefficient
among WTG is ρww = 0.4, and the correlation coefficients
between WTG and PVG are ρpw = ρpw = −0.5.

The algorithms are developed in MATLAB R2013a and
implemented in a PC having the following specifications:
Intel Core i5-4460 3.2GHz CPU, 4 GB RAM, running under
MS Windows 7 Pro version2009.

A. VERIFICATION OF THE CORRECTNESS OF
PLFCM FOR IMGs
This case is designed to analyse and verify the validity of
the proposed PLFCM for IMGs. MTG, PVG, WTG, ESS
and DSTATCOM are integrated to the IEEE 33–bus system,
the capacity and location of which are attached in Table 4
in Appendix B.

MCS is commonly used as a benchmark method to verify
the accuracy of other PLF methods [13]–[17]. MCS with
10000 samples is utilized to evaluate the accuracy of the
proposed PLFCM. Figs. 3 and 4 show the PDFs and CDFs
of frequency and voltage magnitude at bus 4, respectively.
Table 1 lists the mean value and the standard deviation

FIGURE 3. PDF and CDF of frequency.

FIGURE 4. PDF and CDF of voltage magnitude at bus 4.

obtained by the proposed method in comparison with MCS.
Besides, the computational time of PLFCM is 0.06 s whereas
MCS is 163.27 s.

As it can be seen from the results, the PLFCM can provide
accurate approximation to the PDF and CDF, whereas the
computational time is much less than MCS. According to
Table 1, the errors of PLFCMare acceptable, and the accuracy
could meet the engineering application requirements. There-
fore, the proposed PLFCM for IMG has a significant advan-
tage in computational time under the premise of allowable
error, and it is feasible to on-line computation.

TABLE 1. Comparison of the results for voltage magnitude and frequency.

B. SIMULATION OF MULTI-OBJECTIVE PLANNING MODEL
OF ACTIVE-REACTIVE POWER RESOURCES FOR
DECENTRALIZED DROOP-CONTROLLED IMGs
The proposed multi-objective planning model of active-
reactive power resources for decentralized droop-controlled
IMGs is validated in this case study. The parameters of this
case are attached in Table 5 in Appendix B.

1) ANALYSIS ON THE COMPLEMENTARY CORRELATION
BETWEEN WIND POWER AND PHOTOVOLTAIC POWER
According to the proposed optimal planning model of active-
reactive power resources for decentralized droop-controlled
IMGs in Section III, PLFCM for decentralized droop-
controlled IMGs is embedded in NSGA-II, which is used to
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obtain the Pareto optimal solution. Considering that normally
there is some complementary correlation between the solar
radiation and the wind speed [35], the impact of the comple-
mentary correlation on optimal planning is also investigated
in this case, where the Pareto fronts are obtained with and
without considering correlation between wind power and
photovoltaic power, and are compared as depicted in Fig. 5.

FIGURE 5. Pareto fronts with and without considering correlation.

According to Fig. 5, the Pareto front considering corre-
lation is lower than without considering correlation, which
means that the planning result is better if the complementary
correlation between wind power and photovoltaic power is
considered. The planning result also confirms the positive
role of complementary correlation between wind power and
photovoltaic power in the planning and operation of IMG.
Hence, in multi-objective planning, it is necessary to consider
the complementary correlation between wind power and pho-
tovoltaic power, which can make the planning results more
reasonable.

2) ANALYSIS OF PLANNING SCHEME
The Pareto front plotted in blue in Fig. 5 is obtained when the
correlation between wind power and photovoltaic power is
considered. Assuming that decision-makers have no obvious
preference for any target, we have µref

1 = µref
2 = 0. The

best solution is found using (24), which is the solution at
point A. The planning scheme for this solution is labelled as
scheme 3 and the results are shown in Table 2. Correspond-
ingly, the case of minimum annual comprehensive cost is
labelled as scheme 1 and the case of minimum operating risk
is labelled scheme 2. Thus, three typical planning schemes
are formed. The annual comprehensive cost and the operating
risk of the three planning schemes are shown in Table 3.

TABLE 2. Planning results of scheme 3.

TABLE 3. Annual comprehensive cost and operating risk of the three
planning schemes.

The three planning schemes are compared as follows.
Scheme 1 concentrates on controlling the annual compre-
hensive cost. As a result, the capacity of MTG, ESS and
DSTATCOM is less than that in other schemes, but the oper-
ating risk reaches 9.7719%. Scheme 2 has a strong active-
reactive regulating ability, for the reason that the capacity of
active and reactive power regulating equipment is sufficient.
It leads to a result that the operating risk can be reduced to a
minimum of 0.1879%, but the comprehensive cost increases
to 23.605×106 U. For scheme 3, its annual comprehensive
cost is merely 0.434×106 Uhigher than that of scheme 1, but
the operating risk can be reduced to 2.8219%, which has the
best coordinating result.

Fig. 6 represents the PDF of frequency and Fig. 7 reflects
the system voltage level. As shown in Fig. 6, the frequency
variation in scheme 2 is less than that in other schemes,
which is basically within the safe operating limit. The PDF
of frequency of scheme 1 is more disperse and has a certain
probability of over-limit. Compared with scheme 1, the prob-
ability of over-limit frequency in scheme 3 is lower. In Fig. 7,
the solid lines represent the means of the bus voltages, and the
dashed lines represent the 90% confidence intervals frontiers.
According to this figure, the least voltage fluctuation is found
in scheme 2, whose voltage level is higher than other schemes

FIGURE 6. The PDFs of the frequency in the three planning schemes.

FIGURE 7. The means and 90% confidence intervals of the voltages at
bus 1-18 in the three planning schemes.
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as well. For scheme 3, the voltage level and the fluctuation is
within the safe operating interval, which means that the volt-
age quality of scheme 3 is acceptable. The range of voltage
fluctuation in scheme 1 is the largest, meanwhile, some bus
voltages have the risk of over-limit. Overall, scheme 2 shows
the best ability of frequency and voltage control, closely
followed by scheme 3, and its operating risk is acceptable.

3) COMPARISON AND ANALYSIS WITH ROBUST
OPTIMIZATION
The proposed planning method of active-reactive power
resources is compared with robust optimization in this sub-
section. Robust optimization is one of the common methods
to deal with uncertainty problems in power systems. It finds
the optimal planning solution in the worst case as uncertain
parameters vary within their associated uncertainty inter-
vals [26]. The robust optimization targeting at the minimum
annual comprehensive cost, is solved by the genetic algorithm
whose parameters are the same as listed in Subsection B of
Section IV. Hence the optimal planning scheme under the
worst case can be obtained, which is attached in Table 6
in Appendix B.

The annual comprehensive cost of the robust optimiza-
tion solution is increased by 25.6% from scheme 3 to
27.153×106 U. This increase represents the cost of robust-
ness being paid to strengthen the IMG against the uncer-
tain variations of load and DG of the worst case. Further
analysis from the deployment of active-reactive resources,
the planning scheme of the robust optimization is more
inclined to reduce the configuration capacity of PVG and
WTG, and meanwhile to increase the configuration capacity
of MTG and ESS to ensure that the safe operating limits are
met under the worst case. The above analysis shows that:
1) As robust optimization is concerned with the feasibility
of the solution under the worst case, its planning scheme is
highly conservative; 2) The proposed planning method based
on PLF use the objective function and the chance constraints
to control the operating risk. The method not only concerns
the feasibility of the solution under an uncertainty environ-
ment, but also pays attention to the economy of the planning
scheme. Furthermore, the operating risk of the corresponding
planning scheme can be quantified directly as well.

4) ANALYSIS OF THE UNITS QUITTING OPERATION
Scheme 3 mentioned in Subsection (b) is selected as the
basic case in this subsection. 5 scenarios are designed for the
analysis of the units quitting operation.
Scenario 1:MTG at bus 18 quit operation;
Scenario 2: PVG at bus 12 quit operation;
Scenario 3:WTG at bus 33 quit operation;
Scenario 4: ESS at bus 7 quit operation;
Scenario 5: DSTATCOM at bus 7 quit operation.
In scenarios 1-4, the units quitting operation mainly influ-

ences the active power of the IMG. Considering that the
frequency is related to the active power, the PDFs of the
frequency are compared and depicted in Fig. 8. On the

FIGURE 8. Comparison of PDFs of frequency in scenario1-4.

other hand, the units quitting operation in scenario 5 mainly
impacts reactive power and bus voltage. The comparison of
mean and 90% confidence intervals in scenario 5 is shown
in Fig. 9. The analysis of the units quitting operation is given
as follows.

FIGURE 9. Comparison of means and 90% confidence intervals in
scenario 5.

(1) When PVG or WTG units quit operation due to fail-
ure or some other reasons, themean of frequencywill decline,
whereas the fluctuation of frequency will also decrease
slightly, however, the impact on the PDF of frequency is
not particularly obvious. The reason for the inconspicuous
impact on PDF is that the output power of PVG follows
Beta distribution and WTG follows Weibull distribution, it is
always difficult for PVG andWTG to achieve the rated power
output, even commonly operate at a lower power. Hence
sufficient capacity of MTG or ESS are configured in the
planning scheme to support the load and reduce the operating
risk. In conclusion, PVG or WTG quitting operation will
lead to frequency decline, if the frequency is within the safe
operating limit, the IMG can continue to operate, otherwise
load-shedding should be considered to ensure the frequency
is within the safe operating interval.

(2) The PDF of frequency in scenario 1 and scenario 4
shows that the probability of over lower limit frequency is
increased due to insufficient active power resources, and
the range of fluctuation frequency is increased as well. The
simulation results fully reflect thatMTG and ESS play crucial
roles in solving the problem of fluctuation and over-limit
frequency caused by the uncertainties of PVG and WTG.
Thus, redundant configuration can be considered in the MTG
and ESS planning scheme if the economic conditions can
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be satisfied. In addition, in cases where MTG or ESS quit
operation and the IMG has no other spare capacity, load-
shedding should be taken to adjust frequency within the safe
operating limit.

(3) For scenario 5, the whole voltage level is decreased
and the range of fluctuation voltage are increased after
DSTATCOM at bus 7 quits operation, but the fluctuation is
within the safe operating limit. In cases where DSTATCOM
quitting operation will result in voltage decline, if the voltage
is over-limit and MTG has sufficient capacity, the power
factor of MTG can be reduced to improve its reactive power
output, otherwise load-shedding should be considered to
maintain the voltage within the safe operating limit.

According to the case studies presented above, the pro-
posed multi-objective coordinated planning model of active-
reactive power resources for decentralized droop-controlled
IMG can reflect the complementarity of wind power and
photovoltaic power, and the planning schemes obtained can
coordinate the security and economy of IMG operation.

C. DISCUSSION ON THE ASSUMPTIONS
The assumptions of this paper mainly include:
Assumption A: The output impedance of the active-reactive

power resources is assumed to be inductive [10], [30].
Assumption B: The power output of WTG and PVG is

assumed that wind speed follows theWeibull distribution, and
solar radiation follows the Beta distribution [11]–[14].
Assumption C: The capacity of the ESS is assumed to have

linear relationship with its maximum output power.
Two major contributions are emphasized in this paper:

1) PLFCM for decentralized droop-controlled IMGs is pro-
posed; 2) amulti-objectivemodel is proposed for the planning
of active-reactive power resources in a decentralized droop-
controlled IMG, based on probabilistic load flow. Although
the research in this paper is based on the above assumptions,
the contributions have the theoretical significance and the
value for the engineering application as well. The reasons are
as follows.

(1) With respect to the source of the assumptions, they
are either based on references (such as assumptions A and
B) or engineering practice (such as assumptions A and C).
Hence, it can reflect the engineering reality and has the
potential of real-world application.

(2) The contributions are not restricted by the assumptions.
Such as assumption A, as analysis in the last paragraph of
Section II.B, the proposed PLFCM is also appropriate for
resistive grids. As for assumption B, the proposed PLFCM
is appropriate for other probability distributions that the
WTG and PVG follow as well [15], [41]. With regard to
assumption C, if the capacity of the ESS does not have linear
relationship with its maximum output power, we can add
the variables of the maximum output power of ESS to the
planning model, so that it is also appropriate to apply the
proposed multi-objective coordinated planning model.

Therefore, based on the reasons mentioned above, it is
justified to consider that the proposed PLFCM and planning

model for decentralized droop-controlled IMGs, have the
theoretical significance and the value for the engineering
application as well.

V. CONCLUSIONS
Currently, PLF of decentralized droop-controlled IMGs is
mainly solved by MCS, which brings huge computational
burden. To overcome this, PLFCM considering the correla-
tion of input random variables is proposed. On this basis,
a multi-objective coordinated planning model of active-
reactive power resources is constructed to control the annual
comprehensive cost and handle the operating risk. The con-
clusions are as follows.

(1) The calculation result of PLFCM is very close
to MCS. Unlike MCS, the proposed PLFCM avoids the
sampling procedure and repeated simulation, thus short-
ens the computational time and improves the computa-
tional efficiency. Hence it is feasible to be applied in
on-line computation and embedded in intelligent optimiza-
tion algorithms.

(2) The results of numerical case studies show that the
proposed optimal planning model of active-reactive power
resources can reflect the complementarity of wind power and
photovoltaic power, and the obtained planning schemes can
coordinate the annual comprehensive cost and the operating
risk of an IMG.

(3) Analysis of unit quitting operation shows that MTG
and ESS play an important role in frequency controlling of
an IMG, thus redundant configuration of MTG and ESS can
be taken into account in the planning scheme.

APPENDIX
A. APPENDIX A
The dimensions and expressions of each block matrix of the
Jacobian matrix are as follows:

E(npQ+npv)×1

=
∂1Pi
∂f
= −

1
KDfi
− PLNi[Api(Ui)2 + BpiUi + Cpi] • kLpi

FnpQ×1

=
∂1Qi
∂f
= −QLNi[Aqi(Ui)2 + BqiUi + Cqi] • kLqi

H (npQ+npv)×(npQ+npv)−1

=
∂1Pi
∂δj
=

{
−UiUj(Gij sin δij − Bij cos δij) i 6= j
U2
i Bii + Qi i = j

MnpQ×(npQ+npv−1)

=
∂1Qi
∂δj
=

{
UiUj(Gij cos δij + Bij sin δij) i 6= j
U2
i Gii − Pi i = j

N (npQ+npv)×npQ

=
∂1Pi
Uδj

=


−Ui(Gij cos δij + Bij sin δij) i 6= j
−PLNi(2ApiUi + Bpi)
×[1+ kLpi(f − fN )]− UiGii −

Pi
Ui

i = j
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TABLE 4. Capacity and location of the case in subsection A of section IV.

TABLE 5. Parameters of the case in subsection B of section IV.

TABLE 6. Planning results of robust optimization.

L(npQ+npQ)

=
∂1Qi
∂Uj

=


−Ui(Gij sin δij − Bij cos δij) i 6= j

−
1

KDUi
− QLNi(2AqiUi + Bqi)

×[1+ kLqi(f − fN )]− UiBii −
Qi
Ui

i = j

where nPQ and nPV are the number of PQ bus-type and PV
bus-type respectively;KDfi,KDui respectively represent droop
coefficient of P-f , Q-U of droop bus-type; Api, Bpi, Cpi, Aqi,
Bqi, Cqi are the percentage of constant impedance modeling,
constant current modeling and constant power modelling for
active-reactive load respectively;PLNi, QLN respectively rep-
resent the active and reactive load under rated conditions.

B. APPENDIX B
The capacity and location of DG, ESS and DSTATCOM of
the case in Subsection A of Section IV is shown in Table 4.
Parameters of the case in Subsection B of Section IV are given
in Table 5. The planning scheme based on robust optimization
is shown in Table 6.
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