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ABSTRACT With the explosive growth of the Internet of Things, the gap between the rapidly growing
demands of data rates and the existing bandwidth-limited network infrastructures has become increasingly
prominent, leading to network congestion, high latency, and energy consumption and deterioration of
the user’s quality of service. To narrow this gap, an orchestrating data as services-based computing and
communication (ODAS-CC) model is proposed to reduce the data rate, latency, and energy consumption
for information-centric Internet of Things. The main innovations of the ODAS-CC model that differ from
previous strategies are as follows. First, the services-based network architecture proposed in this paper can
run on the current network effectively. In the proposed architecture, the data are orchestrated to services when
they route to the data center; therefore, the data are transmitted after the service conversion, thereby forming
a service-based network, which can greatly reduce the amount of data transmitted in the network, latency,
and energy consumption. Second, a service conversion is performed in the process of routing such that the
user’s service request can be satisfied locally, thereby improving the user’s quality of experience. Third,
based on the ODAS-CC model, the performance evaluation model for energy consumption, latency, and
load is provided in detail, and the performance of the ODAS-CC model is evaluated comprehensively. The
theoretical analyses and experimental results show that compared with the previous approach, the ODAS-CC
model can reduce the network traffic, the average latency of data upload by 26.3%, the service latency by
up to 30.1%, and the data center load, thereby reducing energy consumption from 20.0% to 30.0%.

INDEX TERMS Orchestrating data as service (ODAS), quality of service, energy consumption, load, latency.

I. INTRODUCTION
The internet of things (IoT) [1]–[4], which leverages the ubiq-
uity of smart sensor-equipped devices [5]–[7] to collect data
at low cost and supports ubiquitous information exchange
and content sharing [8]–[10] is a key enabler for various
applications, such as smart cities [11], smart grids [12], [13],
smart health [14], [15], and intelligent transportation

systems [16], [17] [18]–[21]. With the explosive growth of
the IoT, it is estimated that almost 50 billion devices will
be interconnected by 2020 [8], [22]. A report from Cisco
shows that the data throughput generated by the Internet of
Things has already accounted for 69% of the total Inter-
net throughput in 2014, which is 30 times that of the data
throughput in 2000 [1], [22]. Moreover, the increment is
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still accelerating. With the explosive growth of the number of
IoT devices and the amount of data they produce [23], [24],
the gap between the rapidly growing demands of the data rate
and the existing bandwidth-limited network infrastructures
has become ever prominent [1], [21], [22]. Obviously, this
tremendous increase in devices and data traffic has brought
unprecedented challenges to the current data-transmission-
based network [1], [21], [22], [25], [26]. Its potentially huge
development prospects, have increasingly attracted studies
and investments, making it faster and more challenging.
However, the current network is based on the store and for-
warding routing rule [27], so the scale of data volume will not
change. Compared to the increase in the data rate demands,
the growth of the transmission capacity of the physical line
of network is much slower, which leads to the gap between
the exponential growth of network data traffic and the limited
transmission capacity of the network [1], [21], [22]. Without
large-scale technological advances, it can be foreseen that
the volume of the current network will soon be exhausted,
the network congestion and the latency will sharply increase,
and the Quality of Services (QoS) will deteriorate dramat-
ically, which makes the Quality of Experience (QoE) poor.
As a result, the network will face serious challenges in the
future [28]–[30].

As a novel communication model, information-center net-
working (ICN) is different from the traditional IP address-
centric model [1], [21], [22]. In ICN, there have been some
studies that have developed content-based data transmission
strategies and methods, which can explore the inherent nature
of the large number of devices, such as caching, communi-
cations, computing capabilities. Therefore, with these strate-
gies and methods, an efficient and smart information-centric
IoT (IC-IoT) paradigm with great significance can be
built. Additionally, content-based data routing strategies can
improve the network content delivery [8]–[10]. For example,
caching hot data is used (especially in multimedia streaming)
to speed up data access and to reduce latency and data dupli-
cation [9], [10], [21], [26], [31]. However, a major drawback
of the current method is that no matter what type of data
transmission scheme is adopted, the raw packets transmitted
by the network cannot be refined. Although these methods
can help improve the network performance to a certain extent,
they do not reduce the pressure on the network caused by the
rapid growth of data.

In the context of IoT, we have observed that, if the data col-
lected by smart devices is aggregated or converted to services
whose information is reserved, then the amount of data that
needs to be transmitted can be greatly reduced [8], [21], [22].
For example, the VTrack project [1], [22] provides timely
traffic information, and the NoiseTube project provides urban
noise distribution services [1], [22]. In such applications,
when the task of collecting data is released, a large number
of people with mobile phones can sense the data through
the sensing device on their mobile phones, and then report
data to VTrack or NoiseTube, which can be considered as
the data center. However, there is a correlation between the

data and similar collection positions. Therefore, the data
with correlation can be aggregated by an aggregation micro-
program, which we called AMP, when they meet on the route
to the data center, which will reduce the amount of data that
needs to be transmitted. In addition, this type of method has
a wide range of application scenarios. It can be applied not
only to the scientific data collection but also to social network
data collection [16], [17], [32]. For example, when large-
scale events (such as large-scale assemblies, concerts, large-
scale competition events) occur, various smartphones in the
area will collect images, videos, and sounds, and then upload
them to the news center. There can be 100 or even 1000 of
these devices used for on-site data collection under the same
incident scene; therefore, there is considerable redundancy
between the uploaded data [33]–[35]. In such a scene, every
packet will be transmitted to the news center under the current
traditional IP address-centric network, which places great
pressure on the network. In fact, if the relevant data is aggre-
gated and then uploaded, the network load can be reduced by
10 times or even 100 times.

Another method to effectively reduce the amount of
data transmitted in the network is the service conversion
approach [8], [21], [22]. This approach benefits from the cur-
rent rise of the Software Defined Network (SDN) [36], [37].
In the SDN, the micro-programs for converting services,
which we called service micro-programs (SMP), can be
released to various network devices by the data center. There-
fore, in addition to the data center, each network device can
also convert raw data into a service, thereby implementing
a network model centered on service computing to replace
the current network model centered on the data transmis-
sion [8], [21], [22], [36], [37]. With this method, the amount
of data that the network needs to transmit is greatly reduced,
thereby bridging the gap between the rapidly growing
demands of data rates and existing bandwidth-limited net-
work infrastructures. Especially in inclement weather or hazy
conditions, with this method, the data packets collected in a
certain area may be 1000, but after the calculations provided
by the meteorological department, the result may only have
the capacity for 5 data packets, thereby greatly reducing the
data transmission capacity.

Compared to data aggregationmethods, service conversion
technology can reduce data transmissions to a greater extent,
but it often has higher requirements for storage space in
devices because different services correspond to different
SMPs. In the ODAS-CC model, when the data sensed by the
network edge pass the network devices on the path to the data
center, the data is aggregated (if it cannot be converted to ser-
vices) or converted to a service and then forwarded, thereby
reducing the network traffic and reducing the amount of data
received by the data center. Additionally, if the service which
is converted by the current device or has been cached already
can satisfy the request of the user, it is immediately returned
to the user. Otherwise, the request is forwarded to the upper-
layer devices. The upper layer device has a more compre-
hensive service which can meet more user requests, thereby
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reducing the request flow, service flow, service latency and
the load of the data center [21].

Because of the advantages of service-based networks,
some researchers have made some initial investiga-
tions [21], [22]. In this type of service-based network,
the amount of data which is routed to the data center from the
data collectors can be reduced. In addition, the services can be
converted during the routing, whichmakes the request service
hit rates higher, thereby reducing the network load and opti-
mizing the QoS of the user. However, the data center needs to
distribute micro-programs (AMP and SMP) to the devices in
the network. At the same time, these micro-programs need
to be updated. As a result, it also brings new challenges
to the network [36], [37]. To the best of our knowledge,
there are no studies that provide comprehensive orchestrating
data as services-based on the computing and communication
model, and there are no detailed studies on ODAS-CC model
performance, such as network traffic, latency and energy
consumption. However, the establishment of a reasonable
ODSA-CCmodel and its performance optimization and anal-
ysis conclusions are of great significance to the information-
centric Internet of Things (IC-IoT). Therefore, an ODAS-CC
model is proposed in this paper. Under this model, for the data
center, the service micro-program (SMP) publishing scheme
is given. For the network devices, the packet schedule scheme
is given. In addition, the performance of the ODAS-CCmodel
is evaluated comprehensively. The main innovations of this
paper are as follows:

(1) The service micro-program (SMP) publishing and
updating scheme given in this paper has not been studied
in the previous research. Due to the limited capacity of the
storage space, the network devices cannot store all types of
SMP, so an effective SMP publishing and updating scheme
is proposed to minimize the network traffic for a services-
based network. In this paper, the DC dynamically publish
and update appropriate SMP according to the type of data.
The devices receive the data and convert the data as much
as possible into a service before transmitting, so the network
traffic can be greatly reduced.

(2) A packet forwarding schedule scheme is proposed, and
different forwarding modes are adopted for different pack-
ets, including the data-upload packet, service-request packet,
service-return packet, and micro-program packet. With this
forwarding schedule scheme, the latency is lower, the load is
more balanced, and the micro-program packet disseminates
faster.

(3) The ODAS-CC model is given, and its performance
analysis is performed comprehensively. The energy con-
sumption calculation method for the ODAS-CC model is
given in detail. Finally, we compare our proposed ODAS-CC
model with the existing data-transmission-based model,
whichwe calledDTBN, via extensive simulations. The exper-
imental results show that, compared to the DTBN, the
ODAS-CC model can reduce the network traffic, reduce
the average latency of data upload by 26.3%, reduce the
service latency by up to 30.1%, and reduce the data

center load. Therefore, the energy consumption is reduced
by 20.0% to 30.0%.

The rest of this paper is organized as follows. In Section 2,
the related works are reviewed. The network model and prob-
lem statements are described in Section 3. Section 4 elabo-
rates on the design of ODAS-CC model. The performance
analysis and comparisons are provided in Section 5. Finally,
we present the study’s conclusions in Section 6.

II. BACKGROUND AND RELATED WORK
A. THE REASONS FOR THE BIG GAP BETWEEN THE
DEMANDS OF THE DATA RATE AND THE EXISTING
BANDWIDTH-LIMITED NETWORK
The important reasons why the gap between the demands of
data rate and the existing bandwidth-limited network infras-
tructures is increasing lies in the following important aspects:

(1) The number of smart devices, such as smartphones
and wireless sensor networks, are increasing exponen-
tially [38]–[42]. It is estimated that almost 50 billion devices
will be connected to IoT by 2020 [1], [21], [22]. The increase
in the number of devices naturally leads to the need for the
rapid growth of the data rate.

(2) The capabilities of current smart devices, such as
calculation, storage and communication are far beyond the
personal computer 20 years ago [43], [44]. Additionally,
with the development of wireless networks, the devices
equipped with small sensors can collect data anytime, any-
where [45], [46]. For example, smartphones have high-
precision camera devices that can be used in real-time to
obtain multimedia with unimaginable capacity, such as video,
images, and sound. Therefore, data acquisition has become
more convenient and timely, resulting in the amount of data
rising exponentially.

(3) Big data and related applications have been rapidly
developed [12], [22], [45], which has led to a sharp increase
in the demand for data rates and has brought greater pressure
on current networks. With the development of smart devices,
various new applications are spawned. In these applications,
most of them rely on the acquisition of vast amounts of data.
In many data acquisition methods, participation perception is
one of themost promisingmethods [5]. In such a data acquisi-
tion method, the data requester publishes some requirements
for the data, such as time, spatial scope, and gives a reward
for collecting the data. Then, the huge number of sensor
devices (or its owners) voluntarily participate in the data
collection [5], [38], [41]. Due to the large number of widely
distributed sensing devices, it is necessary to acquire data at a
very low price for a long time and in a large space. Thus, the
traditional method of data acquisition should be completely
changed. For example, there is a study about a certain migra-
tory bird. For this research, a long period of time is needed
to study its migration route, time, population size, habits
and laws. If relying on the observation of researchers solely,
a lot of manpower and material resources are needed, but
the observed data is still very limited. However, participatory
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perception methods are fully applicable. Researchers only
need to publish tasks for the birds that need to be observed.
Then, a large number of people with smartphones will report
their observation if they see these birds. The report can be
received in various forms: text, sound, picture, video, etc.
In this way, the information collected on the birds is more per-
sistent in time, more detailed in the content of observations,
and can be considered as having no boundaries in the scope
of observations [5]. Moreover, it is very economical. Each
piece of data obtained in this way is reduced by approximately
100 times the cost of data obtained by conventional methods.

Above all, the current network is undergoing profound
changes, and the gap between the demands of the data rate
and existing bandwidth-limited network infrastructures is
expanding. Therefore, it is especially urgent to find a suitable
solution. Researchers have realized this problem and have
proposed some solutions, which are summarized as follows.

B. IMPROVE THE NETWORK ARCHITECTURE
TO NARROW THE GAP
The current network is developed from an IP address-centric
network. Because of the low transmission speed, the devel-
opment of data-oriented applications in the network will be
limited. However, the network bandwidth has been greatly
developed in the past 10 years, which has led to the develop-
ment of some applications which require vast data. To make
full use of computing and storage resources in the network,
some network architectures have been proposed, such as
grid computing, the cloud computing, etc [8], [15], [21],
[24], [49]. In this type of network architecture, the data
calculation is placed at the core of the network, which can be
considered as a virtual data center. After the data is processed
by the data center, it provides various services to the outside
world. In the case of small scale of peripheral devices (such as
smart devices), grid computing as well the cloud computing
are natural choices.

However, with the rapid development of IoT, this type of
network architecture faces severe challenges. First, the num-
ber of smart devices connected to the Internet is extremely
large, so the capabilities of computing and storage are no
longer located at the core of the network but are distributed
to a huge number of smart devices. If the center calcula-
tion method is still used, a large portion of the computing,
storage, and communication capabilities of edge networks is
wasted [3], [9]. Second, a large amount of data is generated at
the edge of the network, and these data need to be transmitted
to the network center through a long routing path, so it will
deteriorate the network performance. On the other hand, the
service generated by the data center is provided to many
users (mostly via their smart devices) who are located at the
edge of the network, which puts tremendous pressure on the
network and causes the QoS of the user to decline [21], [22].

Researchers are aware of the above problems and have
successively proposed some models, such as fog computing
and edge computing, to solve the problems. The main idea
of these models is decentralization. In other words, it takes

advantage of the rich smart devices at the edge network
to complete the calculation, thereby reducing the load on
the data center. On the other hand, there are many studies
that have proposed offload strategies and methods [3], [9].
However, these methods for reducing the load are not easy
tasks. The evolution of the network architecture based on the
progress of special equipment in the network is a gradual
process. Although optimizing the network architecture can
improve the network performance from the structure, there
is not much research about how to reduce the amount of
data that needs to be transmitted. Therefore, the solutions
are still under exploration, such as decentralization and the
scheduling of distributed tasks.

C. REDUCE THE DEMAND OF BANDWIDTH BASED
ON CACHE TECHNOLOGY
In the current network, a large number of data collectors are
located at the edge of the network, and the data center for
processing data is often located at the center of the network.
Therefore, when a user requires data, the request needs to
be routed through a long path to the destination, and the
requested data needs to be returned to the user over the same
long path. In this way, the latency of the user is high. At the
same time, the process of data uploading to the data center,
as well as the user’s request and result return all put a heavy
load on the network.

Therefore, cache technology is proposed, which plays an
active role in reducing network bandwidth [9], [10], [21],
[26], [31]. This technique takes advantage of the temporal
and spatial correlation of data access. If a user accesses the
data for a certain period, the probability of accessing these
data by another user is also high during the following period.
Specifically, after certain data of the data center is accessed
by the user, these data will be distributed by the data center to
some key nodes in the network for caching. In this way, when
another user accesses this data, it can be satisfied (caching
hit) at the middle of the key nodes, so the amount of data
distributed by the data center and the network bandwidth
requirements are reduced [21], [31].

This type of technology can improve the network per-
formance effectively with no requirement on the network
architecture. However, there are some limitations:

(1) Caching technology has certain requirements for the
storage capacity of the hardware. The greater the storage
capacity, the better the caching technology performance.
Therefore, this technology can play a good role in the net-
work device with a certain amount of storage capacity. How-
ever, with the limited storage capacity, the performance is
limited.

(2) Caching technology only relieves the network load
to a certain extent. It is an indirect way to reduce the data
rate. However, this technology does not reduce the size of
the data; it only speeds up the user’s access through storing
data in network devices. The technology’s efficiency often
depends on the attributes of the accessed data. Different data
attributes have completely different effects. For example,
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caching technology works better in multimedia data.
When a user is watching a movie or TV program, the data
center can predict the data required by the user in advance
so that it can be cached in advance, and it can cache based
on the fiery degree of multimedia data, thereby improv-
ing network performance and getting better QoE. However,
for a large amount of sporadic data, its performance is
not good because of its limitations of the device’s storage
capacity.

(3) Caching technology currently only considers the down-
link data from data center to the user. However, the caching
problem of uploading data from the network periphery to the
data center has seldom been studied. In the current context of
IoT, the uplink data has already become the most important
part of the network [21].

In summary, although caching is a method to effectively
reduce the data rate, it cannot be regarded as a major method,
but as an auxiliary technology.

D. REDUCE THE BANDWIDTH DEMAND BASED
ON DATA AGGREGATION TECHNOLOGY
Data aggregation is a method that is widely used in IoT
to effectively reduce the amount of data transmission [8].
It is based on the correlation between data sensed by
various devices. When multiple correlated data encounters
occur in routing, data aggregation can be performed to
merge multiple packets into a much smaller packet, which
can greatly reduce the amount of data that needs to be
transmitted [8].

In the wireless sensor network, this method has become
one of the standard data operations. Since the density of
nodes deployed in the wireless sensor network is very large,
there is a correlation between the data collected by nodes
with similar times and locations. Data aggregation can be
performed to reduce the amount of data. In some applica-
tions, the rate of data aggregation can reach a very high
level. For example, in the application of a smart farm, the
data about the average, maximum, and minimum temperature
(humidity) is often required. In this way, with data aggrega-
tion technology, an infinite number of packets can be com-
bined into one packet, which greatly reduces the amount of
data [8].

However, the research on data aggregation applied to the
Internet is limited. On the Internet, the chances of encoun-
tering related packets are low, and it is not easy to control.
Xu et al. [8] proposed a data aggregation scheme that can
be applied to the Internet, which is named the Intelligent
Aggregation based on a Content Routing (IACR) scheme
for cloud computing. In the IACR scheme, the route path
is labeled according to the attribute number of the routing
data. The data is routed through the same routing path as the
data attribute. As a result, the probability of data aggrega-
tion can be increased because the correlation between data
with the same attributes is larger, thereby improving the
network performance. In addition, security also has good
performance [47], [48].

E. REDUCE THE BANDWIDTH DEMAND BASED ON
SERVICE CONVERSION TECHNOLOGY
The service conversion technology used to reduce the amount
of data is based on the following ideas [21], [22]: The raw
data is processed by SMP into a service, which can pro-
vide data to the user. In general, the size of the service is
far less than the size of the original packet. For example,
in meteorological services, the collected data is processed
by the meteorological program to obtain the meteorological
results. In such applications, the amount of data that needs
to be collected may be tens of thousands if accurate results
are to be obtained. However, the result may be less than a
packet volume. As a result, the amount of data is reduced by
thousands of times. Therefore, compared to data aggregation
technology, this method is more effective. Additionally, it is
not affected by the correlation between data. However, in this
method, different services correspond to different SMPs, the
devices need more spaces to store SMPs, which are provided
by the application providers. Limited by the storage capacity
of network devices, the network traffic will be increased
by frequent SMPs updating. We proposed a service-based
network architecture in [22]. However, we have not consid-
ered the various performances in this network architecture
carefully and have not given various indicators, such as the
energy consumption. In general, this approach can funda-
mentally change the pressure of current data explosion based
on an IP address-centric network. In particular, with the rise
of Software Define Network (SDN) technology, the service
conversion in network devices becomes possible [49]. Appar-
ently, for this emerging technology, there are still many places
that need to be studied. Therefore, this article is a further in-
depth study of service conversion.

III. THE SYSTEM MODEL AND PROBLEM STATEMENT
A. THE NETWORK MODEL
The networkmodel in this paper is shown in FIGURE1which
is the same as [22]. Its main body is composed of the follow-
ing parts:

(1) Data Collection Layer. This layer is mainly composed
of various types of sensors, such as weather sensors, smart
phones, etc. These sensors transmit the collected data layer
by layer to the data center, and the data center provides
corresponding services based on these collected data.

(2) Fog Computing Layer. The functions of the device
in this layer could be divided into 3 parts: a) Data can be
forwarded and cached; b) SMP published from the data center
can be received and run; c) Data can be aggregated or con-
verted to service by running SMP or AMP, respectively.

(3) Core Network Layer. The functions of the router in this
layer are the same as that of the devices in the fog computing
layer. Therefore, in the subsequent design, the devices in
both the fog network layer and the core network layer are
collectively referred to as Intelligent Nodes.

(4) Data Center Layer. The data center can store and pro-
cess the data and can also publish SMP. It is the center of
application. In our paper, only one data center is considered.
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FIGURE 1. The structure of ODAS-CC.

(5) Application Layer. In this layer, the devices used by
users are able to send service requests and get the required
services. Additionally, it may also act as a data collector.
There is no obvious boundary between this layer and the data
collection layer.

B. SERVICE CONVERSION MODEL
The service conversion model is similar to [8]. Assume
that the data already cached by the Intelligent Node is Aold ,
the newly arrived data is Anew, the function of rc(x, y) is that
the x and y are converted to service, then the service Ac is as
follows:

Ac = rc(Aold ,Anew) (1)

For the data where the type is k , assuming that the amount of
these data is Qk , the amount of these data after service con-
version is Qsk , the amount of these data after data aggregation
is Qdk . Therefore, the degree of service conversion (rsk ) and
the degree of data aggregation (rdk ) are shown as follows:

rsk =
Qsk
Qk

rdk =
Qdk
Qk

(2)

According to formula (2), the degree of service conversion
mainly depends on the SMP. As a result, different SMPs

have different degrees of service conversion. However, for a
certain type of data, the degree of service conversion is almost
fixed.

C. ENERGY CONSUMPTION MODEL
According to the description of the network model, energy
consumption is mainly divided into four parts: energy con-
sumption of various types of sensors, energy consumption
of Intelligent Nodes, energy consumption of data centers,
and energy consumption of application equipment. To sim-
plify the model of the energy consumption, the energy con-
sumption of various sensors and application devices is not
considered. Assume that the energy consumption of the Intel-
ligent Node i is Enodei , the energy consumption of the data
center is Ec, the number of Intelligent Nodes is n, the math-
ematical expression of the total energy consumption E is as
follows:

E =
∑n

i=1
Enodei + Ec (3)

For the Intelligent Node, the energy consumption is mainly
reflected in three aspects: calculation, cache, and forwarding.
Therefore, if the energy consumption of the Intelligent Node i
for calculation, cache, and forwarding are Ecali , Ecaci ,E fwdi ,
respectively, then the energy consumption of the Intelligent
Node i is as follows:

Enodei = Ecali + E
cac
i + E

fwd
i (4)

According to the description of the energy formula of the fog
computing device in [1], Ecali , Ecaci and E fwdi are positively
related to the amount of data, which means the larger the
amount of data, the greater the energy consumption. Assume
that the data amounts that needs to be calculated, cached, and
forwarded areQcali ,Qcaci ,Qfwdi , respectively, and suppose that
the energy consumption of per unit of data after calculation,
cache, forwarding are θc, θs, θf , respectively. Next, the math-
ematical expression is shown as follows:

Ecali = θc × Q
cal
i

Ecaci = θs × Q
cac
i

E fwdi = θf × Q
fwd
i

(5)

However, for the data center, according to the description of
the data center energy formula in [1], energy consumption
is mainly reflected in four aspects: calculation, storage, for-
warding, and data migration. Because of the complexity of
the data center, it is difficult to consume the energy from
these four aspects. Therefore, the energy consumption of the
data center is estimated by the maximum power and load of
the data center. Assuming that the maximum power of the
data center is Pmax , the load percentage is µ, the running
time under this load percentage is t and η is the energy
efficiency ratio, then the mathematical expression of Ec is as
follows:

Ec = η × µ× Pmax × t (6)
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Assume that the maximum number of data packets or service
requests that the data center can handle per second is pmax ,
and the number of data packets or the number of service
requests that need to be processed per second is pt , then the
mathematical expression of µ is as follows:

µ =
pt
pmax

(7)

Formula (8) is obtained by substituting formula (7) into for-
mula (6).

Ec = η ×
pt
pmax

× Pmax × t (8)

D. PROBLEM STATEMENT
Based on the above analysis, the ODAS-CC model is imple-
mented mainly for the following purposes:

(1) To minimize the number of packets transmitted in the
network:

Assume that the number of packets forwarded by the Intel-
ligent Node i is pk i. If the number of packets forwarded by
each Intelligent Node is the smallest, the number of packets
transmitted in entire network is the smallest. However, it is
difficult to minimize the number of packets forwarded by
each Intelligent Node. Therefore, it is more realistic to use
the sum of all packets transmitted in the entire network as the
target. The equation (9) is shown as follows:

pkmin = min(
n∑
i=1

pk i) (9)

(2) To minimize the average latency of service:
The latency of service mainly consists of three parts:

the time consumed by the Intelligent Node to process,
the time consumed during the link transmission, and the
time consumed by the data center to respond to this request.
However, the time consumed by the Intelligent Node to pro-
cess the service is small compared to the time consumed dur-
ing the link transmission. Therefore, it can be considered that
the latency of service mainly depends on the time consumed
during the link transmission. If the service cannot be satisfied
by all the Intelligent Nodes on the path to the data center,
then the data center will respond to service requests. In this
case, the time of the data center response service should be
added.

Assuming that the function of dis(x, y) is to calculate the
distance from x to y, then the distance from the starting point
of the requesting service i to the ending point of meeting this
service, can be expressed as dis(nodesi , node

e
i ). The transmis-

sion rate of the link is c, then the latency of service i can be
expressed as follows:

tsevi =


dis(nodesi , node

e
i )

c
+
dis
(
nodeei , node

s
i

)
c

,

if nodeei 6= DC
dis(nodesi , node

e
i )

c
+
dis(nodeei , node

s
i )

c
+ tdc

(10)

Since it is difficult to minimize the latency of each service
request, the average latency of all services is taken as our goal.
Assuming that nreq is the number of service requests, then the
equation (11) is shown as follows:

tsmin = min(
1
nreq
×

nreq∑
i=1

tsevi ) (11)

(3) To minimize the average latency of the data upload:
Regarding the data produced by the sensors of the data

collection layer, it needs to upload to the data center node
by node. The latency of the data upload mainly consists
of the time consumed by the Intelligent Node to pro-
cess and the time consumed during the link transmission.
However, the time consumed by the Intelligent Node to
process is small compared to the time consumed during the
link transmission. Therefore, the time for uploading data to
the data center depends on the time consumed by the link
transmission. Suppose that nodeupi is the starting point of the
data i to upload, nup is the number of data-upload packets, and
then the minimized average latency of data upload is shown
as follows (12):

tupmin = min(
1
nup
×

∑nup

i=1

dis(nodeupi ,DC)

c
) (12)

(4) To minimize the energy consumption:
According to the energy consumption model, to minimize

the energy consumption, it is necessary to minimize the
energy consumed by each Intelligent Node and data cen-
ter (only one data center is considered in our paper). However,
it is difficult to minimize the energy consumption of each
Intelligent Node, so the sum of the energy consumption of all
Intelligent Nodes is taken as the goal, which can be expressed
as follows (13):

Emin = min(
n∑
i=1

θc × Qcali + θs × Q
cac
i

+ θf × Q
fwd
i )+ min(µ)× η × Pmax × t (13)

Overall, the goal we want to achieve is shown as
follows:

pkmin = min(
n∑
i=1

pk i)

tsmin = min
(

1
nreq
×

∑nreq

i=1
tsevi

)
tupmin = min( 1

nup
×

∑nup

i=1

dis(nodeupi ,DC)

c
)

Emin = min

(
n∑
i=1

θc × Qcali + θs × Q
cac
i + θf × Q

fwd
i

)
+min(µ)× η × Pmax × t

(14)
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TABLE 1. Parameter description in Chapter III.

To state the parameters of this chapter clearly, the main
notions introduced in this chapter can be found in
Table 1.

IV. THE DESIGN OF THE ODAS-CC MODEL
A. PACKET SCHEDULE SCHEME
The function of the Intelligent Node (IN) is explained in
section III. In addition, in this part, the packet schedule
scheme is designed specifically.

There are four types of packets in the network, the data-
upload packet generated from various types of sensing
devices, the service-request packet sent by users to request the
service which users want, the service-return packet to respond
to the service that users request and the program packet
including AMP and SMP, which can be run by the Intelligent
Node. The number of data types in the data-upload packet
is the same as the number of corresponding SMPs. In the
following, how these packets are dealt with is expounded.

(1)When a data-upload packet is received, first whether the
type of SMP corresponding to the type of data in this packet
exists are detected, and then, if it exists and the data in the
Intelligent Node is sufficient to convert to service, the service
is generated; otherwise, the AMP is used to aggregate the
data. Then, the service or aggregated data is cached and
forwarded to the upper Intelligent Node. The function of
judging whether such data is sufficient to generate services is
provided by the SMP, and no specific consideration is made
here.

(2)When a service-request packet is received, first whether
there is a service that can satisfy this request in its own cache
space is checked, and then, if the service exists, the service is
returned; otherwise, the service request is forwarded to the
upper Intelligent Node. Additionally, the data center (DC)
can satisfy all service requests. In other words, if the service
request is forwarded to the DC, this service request will be
satisfied absolutely.

(3) When a service-return packet is received, the service
brought by this packet is cached and then forwarded. This
allows the Intelligent Node to have a wider and broader range
of services, and the next time the request for this service can
be satisfied directly at this Intelligent Node without forward-
ing the service request up.

(4) When a program packet is received, first whether there
is the same program in the cache space is checked, and then
if the same program exists, this program packet is discarded;
otherwise, this program is cached and then the flooding
method is used to forward this program packet, that is, all
ports are broadcasted except the interface that received this
program packet. Under this approach, the broadcast storms
can be avoided, and the program can be received by all the
Intelligent Nodes in the network as soon as possible.

In addition to the program packet, for other types of pack-
ets, the forwarding table, which is called FTable, can be used
to forward. Every Intelligent Node has its own forwarding
table (for the details of the forwarding table design, refer to
Part B of chapter IV). The entry of the forwarding table is
searched according to the destination address in the packet
and the packet is forwarded according to the entry. Specifi-
cally, if the packet is a service-request packet or a service-
return packet, and there are multiple entries in the forwarding
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table of the Intelligent Node that have the same destina-
tion address but different ports, then one port is randomly
selected for forwarding. However, if the packet is a data-
upload packet, they are forwarded from all these ports. Its
additional details are presented by Algorithm 1.

Algorithm 1 Forwarding Scheme Using FTable
Initialize: Every Intelligent Node records its own FTable
(more detail in chapter IV Part B) and the set of SMP types
as TypeIN [ms] where ms is the maximum number of SMPs
cached in the Intelligent Node. Define the variable s to
record the set of ports. The variable spacep represents the
space of SMP in the Intelligent Node.
1: When receiving packet p:
2: Case packet p of
3: Case 1: packet p is the upload packet

/∗ The function of findp(p.desAddr)
is finding the set of port from FTable where
desAddr = p.desAddr∗/

4: s = findp(p.desAddr);
5: Forward packet from all the port ∈ s;
6: Case 2: packet p is the service request or return

packet
7: s =findp(p.desAddr);
8: Forward packet from random port ∈ s;
9: Case 3: packet p is the service program packet
10: If this program exists then
11: Discard packet p;
12: Else
13: If spacep or TypeIN [ms] is full then

/∗prp: the type number of SMP
needs to be replaced, which only exist in the service
program packet. ∗/

//delete the type number of prp program
14: spacep.delete(prp);
15: TypeIN [ms] .delete(prp);
16: End If

//store the service program brought by
packet p

17: spacep.add(p);
/∗ put the type number of the service

program in TypeIN [ms]∗/
18: TypeIN [ms] .add(p);
19: Forward packets from all the ports;
20: End If
21: End Case

Combining FIGURE 2 with the forwarding scheme, three
points are determined as follows:

(1) The data-upload packet fromArea B is forwarded to the
DC through two paths, which are B->D->F->G->DC and
B->C->E->G->DC. Before the data-upload packet reaches
the DC, it will definitely go through the Intelligent Node G.
However, to prevent the Intelligent Node G from forward-
ing the same data-upload packet twice, resulting in a large
amount of data redundancy in the network, each Intelligent

FIGURE 2. The running mechanism of ODAS-CC.

Node needs to perform data cleaning, that is, the redundant
packets are directly discarded. In addition, in these paths to
the DC, the shortest always exists, so the latency of upload is
the lowest.

(2) When User A in Area A wants to request the service
generated by sensors in Area B, this service can be satisfied
by Intelligent Node C with a high probability according to
the description of the forwarding scheme, thereby reducing
the number of service requests to the DC. The purpose of this
approach is that it allows all upper-level Intelligent Nodes
to have a wider and broader range of services, to reduce
the number of service requests to the data center, thereby
reducing the latency of service.

(3) When User B in Area B wants to request the service
generated by sensors in Area C, the service-request packet
is forwarded through two paths randomly, one is B->C->
E->G->DC and the other is B->D->F->G->DC. Similarly,
if the request can be satisfied at the Intelligent Node G and
there are two or more paths that can reach User B, a path is
randomly selected for the service return. Under this scheme
of making full use of multi-paths, the load of each Intelligent
Node is balanced.

However, the storage space of the Intelligent Node is rela-
tively small compared to the DC, so all data cannot be stored
as a DC. Therefore, the least recently used (LRU) algorithm
is used to manage the storage space. Additional details of the
packet schedule scheme in the Intelligent Node are presented
by Algorithm 2.

B. THE FORWARDING TABLE
To be able to forward data and requests to the destina-
tion address in accordance with the forwarding scheme
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Algorithm 2 Packet Schedule Scheme
Initialize: Intelligent Node records TypeIN [ms]. Define
the variable result to record the data produced by
SMP or AMP. Define the variable servicep to record the
reply of service request. In addition, the variable space
represents the cache space of the Intelligent Node.
1: When receiving packet p:
2: Use Algorithm3;
3: If packet p is a redundant packet then
4: Discard packet p;
5: Else
6: Case packet p of
7: Case 1: packet p is a data-upload packet

//p.typenum: the type number of data in
packet p.

8: If p.typenum∈TypeIN [ms] then
/∗ start the service program where type

number is p.typenum. In spp.typenum(p), if this type
of data is not enough, start the aggregation program
ap(p).∗/

9: result = spp.typenum(p);
10: Else

//start the aggregation program ap(p)
11: result = ap(p);
12: End If
13: If space is full then
14: Use LRU;
15: End If

//cache the result in the space
16: space.add(result);
17: Forward the data-upload packet using

Algorithm1;
18: Case 2: packet p is a service-request packet
19: servicep= space.reply(p);

/∗servicep is not null, representing that the
Intelligent Node can satisfy this request ∗/

20: If servicep is not NULL then
21: Forward the service-return packet using

Algorithm1;
22: Else
23: Forward the service-request packet using

Algorithm1;
24: End If
25: Case 3: packet p is a service-return packet
26: If space is full then
27: Use LRU;
28: End If

//cache the service brought by packet p
29: space.add(p);
30: Forward the service return packet using

Algorithm1;
31: Case 4: packet p is a service program packet
32: Forward the service program packet using

Algorithm1;
33: End Case
34: End If

requirements, the forwarding table (FTable) comes up. In the
design of FTable, abnormal situations, such as a link failure,
are not considered. The fields of the entries in the forwarding
table (FTable) and their meanings are shown in Table 2.

TABLE 2. Description of the field name.

The forwarding table (FTable) updates when the packet is
received by the Intelligent Node. When receiving a packet,
whether there is an entry where the source address of the
packet received is the value of DesAddr and the interface
receiving the packet is the value of Port in FTable is detected
first. If not, the entry where the value of DesAddr equals the
source address of the packet received and the value of Port
equals the interface receiving the packet is added in FTable.
The reason is that if a packet sent from a certain Intelli-
gent Node called X1 enters a certain Intelligent Node called
X2 from interface P, then the packet must be transmitted from
P in the opposite direction to X1. Due to the limited storage
space of the FTable, the least recently used (LRU) algorithm
is used when the storage space is full. Additional details are
shown in Algorithm 3.

Algorithm 3 Forwarding Table (FTable) Updating Approach
Initialize: The Intelligent Node records its own FTable,
which consists of a series of entries including two fields,
i.e., desAddr and port. Define the variable portin to record
the port which packet p enters.
1: When receiving packetp:
2: For each it ∈ FTable Do

//p.srcAddr: the source address of packet p.
3: If it.desAddr 6= p.srcAddr or it.port 6=portin then
4: If FTable is full then
5: Use LRU to delete an item from FTable;
6: END If

//Add new entry in the FTable.
7: itnew.desAddr = p.srcAddr;
8: itnew.port =portin;
9: FTable.add(itnew);
10: End If
11: End For

C. SERVICE MICRO-PROGRAM PUBLISHING SCHEME
The data center (DC) in this paper has two major functions,
one is to store and process data, and the other is to publish the
program packet. However, in our paper, the latter is mainly
designed.

Since the space in the Intelligent Node is limited, the total
SMP cannot be stored. Therefore, to dynamically adapt to
changes in the types of data brought by data-upload pack-
ets, thereby reducing the network traffic as much as possi-
ble, the DC must dynamically publish appropriate SMP for
the type of data received. Therefore, a program publishing
scheme is developed. That is, after receiving a certain number
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of packets in the DC, whether it is necessary to publish an
SMP is detected according to the ratio of the number of
different types of data received by the DC.

Assume that Typeall includes all types of data, Typel
includes the set of SMP types cached in each Intelligent
Node and Typem includes the set of types where SMP is not
cached in each Intelligent Node. For Typel , it is same in every
Intelligent Node, as is Typem. The mathematical expression is
described as follows:

Typel =
{
x | x ∈ Typeall

}
, |Typel | = l

Typem =
{
y | y ∈ Typeall

}
, |Typem| = m

Typel ∩ Typem = ∅

(15)

First, the maximum number of packets received by the DC
where the type belongs to Typel and the minimum number of
packets received by the DC where the type belongs to Typem
are calculated.

Assume that the variable Tx records the number of packets
where the type is x received by the DC, and the function
of N (x) is to calculate the number of data-upload packets
received by the DC where the type is x. Therefore, the vari-
able Ti represents the maximum number of packets received
by the DC where the type is i while the variable Tj represents
the minimum number of packets received by the DC where
the type is j. The mathematical expression is shown in (16).{

Ti = min{N (x) , x ∈ Typel}
Tj = max{N (y) , y ∈ Typem}

(16)

Second, the threshold is calculated to determine whether to
publish the program or not. The threshold f expression is
shown in (17).

f = α × T i − Tj (17)

If the value of f is less than 0, then release the SMP where
the type is j, otherwise the status is maintained. Additional
details are shown in Algorithm 4.

To state the parameters of this chapter clearly, the main
notions introduced in this paper can be found in Table 3.

TABLE 3. Parameter descriptions in Chapter IV.

V. THE EXPERIMENTAL RESULTS AND ANALYSIS
A. INITIALIZE THE NETWORK
To analyze the performance of ODAS-CC model, we assume
that the network topology is as shown in FIGURE 3, where

Algorithm 4 Service Micro-Program Publishing Scheme
Initialize: The Data Center records the set of published
SMP types as Typel [l], while the set of unpublished SMP
types as Typem[m]. Define the variable num[l+m] to
record the quantity of every type number of upload packets.
Define the variable min to set the minimum amount of data
in Typel [l], and mint to record the type of the minimum
amount of data. Similarly, define the variable max to set
the maximum amount of data in Typem[m], and maxt to
record the type of the maximum amount of data.
1: When k upload packets are received:

//compute the num[].
2: For each packet p ∈ packet[k] Do
3: If packet p is an uploaded packet then
4: num

[
p.typenum

]
= num

[
p.typenum

]
+1;

5: End If
6: End For

//find min and mint.
7: For each tl ∈ Typel[l] Do
8: If min > num[tl] then
9: min = num[tl];
10: mint = tl ;
11: End If
12: End For

//find max and maxt
13: For each tm ∈ Typem[m] Do
14: IF max < num[tm] then
15: max = num[tm];
16: maxt = tm;
17: End If
18: End For

//compute the threshold
19: f= α ×min−max;
20: If f < 0 then
21: Publish the type of tm SMP packet;
22: Replace mint to maxt in Typel[l];
23: Replace maxt to mint in Typem[m];
24: End If

each node is an Intelligent Node. Among them, nodes num-
bered 1 to 4 are edge nodes, also called fog network nodes.

Before the packet is uploaded, the network needs to be
initialized. That is, the data center (DC) publishes AMP
packet and preset SMP packets. At the same time, the FTable
of each Intelligent Node is also initialized.

Assume that the standard packet size is 64KB, a program
packet size equals 2 standard packets, and the raw packet size
equals a standard packet. Additionally, the packet contains
the field of the packet size. In the experiment, there are
50 types of data types in total, corresponding to 50 types
of SMPs. Data-upload packets or service-request packets are
randomly generated from the areas managed by Intelligent
Nodes numbered 1 to 4. For instance, the area managed by
Intelligent Node numbered 1 is called Ar1.
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FIGURE 3. The topological structure of the network we assume.

However, the contrasted experiment object is the tra-
ditional data forwarding network, which is currently the
TCP/IP [27] network centered on data transmission.We call it
the data-transmission-based network (DTBN) in the follow-
ing experiments. According to FIGURE 3, we can see that
there are multiple paths from the edge node to the DC, but
the traditional TCP/IP network, which selects only one of the
paths for transmission, is a single-path transmission network,
so we take the average value of these paths in the DTBN.

Next, we evaluate the performance of the ODAS-CCmodel
from the three following aspects: network traffic, delay, and
energy consumption.

B. NETWORK TRAFFIC ANALYSIS
We analyze the network traffic from two aspects, one is the
data-upload packets generated from various types of sen-
sors, and the other is the service-request packets sent by
users.

Next, the network traffic is analyzed from the aspect
of data-upload packets generated from various types of
sensors.

To make the experimental results more effective and to be
able to easily observe the impact of different degrees of ser-
vice conversion on network traffic, we use two sets of degree
of service conversion. The degree of service conversion is
set from 0.5 to 0.7 in the set1 group while it is set from
0.3 to 0.5 in the set2 group, and the degree of data aggregation
is set from 0.7 to 0.9 in both group. Additionally, whether
a new SMP needs to be published under α = 2 is detected
when the DC receives 2000 non-redundant data-upload
packets.

However, the different degrees of service conversion have
no effect on the network traffic in DTBN since network
nodes (routers) in the DTBN are not able to run the pro-
gram. In other words, the network traffic under the DTBN
is the same regardless of set1 or set2. Further, when ps and

spmax are changed, the network traffic under DTBN remains
unchanged.

In the first experiment, the probability of owning such an
SMP and generating such a service (ps) is set 0.3 in each Intel-
ligent Node. In addition, the ratio of the maximum number of
SMPs stored by each Intelligent Node to the number of total
SMPs (spmax) is set to 0.6. Then, 100000 data-upload packets
are randomly generated.

FIGURE 4. The number of packets for forwarding in the network with
100000 packets of ODAS-CC and DTBN.

In FIGURE 4, the vertical axis represents the number of
standard packets, that is, the number of bytes transmitted in
the network divided by the number of standard packet bytes.
Same operations are performed in later experiments.

From FIGURE 4, we can see that for the amount of data
transmitted in the network, ODAS-CC on set1 is less than that
of DTBN, which is reduced by 5.5%, while in the ODAS-CC
on set2 where the degree of service conversion is relatively
large, the amount of data transmitted in the network is
reduced even more, which is a reduction of 16.0% compared
to the DTBN. From the above data, it can be known that the
amount of data transmitted are reduced in the network when
the degree of service conversion is increased. Although each
Intelligent Node can process the data by data aggregation or
service conversion, under our forwarding scheme, that data-
upload packets are forwarded to all the paths that lead to the
DC, and the amount of data forwarded by the network is not
particularly reduced.

However, we can see that the amount of data received by
the DC under ODAS-CC on set1 is smaller than the DTBN
from FIGURE 5, which is reduced by 21.8%, while in the
ODAS-CC on set2, where the degree of service conversion
is relatively large, the amount of data received by the DC is
reduced even more, which is a reduction of 35.3% compared
to the DTBN. From the above data, the pressure on the DC is
significantly reduced under the ODAS-CC. This is because
the raw data under the ODAS-CC was processed by data
aggregation or service conversion before it reached the DC
and removed the redundant packets in each Intelligent Node.
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FIGURE 5. The number of packets received by the DC in the network with
100000 packets of ODAS-CC and DTBN.

In the following, we change the network parameters to
observe the performance, mainly to analyze the impact of
spmax and ps on network traffic.

FIGURE 6. The number of packets for forwarding in the network under
spmax with 100000 packets of ODAS-CC and DTBN.

According to FIGURE 6, when spmax is 40.0% or even
lower, the amount of data transmitted in the network under
ODAS-CC has become slightly larger than the DTBN
because of the forwarding scheme. Specifically, there are few
SMPs in each Intelligent Node, so the probability that the
data-upload packets can convert to services becomes lower.
Most of the data can only be forwarded after data aggregation
while the degree of data aggregation is not particularly notice-
able. However, with the increase of spmax , the amount of data
transmitted in the network under ODAS-CC is reduced com-
pared to that of the DTBN. When spmax is 60.0% to 80.0%,
the amount of data transmitted under ODAS-CC on set1 is
reduced by 5.0% to 10.2% compared to that of the DTBN,
while on set2 is reduced by 15.1% to 25.2%.

However, as shown in FIGURE 7, from the perspective
of the DC, the amount of data received by the DC under

FIGURE 7. The number of packets received by the DC under different
spmax with 100000 packets of ODAS-CC and DTBN.

ODAS-CC is smaller than that of the DTBN no matter how
spmax changes. This is because the raw data will be processed
to different degrees when passing through each Intelligent
Node. Even if there is no SMP, the data will be aggregated.
However, with the increase of spmax , the amount of data
received by the DC under ODAS-CC is decreased. When
spmax is 80.0%, the amount of data received by the DC under
ODAS-CC on set2, where the degree of service conversion
is relatively large, is reduced by 50.5% compared to that of
the DTBN.

FIGURE 8. The number of packets for forwarding in the network under
different ps with 100000 packets of ODAS-CC and DTBN.

As shown in FIGURE 8 and FIGURE 9, the greater the ps,
the smaller the amount of data under ODAS-CC regardless
of what is transmitted in the network or received by the
DC. However, in FIGURE 8, if ps is lower than 10.0%, the
amount of data transmitted in the network under ODAS-CC
on set1 is slightly larger than that of DTBN, which is
increased by 3.5%. This is because ODAS-CC forwards the
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FIGURE 9. The number of packets received by the DC under different ps
with 100000 packets of ODAS-CC and DTBN.

data-upload packets to all the paths that can lead to the DC.
Although spmax is 0.6, ps is low, and most of the data can only
be forwarded after data aggregation. However, in the case of
ps from 30.0% to 50.0%, the amount of data transmitted in
the network under ODAS-CC on set1 is reduced by 6.1%
to 13.8% compared with that of the DTBN, and the amount
of data received by the DC is reduced by 21.2% to 30.9%.
For ODAS-CC on set2, the amount of data transmitted in
the network and the amount of data received by the DC is
smaller, reduced by 16.0% to 27.2% and 33.4% to 45.1%,
respectively.

FIGURE 10. The number of packets for forwarding in the network with
200000 to 600000 packets of ODAS-CC and DTBN.

FIGURE 10 and FIGURE 11 show the trend of the amount
of data transmitted in the network and received by DC.
respectively, with the increase of the number of data-upload
packets sent by sensors. For each 200000 data-upload packets
increase, the increase in the amount of data transmitted under
ODAS-CC on set1 is 94.1% of the DTBN while on set2,
it is 84.0%. This demonstrates that with the increase in the

FIGURE 11. The number of packets received by the DC with
200000 to 600000 packets of ODAS-CC and DTBN.

number of data packets sent, the increase of the amount
of data transmitted under ODAS-CC is smaller than that
of the DTBN, and the larger degree of service conversion,
the smaller the increase. There are similar rules for the
amount of data received by the DC. For each 200000 data-
upload packets increase, the amount of data received by the
DC under ODAS-CC on set1 is 78.2% of the DTBN, while
on set2, it is 65.8%. When the number of data-upload packet
increased, the data are processed by SMP or AMP under
ODAS-CC, but DTBN does not, so the increment is less than
that of the DTBN.

Then, we analyze network traffic from the perspective of
the service-request packets sent by users.

In this experiment, since the service-request packet and the
service-return packet cannot be aggregated or converted to
services under ODAS-CC, the impact of different degrees of
service conversion on the network traffic is not considered.
Assume that each Intelligent Node can cache various types of
services, and each type of service cached has the same propor-
tion of the total amount of such services (pc). However, since
the DTBN cannot cache data, the amount of data transmitted
in the network remains unchanged when pc is changed.
Then, 100000 service-request packets are generated from

users.
As is shown in FIGURE 12, when pc equals 3.0% to 11.0%,

the amount of data transmitted in the network under
ODAS-CC is 1192546.8 to 1009910.8, which is a 5.2% to
20.3% reduction in data transmitted compared to that of
DTBN. Moreover, when pc increases, the amount of data
transmitted in the network decreases. The reason for this
result is that, in the ODAS-CC, when a service-request packet
is forwarded to an Intelligent Node on a higher layer, it is
more likely to satisfy this service request. The greater the pc
value, the lower the probability that service-request packets
are forwarded to upper Intelligent Nodes, thereby reducing
the number of forwarding hops of the service request packet.
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FIGURE 12. The number of packets for forwarding in the network under
the different pc with 100000 packets of ODAS-CC and DTBN.

Therefore, the amount of data transmitted in the network is
reduced.

FIGURE 13. The number of packets for forwarding in the network under a
pc of 7% with 200000 to 600000 packets of ODAS-CC and DTBN.

FIGURE 13 and FIGURE 14 show, under a pc equal to
7.0%, the trend of the amount of data transmitted in the net-
work and received by the DC, respectively, with the increase
of the number of service-request packets sent by users.
In FIGURE13, regardless if 200000 or 600000 service-
request packets are issued, the amount of data transmitted in
the network under ODAS-CC is reduced by 12.9% compared
to DTBN. In addition, for each 200000 service-request pack-
ets increase, the increase in the amount of data transmitted
under ODAS-CC is 87.2% of the DTBN. In the ODAS-CC,
service-request packet will not to be forwarded if it can be
satisfied, so the number of hops for service-request packet
transmission is reduced; therefore, the amount of data trans-
mitted is less.

There are similar rules for FIGURE 14. No matter how
many service-request packets are sent by the user, the

FIGURE 14. The number of packets received by the DC under a pc of 7%
with 200000 to 600000 packets of ODAS-CC and DTBN.

service-request packet received by the DC under ODAS-CC
is reduced by 29.8% compared to that of DTBN, and the
increase in the amount of data received by the DC under
ODAS-CC is 69.0% of that of the DTBN for each 200000
service-request packets increase. The Intelligent Node will
return the requested service if it can satisfy the service
request, so service-request packets need not to be forwarded
to the DC every time, unlike the DTBN, thereby reducing the
number of service-request packets received by the data center.

C. LATENCY ANALYSIS
Similar to Part B in this section, we also analyze the latency
of ODAS-CC from two perspectives. One is the latency of
data upload and the other is service latency.

In the experiment, the transmission time between two Intel-
ligent Nodes is set between 15.0 ms and 50.0 ms. We analyze
the latency of data upload first.

As is shown in FIGURE 15, the average latency of data
uploaded to DC under ODAS-CC has not changed greatly in
the case of 10000, 50000, and 100000 data-upload packets,
all of which are 114.3 ms, while the average DTBN needs
155.1 ms. Therefore, the average latency of data uploaded to
the DC in ODAS-CC is reduced by 26.3% compared to that
of the DTBN.

However, as shown in FIGURE 16, no matter which area
sends the data-upload packet, the latency of data upload under
ODAS-CC is less than that of the DTBN. Compared with
DTBN, the latency of data upload from Ar1 is reduced by
31.9%, and those from Ar2, Ar3 and Ar4 are 27.8%, 24.7%,
and 20.5%, respectively.

For Intelligent Node numbered 1, there are 6 paths to
the DC with latency times of 89.0 ms, 116.0 ms, 115.0 ms,
128.0 ms, 162.0 ms, and 175.0 ms, respectively. However, in
ODAS-CC, data-upload packets are forwarded to all the paths
that lead to the DC, and the shortest path always exists in
these paths, so the first data-upload packet sent from Ar1 is
received by the DC in 89.0 ms, and the subsequent packets
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FIGURE 15. The average latency of upload packets forwarded to the DC
with 100000 packets of ODAS-CC and DTBN.

FIGURE 16. The average latency of upload packets from different areas
with 100000 packets of ODAS-CC and DTBN.

are redundant data packets that will be cleaned up by the
DC. Therefore, randomly sending data-upload packets from
Ar1 to Ar4, the data-upload packet is received by the DC
under ODAS-CC as quickly as possible compared to the
DTBN.

It can be seen from FIGURE 17 that, regardless of the
increase in the transmission time between the Intelligent
Nodes, the average latency of data upload under ODAS-CC is
less than that of the DTBN. While increasing the same trans-
mission time between the Intelligent Nodes, the increment of
the data upload latency under ODAS-CC is less than that of
the DTBN, which is 73.7% of the DTBN.

Then, we analyze the average service latency. In this exper-
iment, we assume that the DC needs 20 ms to respond to ser-
vice requests, the transmission time between the Intelligent
Nodes is between 15.0 ms and 50.0 ms and 100000 service-
request packets are randomly sent from Ar1 to Ar4.

FIGURE 17. The average latency of upload packets forwarded to the DC
under the different transmission times with 100000 packets of ODAS-CC
and DTBN.

FIGURE 18. The average service latency under the different pc with
100000 services request packets of ODAS-CC and DTBN.

As is shown in FIGURE 18 and FIGURE 19, when the
pc equals from 3.0% to 11.0%, the average service latency
and the amount of service request received by the DC under
ODAS-CC are smaller than the DTBN. Among them, when
pc equals 7.0%, in ODAS-CC, the service latency is reduced
by 14.5% compared with that of the DTBN, and the amount
of service requests received by the DC is reduced by 30.1%
compared to that of the DTBN. However, as pc increases,
in ODAS-CC, the average service latency and the amount of
service requests received by the DC are reduced. For each
1% pc increase, the average service latency can be reduced
by 2.1%, and the amount of service requests received by
the DC can be reduced by 4.3%. In ODAS-CC, the greater
pc, the lower the probability that service-request packets are
forwarded to the upper Intelligent Node, thereby the service
latency and the load of the DC is reduced. However, the nodes
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FIGURE 19. The number of service request received by the DC under the
different pc with 100000 service-request packets of ODAS-CC and DTBN.

in the DTBN cannot cache data, so they cannot satisfy the
service request, so the pc is changed, regardless of if the
average service latency and the amount of service requests
received by the DC remains unchanged.

In the following, we increase the transmission time
between the Intelligent Nodes and the response time by the
DC for services to observe the changes in service latency.

FIGURE 20. The average service latency under the different transmission
times with 100000 service request packets of ODAS-CC and DTBN.

As is shown in FIGURE 20, when pc equals 7.0%, as the
transmission time between network nodes increases, the aver-
age service latency under ODAS-CC is always less than that
of the DTBN. While increasing the same transmission time,
the average service latency under ODAS-CC is less than that
of the DTBN, which is 87.5% of the DTBN. If the distance
between the user to theDC is long, the average service latency
under ODAS-CC will be more obvious than DTBN, which
makes the QoE of the user better.

However, as shown in FIGURE 21, when pc equals 7.0%,
as the response time by the DC for service requests increases,

FIGURE 21. The average service latency under the different response
times by the DC with 100000 packets of ODAS-CC and DTBN.

under ODAS-CC, the average service latency still has advan-
tages over DTBN. While increasing the same response time
by the DC for service, the average service latency under
ODAS-CC is 69.9% of that of the DTBN. However, if the
DC is busy, the response time by the DC for service will
be increased. In addition, when the response time by the
DC for service increases to be greater than the transmission
time from the user to the DC, the advantages of ODAS-CC
will be more obvious than those of the DTBN. The reason
is that the Intelligent Node can return the service instead of
always forwarding the request to the DC. Therefore, if the
DC is extremely busy, it will not have a large impact on the
ODAS-CC.

D. ENERGY CONSUMPTION ANALYSIS
The energy consumption of ODAS-CC consists of the energy
consumption in the network, that is the energy consumption
of all the Intelligent Nodes in the network, and the energy
consumed by the DC. Similarly, we also analyze the energy
consumption from two perspectives. The energy consumption
from the perspective of data uploading is analyzed first.

In the experiment, ps = 0.3, spmax = 0.6, θc= θ s =
0.1(J/MB) and θf = 1(J/MB). The data-upload packet is
sent at the maximum speed of the packet that the data center
can process. However, the energy consumption in the network
and the energy consumed by the DC under DTBN is the same
regardless of set1 or set2 because the network nodes (routers)
in DTBN are not able to run the program.

As shown in FIGURE 22, the energy consumption in the
network under ODAS-CC on set1 is reduced by 2.5% com-
pared to that of the DTBN, while the energy consumption
under ODAS-CC on set2 is reduced by 13.3%. Addition-
ally, with the increase in the amount of data-upload packet,
the proportion of the reduction did not change significantly.
The energy consumption in the network under ODAS-CC is
less than that under DTBN, and the greater the degree of
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FIGURE 22. The energy consumption in the network because of upload
packets with 100000 to 600000 packets of ODAS-CC and DTBN.

service conversion, the less energy consumed in the network
under ODAS-CC. Compared to DTBN, energy consumption
in the network under ODAS-CC comes from calculating and
caching data in addition to forwarding data. In the exper-
iment, both the energy consumption per unit of data by
calculating and the energy consumption per unit of data by
caching are small compared to the energy consumption per
unit of data by forwarding, so the energy consumption in
the network under the ODAS-CC is smaller than that under
the DTBN. However, if the energy consumption per unit
of data by calculating and the energy consumption per unit
of data by caching is relatively large, the energy consump-
tion in the network under ODAS-CC may exceed that of
the DTBN.

FIGURE 23. The percentage of load in the DC because of upload packets
with 100000 to 600000 packets of ODAS-CC and DTBN.

As is shown in FIGURE 23, the DC under the DTBN is
always in a state of full load. However, the load of the DC
under the ODAS-CC is always lower than that of the DTBN.
The load under ODAS-CC on set1 is 78.1%, and the load
under ODAS-CC on set2 is 66.0%. However, according to

formula (6), it can be inferred that the energy consumed
by the DC under ODAS-CC is significantly less than that
of the DTBN, and the greater degree of service conversion,
the more energy is reduced. This is because the data-upload
packets under the ODAS-CC have been processed (data
aggregation or service conversion) and redundant packets are
removed when they arrive at each upper Intelligent Node that
is on the path that leads to the DC. Therefore, although data-
upload packets are forwarded on all the paths that lead to
the DC, the number of packets handled by the DC under
ODAS-CC is relatively small, thereby reducing the load on
the DC.

In the following, the energy consumption from the perspec-
tive of service requests is analyzed.

In the experiment, pc = 0.07, spmax = 0.6, θc= θ s =
0.1(J/MB) and θf = 1(J/MB). The service-request packet is
sent at the maximum speed of the packet that the data center
can process. However, the service-request packet and service-
return packet cannot be processed under ODAS-CC, so the
impact of different degrees of service conversion on both the
energy consumption in the network and the energy consumed
by the DC are not considered.

FIGURE 24. The energy consumption in the network because of service
requests with 100000 to 600000 packets of ODAS-CC and DTBN.

As is shown in FIGURE 24, the energy consumption in
the network under ODAS-CC is reduced by 12.7% com-
pared to that under DTBN. In addition, with the increase in
the amount of the service-request packet, the proportion of
reduction does not change significantly. Under ODAS-CC,
although the number of hops for a service request can be
reduced, the service needs to be cached when the service
returns. Therefore, in the case where the energy consumption
per unit of data by caching is relatively small, the energy
consumption in the network under ODAS-CC is smaller than
the DTBN. However, if the energy consumption per unit of
data by caching is relatively large, the energy consumption in
the network under ODAS-CCmay be greater than the DTBN.

As is shown in FIGURE 25, the DC under DTBN is always
under a full load, while the load of the DC under ODAS-CC
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FIGURE 25. The percentage of load in the DC because of service requests
with 100000 to 600000 packets of ODAS-CC and DTBN.

is always lower than that of the DTBN. The load of the
DC under ODAS-CC is 70.3%, which means it can save
30.2% of the energy compared to that of the DTBN according
formula (6). The reason is that under ODAS-CC, the Intelli-
gent Node may be able to satisfy service requests instead of
requesting the DC every time as in the DTBN, which reduces
the load on the DC, thereby reducing the energy consumed
by the DC.

VI. CONCLUSIONS
In our paper, a services-based network architecture is pro-
posed, which is named ODAS-CC. Under this model, the ser-
vice micro-program (SMP) publishing and updating scheme
is performed in the data center, which can provide the
SMP to network devices to convert data to services. The
packet schedule scheme and services conversion are done
in the network devices. In addition, the evaluation model
for energy consumption, the evaluation performance indica-
tors for latency and load are given with details provided.
Additionally, the performance of the ODAS-CC model is
evaluated comprehensively. The theoretical analyses and
experimental results show that, compared with the previous
approach, the ODAS-CC model can reduce the network traf-
fic, reduce the average latency of data upload by 26.3%,
the service latency by up to 30.1%, and the data center load,
thereby reducing energy consumption by 20.0% to 30.0%.

In the context of the explosive growth of the Internet
of Things (IoT), it is a good green low-latency solution.
However, the main constraints of ODAS-CC performance are
the storage space of Intelligent Nodes, the degree of service
conversion and data aggregation. In the future, we will further
explore the security of the ODAS-CCmodel and optimize the
ODAS-CC model.
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