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ABSTRACT Clustering Arabic text documents is of high importance for many natural language technolo-
gies. This paper uses a combined method to cluster Arabic text documents. Mainly, we use generative models
and clustering techniques. The study uses latent Dirichlet allocation and k-means clustering algorithm and
applies them to a news data set used in previous similar studies. The aim of this paper is twofold: it first
shows that normalizing the weights in the vector space, for the document-term matrix of the text documents,
dramatically improves the quality of clusters and hence the accuracy of clustering when using k-means
algorithm. The results are compared to a recent study on clustering Arabic text documents. Second, it shows
that the combined method is superior in terms of clustering quality for Arabic text documents according
to external measures, such as purity, F-measure, entropy, accuracy, and other measures. It is shown in this
paper that the purity of the combined method is 0.933 compared to 0.82 for k-means algorithm, and these
figures are higher in comparison to a recent similar study. This is also confirmed by the other used validation
measures. The correctness of the combined method is then confirmed using different Arabic data sets.

INDEX TERMS Clustering text documents, K-means, Arabic language, topic modeling, latent Dirichlet allo-

cation (LDA).

I. INTRODUCTION

Clustering text documents is of high importance in the era
of information explosion. Data on the internet is dramatically
increasing every single day. Large part of that data is in text
format and in most cases exist with no labels. Notwithstand-
ing, manually annotating text documents is usually a tedious
human task; although automatic annotation techniques exist,
still they are not accurate. For this and other reasons, clus-
tering is considered an important data mining technique in
categorizing, summarizing, organizing and classifying text
documents. Having said so does not mean that clustering
gives better results than classification when labels are avail-
able for data.

Extracting information from text sources comprises one
important task that is used nowadays for several purposes,
especially in natural language processing (NLP). Some lan-
guage technologies need information about text documents
to accomplish certain tasks with high performance. Deal-
ing with natural languages is not an easy task, especially
for some languages including Arabic. This is due to many
reasons such as the lack of benchmark data sets and related

resources, absence of standard normalization methods, inade-
quacy of accurate stemming algorithms, the highly derivative
nature of Arabic words and ambiguity imposed by diacritic
marks [1], [2].

Topic modeling is an important field of study that gained
great attention in last years. It has important applications in
many fields like Information Retrieval (IR) and NLP. Topic
modeling aims at extracting a pre-specified number of topics
from a set of text documents based on statistical concepts.
This process is considered as an unsupervised task where no
prior knowledge about the text is required. Topic modeling
and clustering are much alike; they are both: unsupervised
learning techniques, need a number of categories to be spec-
ified beforehand and require no labels to operate.

Topic modeling has many benefits in the context of our
study; it serves as a mechanism for both feature reduction
and feature selection. First, we use topic modeling tech-
niques to reduce the vector space model (VSM) to a simpler,
and ultimately a representative one. This can be considered
a good solution to the very well-known problem of high-
dimensionality in data and text mining. Second, the proposed
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methodology in this study considers topic modeling as a
feature selector by uncovering latent semantic variables in
text documents.

Our work is inspired by the recent work [3] in integrating
topic modeling and clustering. The aim of that work was to
achieve better results for recognizing local topics within one
document, and a group of global topics across a set of text
documents using LDA and clustering techniques. They also
used Bernoulli distribution to decide between local and global
topics. Their work may be viewed as a method of linking the
results of one technique to be the input to the other in order to
extract better topics and to achieve better clustering. We use
a similar methodology and apply it to Arabic text documents.

This study considers a news dataset [4] composed
of 2700 documents of 9 categories. In this study we use
external measures to evaluate the resulted clusters, such as
purity, F-measure, entropy, accuracy, and others.

To validate the correctness of the combined method, it is
applied to several Arabic datasets; these are freely available
on the internet and used to verify and confirm the correctness
of the combined method.

This study utilizes a combined method of clustering algo-
rithms and topic modeling techniques to cluster Arabic text
documents. The performance of this methodology gives bet-
ter results than regular clustering algorithms. Different Arabic
news datasets are used in the study to validate the methodol-
ogy. Also, different external performance measures are calcu-
lated for both combined and regular clustering methods. The
results for the combined method is superior in terms of the
used external measures.

The rest of the document is organized as follows: section II
presents literature review, section III discusses the clus-
tering algorithms and validation plans that are used in
this study, section IV describes the data preparation and
methodology, section V illustrates experiments and results,
section VI includes discussion and section VII concludes the

paper.

II. LITERATURE REVIEW

There exist few research works that integrate topic modelling
techniques with clustering algorithms and apply them to
English text documents [3]. To the best of our knowledge; this
study is the first that integrates and applies topic modeling
techniques and clustering algorithms together to Arabic text
documents.

A. CLUSTERING ARABIC DOCUMENTS

Some studies applied clustering algorithms to Arabic
text [S]-[9]. For example, recent work by Abuaiadah [S] used
bisect k-means clustering algorithm to analyze and cluster
Arabic text documents. They use an in-house 2700 news
documents classified into 9 categories. The author showed
that such an algorithm gives better results compared to
standard k-means algorithm, he used different distance
and similarity measures. Al-Sarrayrih and Al-Shalabi [6]
have clustered Arabic text documents based on Frequent
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Itemset Hierarchical Clustering algorithm (FIHC). They
applied their algorithm on an in-house 600 docu-
ments classified in 6 classes. They obtained promis-
ing accuracy compared to clustering European languages.
Froud and Lachkar [7] have applied hierarchical clustering
algorithm to Arabic text documents with different distance
measures including: Euclidean distance, Cosine Similarity,
Jaccard Coefficient, and Pearson Correlation Coefficient.
They report that Ward function outperforms other linkage
techniques and that using stemming algorithms will not
improve accuracy of clustering results but makes clustering
faster. Ghwanmeh [8] showed that using clustering algo-
rithms enhance retrieval of information compared to IR
systems without clustering; where they used hierarchal k-
means algorithm. El-Haj er al. [10] used k-means clustering
algorithm in multi-document extractive summarization pro-
cess. Their results compared well to top systems at Document
Understanding Conference (DUC) 2002. Hussein et al. [11]
used hierarchical clustering algorithms to cluster 345 doc-
uments into 12 categories. They used lemma-based simi-
larity measure that is based on shared key-phrases among
documents. They reported a high purity of around 0.95;
however, the data set is very small (each category has an
average of 28 documents) and the key phrases extraction
process is not clear. Froud ef al. [12] applied k-means clus-
tering algorithm on Corpus of Contemporary Arabic (CCA))
which is composed of 12 categories. They used different
similarity measures and report the highest purity of 0.77 using
Euclidean distance measure. However, the dataset they used is
different from what is found in the literature. Also, the dataset
has few number of documents (432) and large number of
categories (16).

B. TOPIC MODELLING

Topic modeling techniques choose a set of topics each with
a group of words using statistical methods; they try to find a
set of topics in a group of text documents; where each topic is
defined as a distribution over a set of words. This is achieved
using statistical modeling. There are different flavors of topic
modeling [13]. In this study, we use LDA for topic modeling
with algorithms such as: Gibbs Sampling [14], variational
expectation-maximization (VEM) [15], VEM fixed and Cor-
related Topic Modeling (CTM) [16].

Topic Modeling aims at extracting main topics from a
set of text documents. It has been shown that LDA outper-
forms other models such as Latent Semantic Analysis (LSA)
[17]-[19]. LDA has been applied to many fields of study such
as NLP [20]-[22].

The idea behind topic modeling is that a set of words are
represented by a probabilistic distribution. First, words in
the document are assigned with random probabilities, and
during the running of the algorithm, these probabilities are
updated to infer the latent structure of topics in that docu-
ment. In LDA, Dirichlet distributions are used to infer such
structures. More details about topic modeling can be found
in [14], [15], [23], and [24].
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C. EXTRACTING TOPICS FROM ARABIC DOCUMENTS
There exist studies that exploit topic modeling techniques
to extract topics from the Arabic documents. For example,
Ayadi et al. [25] used topic modeling techniques (LDA) to
extract the main topics of an in-house Arabic corpus. They
show that using the reduced word space after applying LDA,
produces more accurate results when classifying documents.
Siddiqui et al. [26] applied LDA to a sample of the holy
Quran to extract thematic structure and also main topics.
In one setup, results show classification of chapters into two
categories: Makki and Madni (time/place of revelation). In
another setup, topics with 5,10 and 15 terms are extracted.
Although there are some stop words not removed and no
definite topics are noticed, still results are promising. Also,
Alhawarat [27] applied LDA techniques to a sample of the
holy Quran to extract main topics. Although results are
promising, but they show few number of coherent topics.
Brahmi et al. [28] studied the effect of stemming algorithms
on topic modeling of Arabic Text. They show that stemming
induces improvement in the results of extracting accurate
topics.

In a different context, Kelaiaia and Merouani [29] com-
pared between LDA and k-means on Arabic text documents.
The results show that LDA outperforms k-means using exter-
nal measures such as F-measure.

At last, very few studies considered combining topic mod-
eling with clustering algorithms. For example,
Xie and Xing [3] proposed a new methodology that integrates
topic modeling with clustering algorithms in two manners.
First, they used topic modeling to improve the quality of
clustering. Second, they used clustering to extract local and
global topics. They have applied their methodology on both
Reuters-21578 and 20-Newsgroups datasets. Results of their
experiments showed better quality of clustering compared
to different other techniques using coherence measure. They
showed that topic modeling and clustering are two related and
mutual techniques.

Ill. CLUSTERING ALGORITHMS AND

VALIDATION TECHNIQUES

This section discusses clustering algorithms and validation
methods in general including those used in this study.

A. CLUSTERING ALGORITHMS
Clustering algorithms might be divided into two types: parti-
tioning and hierarchal. In partitioning methods, the number of
clusters must be specified before clustering takes place. Once
this is specified, then random initial centers are chosen, and
then objects are assigned to the nearest center according to the
distance between objects and centers. This process is repeated
until no further improvement. Examples of clustering algo-
rithms of this type are: k-means and k-medoids [30], [31].
On the other hand, hierarchal methods have no pre-
specified number of clusters, because this type either consid-
ers each object as a cluster (agglomerative), or considers the
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whole data as one cluster (divisive). Then it starts to either
increase or decrease the number of clusters until a criterion is
met [32].

In this study, k-means algorithm is used for several reasons:
simplicity, performance and wide usage. Although better fla-
vors of k-means exist such as Bisect K-Means [30]-[32], still
the aim of this study is not to compare between clustering
algorithms; but instead to improve the quality of clusters.

B. CLUSTERING VALIDATION TECHNIQUES

Clustering is an unsupervised learning technique, where
labels are not provided or even do not exist in some cases.
Although there are automated and semi-automated tech-
niques for labeling data, still they may not be accurately used
to validate clustering.

Validation of clustering is very important to decide on
configuration of parameters and methods to be used for a
specific data. Validation methods are usually divided into
three categories [31]:

« External: are based on external information about clus-
ters in order to evaluate accuracy of clustering.

« Internal: are based on calculating indices without having
labels to decide the quality of one clustering.

« Relative: are used to compare results of two cluster-
ings for the same data, using different parameter set-
tings or different clustering algorithms.

External measures can be used if class labels exist for the
data. Evaluation is then used to benchmark resulted clusters to
validate quality of clusters. In contrast, internal measures are
used when class labels are not available. Relative measures
have the same purpose of internal measures, and is used to
compare the quality of two clusterings for the same data with
either different clustering algorithms or different parameter
settings.

Since the labels exist for data in this study, then external
measures are used. External validation methods can be clas-
sified to different categories [33], [34]. The following are the
categories with examples:

« Matching based measures: purity, recall, precision and
F-measure.

« Entropy and information based measures: entropy, nor-
malized mutual information (NMI) and normalized vari-
ation of information (NVI).

« Pairwise and counting measures: accuracy (rand-index)
and jaccard index.

These are some of the most validation measures used in the
literature, and are used in this study to validate the quality of
the resulted clusterings. The following sub-subsections will
give a very brief description to the aforementioned valida-
tion methods. For more information on these please refer
to [35]-[38].

1) PURITY
Purity [39] is an evaluation measure of how pure is a cluster
with regard to the dominant class in that cluster. Purity is then
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computed based on the percentage of all objects of dominant
classes for each cluster with regard to the number of all
objects:

. 1
purity = N Zmalea)k N ¢l (1)
k

where N is the number of all objects, k is the number of
clusters, wy is the dominant class, and ¢; is the real class
(ground truth). The largest the value of purity the better
clustering with maximum value of one if the dominant class
of a cluster represents all objects in that cluster.

2) F-MEASURE

This measure [40] is the harmonic mean of both recall and
precision. Recall represents the fraction of documents of one
category in one cluster out of all documents of that category.
Whereas precision is the fraction of documents of one cate-
gory in one cluster out of all documents in that cluster. Note
from such definitions that values of precision and recall in
isolation will not give a correct indication of the quality of
clustering for several reasons found in the literature, therefore
a combination of the two makes sense when appear in one
measure, viz., the F-measure. To compute recall, precision
and F-measure, then confusion matrix is usually used which
is composed of four values as table 1 shows.

TABLE 1. Confusion matrix for Clustering.

Different cluster
False Negative (FN)
True Negative (TN)

Same cluster
True Positive (TP)
False Positive (FP)

Similar documents

Different documents

The confusion matrix for clustering is based on all possible
combination-pairs of all documents chosen from all clusters,
where:

o TP: indicates that the two documents are similar and
belong to the same cluster.

o FN: indicates that the two documents are similar and
belong to different clusters.

o FP: indicates that the two documents are different and
belong to the same cluster.

e TN: indicates that the two documents are different and
belong to different clusters.

Based on these values, then we can calculate recall, preci-
sion and F-measure according to the following equations:

TP
Recall = —— ()
TP + FN
o TP
Precision = —— 3)
TP + FP
2xXxP xR
F — measure = ——— “4)
P+ R

where, P represents precision, and R represents recall.
Greater values for F-measures means better and precise clus-
tering.
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3) ENTROPY

Entropy [41] represents the class distribution of objects
within each cluster. If a cluster contains objects with the same
class then entropy is 0. Otherwise the value increases with
more mixed classes in the same cluster with a value that
might exceed one. To calculate entropy for a cluster, then
class distribution of objects in each cluster is calculated as:

Ej =Y piflogpi) ®)

Then the sum is computed for all classes. After that
Entropy is calculated as follows:

E=Y""YE ©)
j=1

I |8

where m is the number of clusters, n; is the size of cluster
Jj» and n is the number of all objects.

4) NORMALIZED MUTUAL INFORMATION

Mutual information is a popular statistical measure that com-
pares the shared information between two clusterings, usu-
ally the resulted clustering and the ground truth of the data.
Although this is a good measure, but it cannot be used to com-
pare different data clusterings. Instead, if normalized then it
can be used to compare the quality of different clustering
results. The NMI is defined as [42]:

I(X,Y)
JHX) x HO)

where X and Y represents class and cluster labels respec-
tively, I(X,Y) represents the mutual information between X
and Y, and H(X) and H(Y) represent the entropy of X and
Y respectively. Greater value of NMI means more mutual
information and hence more similarity between clusterings.

NMIX,Y) = @)

5) NORMALIZED VARIATION OF INFORMATION

This is another measure that is based on entropy and infor-
mation. It depends on the lost and gained information when
comparing two clusterings. NVI is defined as [43]:

HX|Y) x H(Y|X) HX) £0

HX) ®)
HX)=0

NVI(X,Y) =
H(Y)

where H() is the entropy function and H(X|Y) and H(X|Y)
are conditional entropy. When NVI approaches O then this
means total agreement between cluster labels of X and Y,
hence homogeneous clusterings. When the value gets larger,
this means decrease in agreement, and when it reaches 1, this
means total heterogeneous clusterings.

6) ACCURACY OR RAND-INDEX

Quantify the similarity between two clusterings based on
the confusion matrix. It represents the percentage of correct
matches of documents in clusters, this is also known as

42743



IEEE Access

M. Alhawarat, M. Hegazi: Revisiting K-Means and Topic Modeling, a Comparison Study to Cluster Arabic Documents

accuracy. Rand-index is calculated according to the following
formula [44]:

. TP + TN
Rand — index = O]
TP+ FP+FP+FN

In complete similarity between clusterings data, the Rand-
index has a value of 1, whereas in complete dissimilarity it
has a value of 0.

7) JACCARD INDEX
This measures the similarity between two clusterings based
on confusion matrix. This measure quantifies the similarity

between data clustering and ground truth labels of data. It is
defined as [45]:

P
Jaccard — index = ——— (10)
TP+ FN + FP
Greater value means higher similarity between two
clusterings.

IV. DATA PREPARATION AND METHODOLOGY

A. MAIN DATASET

The main dataset used in this study represents Modern
Standard Arabic (MSA) news documents taken from [4].
It is available online at http://diab.edublogs.org/dataset-for-
arabic-document-classification/. The dataset is composed of
2700 documents of 9 categories. Each category contains
300 documents. The categories are: Religion, Economy,
Health, Politics, Law, Literature, Sports, Art and Technology.

The dataset has five versions as following:

1) V1: Documents with no preprocessing.

2) V2: Documents with stop words removed.

3) V3: Documents after stop words removed and stemmed
with Light10 algorithm [46].

4) V4:Documents after stop words removed and stemmed
with Chen’s algorithm [47].

5) V5:Documents after stop words removed and stemmed
with Khoja’s algorithm [48].

TABLE 2. Details of the main Dataset.

Doc.
N° Ne N° N° Unique Avg.
Version | Classes | Docs. Terms Terms Length

V1 9 2,700 | 878,726 96,859 325
V2 9 2,700 | 600,627 89,757 222
V3 9 2,700 | 600,552 42,571 222
V4 9 2,700 | 600,477 30,488 222
V5 9 2,700 | 600,602 13,803 222

The dataset is preprocessed by removing diacritic marks,
English words and numbers. Table 2 shows basic information
about the dataset, for more information about the dataset
please refer to [4] and [5].

This data will be used as the input for the implantation of
LDA to reveal the main topics, and k-means algorithm is then
used. Figures 1-2 illustrate the methodology of the study.
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FIGURE 1. Algorithm for clustering documents.

— Normalize Results
Documents in all Preprocess Text L
versions: 1, V2,
V3,V4 and V5 l Apply LDA
/"7_\\__ Algorithms
Create VSM L
Apply Clustering
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Apply TF-IDF | | L
weighing
Validate Clusters

FIGURE 2. Algorithm for clustering topics.

B. METHODOLOGY

Initially, we preprocess the text by removing punctuation
marks. On one hand, the main process for documents cluster-
ing is performed as shown in figure 1. First, we create Vec-
tor Space Model for the documents based on bag-of-words
model. Then, Term Frequency - Inverse Document Frequency
(TF-IDF) weighting is applied to the VSM. This removes
unnecessary frequent terms that appears in most documents.
Before clustering documents, data is mean-normalized so
that Euclidean distance computes comparable results, this is
calculated as follows:

(1D

Where n is the number of terms in each row in the DTM. Then
each value in the row is divided by m. This is applied for each
TOow.

Lastly, we apply k-means clustering algorithm on the nor-
malized data in all versions, to have best results each clus-
tering run starts from different 25 initial centers and the best
result is then taken. On another setup, the normalization step
is not performed.

On the other hand, the main process for topics clustering is
performed as explained in figure 2. The same VSM model for
documents clustering is used here after applying the TF-IDF
weighting. Then data is mean-normalized, this is presented
as an input to the LDA algorithms. Then, we use different
algorithms (VEM, VEM fixed, Gibbs and CTM) to generate
topic models for the data for all versions. The configura-
tion for LDA algorithms are taken from [27]. After that,
we mean-normalize the probabilities of topics in documents
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for all models. Again, the normalization step is needed so that
Euclidean distance make sense while calculating distances
between vectors and centers, this is achieved in the same
way done previously. Finally, we apply k-means clustering
algorithm on the normalized data for all versions, and again
for each run of clustering, the best of the 25 runs starting from
different initial centers is used.

The final step is then to evaluate clusters for both tech-
niques: clustering documents and clustering topics. We com-
pute purity, precision, recall, F-measure, entropy, NMI, NVI,
accuracy and jaccard-index for the resulting clusters for all
five versions. These results are used to compare quality of
clusters for both techniques.

C. MORE DATASETS

To verify the correctness of the combined method, more
datasets are used in this study. Table 3 shows the main infor-
mation about these datasets.

TABLE 3. Details of the extra Datasets used in the experiments.

N° Doc.
N° N N° Unique Avg.

Dataset Classes Docs. Terms Terms Length
Aljazeera [49] 5 1,500 388,653 50,099 259
Alkhaleej [50] 4 5,690 2,472,763 | 122,162 435
Alwatan [50] 6 20,291 | 9,876,786 | 261,909 487
BBC [50] 7 4,763 1,794,123 88,953 377
CNN [50] 6 5070 2,166,109 | 105,047 427

These datasets are freely available on the internet and
all represent news articles in MSA form. The same afore-
mentioned methodology will be applied on these datasets,
except for both Alkhaleej and Alwatan. Due to memory lim-
itations, in these two datasets, the top-ranked terms are used
based on TF-IDF weighting. All terms with TF-IDF weight
above the third-quartile statistics are selected and used in the
experiments.

V. EXPERIMENTS AND RESULTS

A. CALCULATING CLUSTERS WITHOUT NORMALIZATION
The first set of experiments calculate clusters using k-means
algorithm. The configuration of the experiments follow the
methodology specified in figure 1 except that normalization
phase is not performed. The number of clusters is 9, for each
version of the dataset the experiment is repeated 20 times and
then the average as well as standard deviation are computed.
These results -in terms of purity and entropy- are shown
in table 4 for all versions of the text documents. Note that
only purity and entropy calculated here for the purpose of
comparison with recent similar study. The other validation
measures are computed later.

B. CALCULATING CLUSTERS WITH NORMALIZATION
The second set of experiments calculate clusters using
k-means algorithm but with normalization applied to the
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TABLE 4. Average values and standard deviation for purity and entropy
using k-means algorithm without normalization.

Version | Avg. Purity | Std. Dev. | Avg. Entropy | Std. Dev.
\%2! 0.5357 0.0422 0.4908 0.0462
V2 0.5267 0.0499 0.5028 0.0560
V3 0.5849 0.0634 0.4249 0.0735
V4 0.5890 0.0444 0.4344 0.0446
V5 0.6289 0.0552 0.3885 0.0447

TABLE 5. Average values and standard deviation for purity and entropy
using k-means algorithm with Normalization.

Version | Avg. Purity | Std. Dev. | Avg. Entropy | Std. Dev.
V1 0.7450 0.0106 0.2970 0.0127
V2 0.7457 0.0172 0.2931 0.0231
V3 0.8058 0.0131 0.2294 0.0142
V4 0.8057 0.0103 0.2314 0.0125
V5 0.8232 0.0100 0.2158 0.0223

TABLE 6. Matching-based Evaluation measures for main dataset.

Dataset Purity | Precision | Recall | F-measure
V1 K-means 0.7478 0.4617 0.77 0.5773
V1 Combined | 0.8807 0.7804 0.786 0.7832
V2 K-means | 0.7415 0.4536 0.7692 0.5707
V2 Combined | 0.9252 0.8546 0.8635 0.8590
V3 K-means | 0.8030 0.5772 0.8136 0.6753
V3 Combined | 0.8926 0.8042 0.8103 0.8072
V4 K-means | 0.8026 0.5786 0.8129 0.6760
V4 Combined | 0.9233 0.8558 0.8607 0.8582
V5 K-means | 0.8215 0.6065 0.7917 0.6869
V5 Combined | 0.9330 0.8713 0.8752 0.8732

data. The configuration of the experiments follow exactly
the methodology that is specified in figure 1. The number of
clusters is 9, for each version of the dataset the experiment is
repeated 20 times and then the average as well as standard
deviation are computed. These results -in terms of purity
and entropy- are shown in table 5 for all versions of the
text documents. Again, the other validation measures are
computed later due to the aforementioned reason in previous
subsection.

C. CALCULATING CLUSTERS BASED ON TOPICS

The third set of experiments compute the topic models with
9 topics, this number represents the number of clusters for the
dataset. After that, the resulted probabilities for words on the
topics are used as an input to the k-means algorithm. This is
applied for different LDA models: VEM, fixed VEM, Gibbs
and CTM. The methodology used in these experiments follow
what is shown in figure 2. Again, the k-means algorithm is
repeated 20 times for all versions of the dataset and then the
average as well as standard deviation are computed.
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TABLE 7. Entropy-based evaluation measures for main dataset.

TABLE 10. Entropy-based evaluation measures for other datasets.

Normalized Normalized
Mutual variation
Dataset Entropy | Information | of information
V1 K-means 0.1774 0.7513 0.3983
V1 Combined | 0.2356 0.7634 0.3827
V2 K-means 0.1789 0.7468 0.4041
V2 combined 0.1473 0.8515 0.2587
V3 K-means 0.1556 0.7985 0.3354
V3 Combined | 0.1924 0.8066 0.3241
V4 K-means 0.1587 0.7955 0.3395
V4 Combined 0.149 0.8503 0.2605
V5 K-means 0.1762 0.7874 0.3507
V5 Combined | 0.1384 0.8611 0.2440

TABLE 8. Pairwise evaluation measures for main dataset.

Accuracy Jaccard

Dataset (Rand-index) index
V1 K-means 0.8751 0.4058
V1 Combined 0.9518 0.6436
V2 K-means 0.8718 0.3992
V2 Combined 0.9686 0.7529
V3 K-means 0.9133 0.5098
V3 Combined 0.9571 0.6768
V4 K-means 0.9137 0.5106
V4 Combined 0.9685 0.7517
V5 K-means 0.9200 0.5231
V5 Clombined 0.9718 0.775

TABLE 9. Matching-based Evaluation measures for other datasets.

Dataset Purity | Precision | Recall | F-measure
Aljazeera K-means | 0.6927 0.444 0.7259 0.551
Aljazeera combined | 0.8993 0.8154 0.8171 0.8163
Alkhaleej K-means | 0.4580 0.3039 0.8171 0.4431
Alkhaleej combined | 0.8534 0.7908 0.7124 0.7495

Alwatan K-means 0.2565 0.1754 0.8884 0.2929
Alwatan combined 0.6403 0.5113 0.4982 0.5047
BBC K-means 0.5581 0.3725 0.1828 0.2452
BBC combined 0.5860 0.4895 0.2121 0.296
CNN K-means 0.4493 0.2063 0.5201 0.2954
CNN combined 0.5943 0.4366 0.3818 0.4074

Evaluation of the results for all experimentation setups is
applied according to section I'V. Tables 6-8, show the results
for all validation measures for the combined results compared
with those for k-means algorithm.

D. VERIFICATION EXPERIMENTS

In this subsection more experiments are conducted on other
datasets. This is to make sure that previous results are consis-
tent and our methodology extends to different datasets.
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Normalized Normalized
Mutual variation
Dataset Entropy | Information | of information

Aljazeera K-means 0.2607 0.6221 0.5485
Aljazeera combined | 0.2416 0.7580 0.3897
Alkhaleej K-means 0.2806 0.0985 0.9482
Alkhaleej combined | 0.3185 0.6880 0.4756
Alwatan K-means 0.1351 0.0593 0.9694
Alwatan combined 0.5431 0.4544 0.7060
BBC K-means 0.8467 0.1213 0.9354
BBC combined 0.7908 0.2318 0.8689
CNN K-means 0.4209 0.2682 0.8452
CNN combined 0.6840 0.3206 0.8091

TABLE 11. Pairwise evaluation measures for other datasets.

Accuracy Jaccard

Dataset (Rand-index) index
Aljazeera K-means 0.764 0.3803
Aljazeera combined 0.9266 0.6896
Alkhaleej K-means 0.3956 0.2846
Alkhaleej combined 0.8599 0.5994
Alwatan K-means 0.2456 0.1716
Alwatan combined 0.828 0.3375
BBC K-means 0.6046 0.1398
BBC combined 0.6454 0.1737
CNN K-means 0.5237 0.1733
CNN combined 0.7868 0.2558

TABLE 12. Comparing purity values for K-means in this study and
K-means in [5].

Version | Purity (This Study) | Purity (as in [5])
V1 0.75 0.11
V2 0.75 0.11
V3 0.81 0.25
V4 0.81 0.30
V5 0.82 043

The resulted clusterings are then validated using different
external measures as discussed previously, the results are
shown in tables 9-11.

VI. DISCUSSION

In this study the k-means algorithm achieved better results
than those reported in [5] on the same dataset. This is due
to two reasons: first, the TF-IDF values in DTM are mean
normalized and second, each run represents the best of runs
which start from different 25 initial centers. These together
increased the purity dramatically. Table 12 shows a com-
parison between results of applying K-means algorithm on
all versions using our methodology and those resulted from
applying K-means algorithm in [5].
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The results shown in previous section indicate that the
quality of clusters using clustering algorithms alone is
inferior. This is due to several reasons including curse of
dimensionality. In this study, the dimensions of the VSM
are in thousands. These are very sparse and high dimen-
sional matrices. In such cases, there are available different
solutions including Singular Value Decomposition (SVD),
Latent Semantic Analysis (LSA) [51] and subspace clus-
tering [52], [53]. In all these methods, the main point
is to reduce dimensionality but preserve, hopefully, rep-
resentative dimensions. Another technique that could be
used to achieve dimensionality reduction is LDA. This
technique achieves two roles: reduces the number of
dimensions and uncovers latent semantic variables in text
documents.

Tables 6-8 show the quality of clusters according to several
measures for all versions of the text. These results suggest
two things; the combined algorithm is superior to k-means
algorithm, and that text in V5 gives the best results with purity
of 0.9330 and F-measure of 0.8732. These are much better
than results of k-means algorithm, where purity is 0.8215 and
F-measure is 0.6869. Results are clearly confirmed by the
other measures.

The best results for external measures are achieved when
V5 and V4 are used. Text in V5 represents text processed
by removing stopwords and then stemmed with Khoja’s
algorithm, which is a root-based stemmer. Also, V4 is the
same but is stemmed with Chen’s algorithm. Notwithstand-
ing, the analysis of the effect of stemming algorithms on
clustering is out of the scope of this study. However, this is
discussed in different research papers that study the effect of
stemming on the performance of clustering or classification
on Arabic documents [54]-[56].

One can notice that V2 -which represents text preprocessed
by removing stopwords only and no stemming applied- has
near best results with purity of 0.9252 and F-measure of
0.8590. This suggests that using Gibbs Sampling gives very
good results for text in original format with stopwords only
being removed.

The combined method is applied to other Arabic datasets,
and the same previous results on the main dataset are con-
firmed as shown in tables 9-11. It is clear from these results
that the combined algorithm attains much better results even
when applied to different datasets.

It is vital here to stress that the combined algorithm may
not be applied on short text documents. This is because short
text lacks enough content and hence has its special techniques
and methods in processing [57]. In such cases more NLP
techniques [58], [59] are used, also text expanding [60], [61]
is used to overcome the shortage in shared features which help
much in the clustering algorithms.

The combined algorithm has achieved excellent results
based on the simple K-means algorithm combined with LDA
and using simple Euclidean distance compared with similar
studies that use different distance and similarity measures and
sophisticated clustering algorithms [5], [7], [12].
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Although the methodology used in this study is simple,
however it achieves a much better clustering results compared
to k-means algorithm. Especially, mean normalization of the
TF-IDF weights in VSM enhance the results dramatically.
Also, Applying Topic modeling first on the datasets served
as both feature-selection and feature-reduction. These are
very important in data mining applications and algorithms
including clustering.

VII. CONCLUSION

Regular clustering algorithms might not give good results due
to at least the high dimensionality nature of text. Therefore,
this study utilizes a combined solution for Arabic text using
clustering algorithms and topic modeling techniques.

Clustering Arabic text documents is a challenging task due
to several reasons, as mentioned in the introduction. In this
study, we show that the quality of clusters for Arabic text
documents is dramatically improved by exploiting topic mod-
eling techniques in the clustering process based on external
clustering measures.

This study uses news text dataset composed of five ver-
sions. This is used in evaluating both k-means clustering
algorithm and topic modeling/k-means combined method.

The results of this study emphasize that plugging in nor-
malization in the VSM enhances the results of the simple
K-means algorithm with the simple Euclidean measure com-
pared with similar study.

Also, the results of this study show that the combined
method gives much better results compared with simple K-
means algorithm. This is confirmed by the results of experi-
ments conducted on other five datasets.

Working with Arabic text, although challenging, but still
there is a large space for improvement and development.
Future work might include building a word embedding model
for Arabic Text. This task needs a large size of text in
order to give acceptable results. Existing models such as
word2vec or GloVec have been applied successfully to some
languages including English and gave reasonable results.
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