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ABSTRACT Automatic surface detection for quality control has largely employed image processing
techniques, for example in steel and fabric defect inspection. There are rising demands in the quality control
industry for defective image analysis to fulfill its vital role in visual inspection. In this paper, we introduce
an unsupervised method using a low-rank representation based on texture prior for detection of defects on
natural surfaces and formulate the detection process as a novel weighted low-rank reconstruction model. The
first step of the proposed method estimates the texture prior to a given image by constructing a texture prior
map where higher values indicate a higher probability of abnormality. The second step of the proposed
method detects the defect via low-rank decomposition with the help of the texture prior. Experiments
on synthetic and real images show that the proposed method is superior in terms of detection accuracy
and competitive in computational efficiency with respect to the state-of-the-art methods in surface defect
detection research. This contribution is of particular interest for manufacturers (e.g., steel and fabric) for

which defect detection largely relies on manual inspection.

INDEX TERMS Defect detection, low-rank representation, texture prior.

I. INTRODUCTION

Surface defect detection is an essential process in quality
control of modern manufacturing industry, such as steel and
fabric production [1], [2]. Surface inspection is necessary to
detect defect and estimate product quality, to be compared
with the product specification. In the worst case, defects can
make the product functionally deficient or unusable, even
some critical defects may lead to production interruption.
Thus, an accurate and early defect detection is an important
aspect of quality control. Traditionally, surface defect detec-
tion is performed manually. However, the accuracy of manual
inspection is subjective, and the efficiency is limited. Auto-
matic visual surface defect detection provides an attractive
alternative. The literature for surface defect detection based
on computer vision is vast, and the conventional methods can
be divided into three categories, namely: statistical, spectral,
and model-based [3].

The main idea of statistical methods is to divide an
image into regions with distinct statistical texture char-
acteristics. A large number of statistical texture features
have been proposed, such as histogram statistics and texton.

Histogram statistics methods are invariant to the rotation
and translation, and also insensitive to a number of spatial
distribution of the color pixels [4]. Despite the simplicity of
the histogram methods, they have been successfully used in
a number of actual applications. Textons refer to the basic
micro-structures in natural images. If we regard an image as
a composition of some image bases selected from an over-
complete dictionary, then the image bases are generated by a
number of texton elements [5]. In [6], it used texton feature
to make simultaneous defect detection and classification on
fabric defects. However, it is difficult to extract appropriate
textons for defect detection on real fabric images due to the
stochastic variations in the fabric structure.

In contrast, spectral methods extract surfact defects via
transformation of the input image to the spectral domain and
compute the energy of the filter responses. Reference [7]
introduced a neighboring difference filtering (NDF) method
that can separate the defective foreground from the back-
ground effectively. The novel filter is constructed by com-
paring the intensity of neighboring regions. Reference [8]
designed a set of adaptive wavelet bases according to the
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textile features, and fabric defects were detected using these
special wavelet bases for filtering. Reference [9] proposed
an effective fabric detection method based on Gabor filter,
and it used the multi-scale Gabor filter to extract features and
multiple directions from the fabric images. However, the fil-
ter selection in the spectral methods needs to be carefully
solved in order to achieve good performance [10]. Otherwise,
the detection results may fail.

Model-based methods detect the defect with modeling and
decomposing techniques, such as fractal and autoregressive
modeling. By studying the inherent characteristics of the
woven fabrics, [11] combined five novel fractal features
and the box-counting dimension to detect fabric defects.
Reference [12] first used spatial autoregressive modeling
for wood-grain texture analysis of hardwood images, and
a circularly shifted correlation technique was developed to
detect defects on the log images. However, the use of the
model-based methods in real applications is limited because
of computation complexity and unsatisfactory performance.

Deep learning (DL) methods have been achieving good
performance on automatic visual defect detection in recent
years. Reference [13] proposed a Fisher criterion-based
stacked denoising autoencoder to classify the defectless and
defective regions, and finally located the defect by subtrac-
tion and thresholding. Reference [14] presented a generic
DL method that used a pre-trained network and trans-
ferred features to build classifier, then convolved the trained
classifier over input image to make pixel-wise prediction.
Reference [15] presented a supervised deep convolutional
neural network that is trained to classify each image patch,
and the defective regions are identified by dilation and thresh-
olding. Although the detection results of the DL methods are
great, they are rarely applied in real applications. The first
reason is that the defect databases are generally too small to
train a deep neural network, and the small scale of training
data may lead to overfitting. The manufacture won’t spend
too much time to collect defective images at large scale,
and it is also costly to label the images manually. Moreover,
the main target of defect detection is to identify the defective
region precisely. However, the DL use the learning strategy
to extract features which are usually used for classify defects
and bound defects region, most DL methods are still use
traditional method such as filtering and thresholding to make
detection.

In recent years, low-rank representation has been used for
defect detection because it can estimate the low-rank and
sparse matrix from the original image. The focus of defect
detection is inspection of the defect area from the textured
background accurately where the textured background and
the foreground defects can be regarded as a low-rank and a
sparse matrix, respectively. Reference [16] converted LCD
surface defect detection into a problem of reconstruction
of a corrupted low-rank matrix, and solved it using inex-
act augmented Lagrange multipliers algorithm. However the
method can only solve LCD images with simple background,
and cannot be extended to other applications. Reference [2]
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presented a robust principal component analysis (RPCA)
model with noise terms to detect diverse defects in fab-
ric images. NRPCA is a low-rank method which uses a
modified RPCA model by adding a noise term. However,
this method ignore the connectivity of sparse pixels, and
thus cannot detect continuous defective regions. Meanwhile,
NRPCA is sensitive to parameter setup. If the initial guess of
parameters is not appropriate, the detection results might fail.
Reference [17] presented a prior knowledge guided low-rank
model and solved with least squares regression, it’s called
PLSR. It is also a RPCA-based low-rank method, and it uses
F-norm to replace the nuclear norm and 2-norm in the original
model. In fact, F-norm is not exactly the same as nuclear
norm and 2-norm, so the detection results are not acceptable
in some situations, especially in the detection of right angle
and square corner. Moreover, the experiments show that the
efficiency of PLSR is poor.

In this paper, we propose an unsupervised method using
low-rank representation with texture prior to detect defects.
We mainly focus on images with regular or near-regular sur-
face texture. The framework of the proposed approach can be
divided into two steps. The first step is to calculate the texture
prior of the input image, to construct a texture prior map
where higher values indicate higher probabilities of being
in a defective region. The second step is to detect defects
in low-rank representation with the texture prior map where
we adopt a weighted contiguous outlier detection model. The
main contributions of this paper include:

1. A weighted low-rank reconstruction (W-LRR) model is
proposed to detect various defects from the structured
background.

2. A texture prior map is integrated with the global struc-
ture via W-LRR model, which makes our algorithm
accurate and robust.

Il. DEFECT DETECTION BY LOW-RANK REPRESENTATION
WITH TEXTURE PRIOR

A. CONSTRUCTION OF TEXTURE PRIOR MAP

A basic and reasonable assumption in the proposed method is
that defects exhibit different textural characteristics from the
background, i.e., their textures lie outside of the subspace of
the background. To exploit this observation, we construct a
texture prior map wherein pixels of input image with higher
value in this map indicate higher probability of being defec-
tive pixels. Fig.1 summarizes the process of constructing the
texture prior map.

Firstly, input image [ is divided into several overlapping
m x m patches. For each patch I;, a feature descriptor fj is
calculated to describe its textural structure. Here, we use the
Texton [6] as fi . Given the texture descriptor fi, we normalize
it to create Py for characterizing patch I, i.e.,

_ fi —min (B
" max (f) — min (f)

where f = [f1, 2, - -+, fi].

ey
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FIGURE 1. Process of the construction of texture prior map. (a) Defective
image. (b) Segmentation. (c) Patch vs. Feature vector. (d) Patch vs.
Normalized prior. (e) Patch vs. Label. (f) Texture prior mao.

In the next step, we use simple thresholding to divide P
into two classes, with label 1 (defect) and O (non-defect),
and the result is denoted as C, where for each patch
Cr € {0, 1}. Here, the threshold is set as T = std(P).
The patches whose feature value is lower than the threshold
are marked as non-defect, and the other patches are marked
as defect. Finally, we use prior C to construct the texture
prior map. As shown in Fig.1(b), the pixels in image / can
be separated into overlapping (e.g. grid section) and non-
overlapping pixels (e.g. gray section). The texture prior map
M for the non-overlapping pixel is defined as:

M@, j) = Cr, ifI(i,)) ek 2)

As for the overlapping pixels, the texture prior map M is
defined as the sum of C, in the overlapping region:

k+s
MG, j) = ZCn, 10, )) € Vg1 N+ Nliys (3)
n=k
The final prior map is continuous, and the higher the prob-
ability for a region to be defective, the higher the value for
a region. Fig.1(f) shows the texture prior map of a defective
image, and the brighter pixels are potential defects. However,
Fig.1(f) also shows that the texture prior maps can be quite
inaccurate, and a defective region in the prior map tend to
be larger than the actual size of the region. Consequently,
we combined the texture prior and a low-rank model and
propose to refine detective regions correctly with the help of
a W-LRR model.

B. DEFECT DETECTION BY LOW-RANK REPRESENTATION
In this section, we focused on the detection of accurate defect
regions in the low-ranking representation with texture prior.
Suppose I € R™*" is a given image, and B € R™*" is a matrix
that denotes the defect-free background with the same size
as I. Assume S € {0, 1}"*" is a binary matrix representing
the defective part in given image:

0, ifI;;is defect free background
Sij= i § @)

1, if l; is defect ive foreground
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As described in [18], we use Pg(X) to denote the orthogonal
projection of a matrix X onto the linear space of matrices
supported by S:

0, ifS;=0

Ps(X)ij= 5
S( )l,j Xi,j, ifS,',j -1 ( )

Pgi(X) is the complementary projection, resulting to
Pgi(X) + Ps(X) = X. The goal is to estimate the defective
regions from image /.

Assuming that defect-free regions of a surface consist of
regular or near-regular textural pattern, texture features of
these regions should be linearly correlated with each other
and form a low-rank matrix B. Here, we do not make any
additional assumptions on the background structure surface
aside from low-rank properties. We only make the following
constraint on B:

rank(B) < R (6)

where R is a pre-defined constant.

However, the features of defective regions might destroy
the regularity and cause textural changes that are not con-
sistent with the low-rank background representation. This
observation indicates that the defective regions are usually
away from the subspace spanned by those of the defect-
free regions. Thus, we regard these defective regions as out-
liers in low-rank representation. Generally, we have a prior
knowledge that defective regions should be contiguous pixels
with relatively small sizes. To incorporate the aforementioned
information, we could adopt Markov random field (MRF) to
model the spatial continuity of the outliers support S accord-
ing to [19]. Specifically, suppose G = (V, E) is a graph that
denotes the image, where V = {1, - - - , m X n} represents the
pixels in /, and E represents the edges connecting neighbor-
ing pixels; then the energy function of S can be given by the
Ising model [19] as follows:

Z e;i(Sij) + Z Aij ki ‘Sij — Skl’ (7)

ijeV (ij,kl)€E

where e;; is a unary potential function for S;; to be 0 or 1, and
the parameter A;;r; > O constraints the dependent strength
between §;; and Sy;. Suppose the sparse defective region tend
to be S;; = 0, then we can define the unary function e;; as:

0, ifS;=0

(S:) =
elj( l]) Aijs ifSl:,' =1

®)

where, A;; > 0 could penalize the pixel when S;; = 1. The
parameters A;; and A are kept constant at all pixels when
we do not make any prior assumptions about locations, sizes,
shapes, or the number of defective regions. However, because
of the texture prior map available in our method, we can
combine this prior information into the foreground model.
The details will be given in the next section.
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C. W-LRR MODEL

Taking noise into consideration, we assume that I;; = B;j+¢&;;
in the defect-free background region, where S;; = 0. Here, ¢;;
denotes Gaussian noise. Then we can model I;; ~ N(Bj;, 012),
where o7 is the standard deviation of Gaussian noise ¢;;. As a
result, B;; should be the best fitting to /;; when §; = 0.
However for the defective regions, the regular or near-regular
pattern of the background is changed by the defect. Thus,
I;j should be equal to the intensity of the defect. If we do
not have any prior knowledge about the location, size and
appearance of the defect, /;; is not constrained when S;; = 1.
In this situation, the defective image can be decomposed into
a defect-free background and a defective foreground by LRR
model according to [18]:

o1
min 5 D> Uy=B)’+ B Si+v ) |Si—Sul

ij:S;;=0 ij (ij,kl)eE
s.t. rank(B) < R 9

However, since we have already estimated the prior knowl-
edge of the defect before, we can resort to the texture prior
map to guide the defect by suppressing the defect-free back-
ground. Therefore, an effective weighting matrix W(i, j) is
constructed by the texture prior map, and introduced to LRR
to help low rank decomposition. In the weighting matrix
W (i, j), alarge value should be set when pixel /(i, j) is consid-
ered as a defect-free region, because we want to penalize the
elements of S;; = 0. As in texture prior map, a large value of
prior map M (i, j) indicates a high possibility of a pixel to be
defective. Thus, the weighting matrix W (i, j) corresponding
to texture prior map M (i, j) is defined as following:

Wi, ) = exp(— D)) (10)
%

where o0, is the standard deviation of texture prior
map M (i, j).

Combining the defect-free background, defective fore-
ground and weighting matrix, we propose the W-LRR model
for estimating the defects S;; and the texture background Bj;
as following:

1 2
Iglb{l E Z (Iij — Byj) +IBZWU'SU

ij:Sij:O ij
+y ) Wy Sy —Wu - Sul
(ij,kl)€E
s.t. rank(B) < R (11)

The W-LRR model imposes that the defect-free back-
ground should be a low-rank matrix and fit most of the
observed pixels in the least-squares condition, except for the
defects that are contiguous as well as sparse. Benefitting from
the weighting matrix, the detection results obtained by the
W-LRR model are well-defined and accurate.

According to [19], the rank operator on B can be
relaxed with the nuclear norm ||B||, and make the W-LRR
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model effective. To simplify, (10) is reformulated into a dual
form by taking matrix operators as follows:

! 2
min 5 |Ps2 —B)| + Bl
+BIW Sl +y W -SIl; (12)

where W (W - §) represents the difference between neigh-
boring pixels, and encourages connectedness of defective
outliers. Here « is a positive parameter that could control the
complexity of the background according to constant R. The
setup of parameters «, 8, y and R, and the solution to this
energy function will be discussed in the next section.

lll. ALGORITHMS
A. AESTIMATION OF B and S
The energy function in (12) is non-convex, and is typically
solved by alternatively minimizing two steps: minimization
of defect-free background B and defective foreground S. The
solution is well-known and included here for the complete-
ness of presentation.
1. Estimation of the low-rank matrix B:

To update B with the fixed S , we rewrite (12) into:

1
min > [Py, (0 = B)[; +a IBIl, (13)

The optimization of B can be computed exactly by soft-
impute algorithm as described in [20], and the optimal
solution to (13) can be obtained by iteratively using:

B <« 04(Ps.(I) + Pg1(B))

Ou (PS 1 (I)+ Pg1(B)) means the singular value threshold-
ing. We can perform SVD on 6,, i.e.,

Ou (P (1) + Psi(B) = U Y VT (14)

and Y, = sign(X)max0® {|X| ~ 1 o} with X =
(Ps.(I) + Ps1(B)).

2. Estimation of the sparse matrix S:
With the fixed B solution to S can be obtained with the
following minimization:

1 Nk
rr}glnz”PSL(I—B)HF—Fﬂ”W'S”l+V||‘I1(W'S)“1
1 A
= min Z (Lij — Bi(1 — Sj))
ij

+BY Wy Si+y [WW -9
ij
. [P
= min ) (BWy — 3y = By")S;
iy
+y W -l +C (15)

where C = %(I,-j — f?ij)z. Equation (15) is in the standard
form of the first-order MRFs with binary labels, and it can
be solved efficiently using graph cuts as described in [21].
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B. ADAPTIVE PARAMETER SELECTION

The parameter selection problem is crucial in low-rank rep-
resentation. However, in some low-rank representation meth-
ods, the rank of the background is forced to be small.
Furthermore, the parameters («, 8, y) are usually fixed
empirically. Detection results are greatly influenced by
parameter setting, and inaccurate estimation parameters may
lead to an inaccurate sparsity calculation. In our method,
we use an online parameter estimation procedure to tackle
the problem of parameter selection.

The parameter « in (12) controls the complexity of the
background structure, and a larger « will result in a smaller
[IBl|,. In the proposed method, we initialize the rank of
the defect-free background by R = /min (m, n). We then
start from a large o and continue to update it by a factor
p1 < 1 in each iteration until rank(f?) > R. We will then
use B as the estimated background model. According to [18],
we initialize « to be the second largest singular value of
and definep; = 1 /«/5. Parameter 8 in (12) is positive for
penalty and constraints the sparsity of the defective regions.
We empirically set B = 1.25/||/||,and then reduce S by
a factor po = 0.5 after each iteration. Here y controls the
connectedness of defective outliers. We set y = 8 and 58 for
simulation and real sequences, respectively.

With the above parameter setting, our optimization algo-
rithm can guarantee the convergence of the W-LRR model.
Furthermore, we can manually set lower bounds of («, 8, y)
to end the iteration. In our experiments, our method generally
converges in about 15 iterations for a convergence precision
of 1073, The process of solving Eq. (12) is summarized
in Algorithm 1.

Algorithm 1 For Solving (12)
1. input: I, W € R™*"

2. initialization: o, 8, ¥, R, By < 1, Sg < 0

3. while no converge do

4. B < 04(Ps.(I)+ Ps1(B)S

5. ifrank(B) <R

6. o= pro

7

8

9

1

go to step 3
endif
. B<mB .
0. S <« arg msin Z (BW;; — %(Iij - Bl-j)z)S,-j
ij
+y IV (W -5l
11. until convergence
12. return: S and B

C. IMPLEMENTATION DETAILS

With the explanation of the optimization procedure in the
previous section, we can now define our defect detection
algorithm, as described in Algorithm 2 below. First, parame-
ters are initialized. Then, from a given input image, texture
prior is calculated, in Step 1 of Algorithm 2. Finally, the
defective regions in the low-rank representation are detected
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Algorithm 2 For Surface Defect Detection
1. Initialization: Parameters setup.
2. Input: Observed defective image /.
3. Step 1: Obtain texture prior knowledge:
Divide [ into several overlapping patches I, extract texture
feature f; from each patch, and then calculate defective
prior Pg.
Obtain label prior C with automatic thresholding, and
construct the texture prior map M.
Calculate weight matrix W corresponding to M with
Wi, j) = exp (—M(i. )/03).
4. Step 2: Estimation of defective foreground S and
background B via low-rank representation (solved with
Algorithm 1):
Update the B as B < 0,(Pg. (I) + Pg1.(B)).
Update the S as:

. , 1 A
§ argmind  (BW;— 5= By)Sy+y WV - )l
Y

5. Output: Defective foreground S and the defect-free
background B.

with the help of texture prior, in Step 2 of Algorithm 2. The
defective regions are generated from the foreground mask that
is computed by the low-rank optimization.

IV. EXPERIMENTS AND ANALYSIS

In this section, a synthetic experiment and a real experiment
are performed to evaluate the performance of the proposed
method against the state-of-the-art competing methods. In
the first experiment, we examine the effects of the patch size
of texture feature extraction and signal to noise ratio (SNR)
using synthetic images, with the goal to select a proper patch
size for the next two experiments. We also compared the
proposed method with five state-of-the-art methods: Texton-
based (TB)[6], prior knowledge guided least squares regres-
sion (PLSR) [17], singular value decomposition (SVD) [22],
noise robust principal component analysis (NRPCA) [2], and
neighboring difference filter (NDF) [7]. Another experiment
is carried out on a benchmark fabric defect dataset, which
contains dot-, box-, and star-patterned background and dif-
ferent defect types. Detection performance of the proposed
method is also compared with the competing methods. All
experiments are performed by MATLAB with an Intel(R)
Core(TM) 2.00 GHz processor. Both the defect detection
accuracy and the computational efficiency of all the methods
were measured. The parameters of the proposed method are
first optimized, and those in the state-of-the-art methods are
the same as in the original studies.

A set of evaluating indexes including accuracy (ACC),
F-measure, true positive rate (TPR), false positive rate (FPR),
and positive predictive value (PPV) are employed to quan-
tify the detection accuracy [23]. The definition of ACC,
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FIGURE 2. Synthesized defective images and ground truth.

TABLE 1. Computational accuracies with different patch sizes.

Patch ACC  F-measure PPV TPR FPR Time

6x6 0.996 0.975 1.000 0952 1218E-04 1.343
8x 8 0.997 0.977 1.000 0.955 4.941E-05 1338
1616 0.991 0.937 1.000 0.882 1218E-04 1.336
32X32 0.993 0.929 1.000 0.899 8.987E-05 1.331
64X 64 (0,982 0.863 1.000  0.763 0 1273

(a)

(b)

FIGURE 3. (a) Detection results under 30 dB using five different patch
sizes; (b) Prior map under 30 dB using five different patch sizes.

F-measure, TPR, FPR, and PPV are described as following:

TP + TN
ACC = +
TP+ TN + FP+ FN
TP
TPR =
TP + FN
FP
FPR
FP+ TN
TP
PPV = ——
TP + FP
2 x PPV x TPR
F — measure = —————
(PPV 4+ TPR)

37970

(a)

(b)

FIGURE 4. (a) Patch vs. feature descriptor of the circular defective images
under 30 dB using the five different patch sizes; (b) Patch vs. feature
descriptor of the square defective images under 30 dB using the five
different patch sizes.

A. SYNTHETIC NOISY IMAGES

Two 256 x 256 pixels synthesized defective images, and their
ground truth are shown in Fig.2. The textured background
is corrupted with circles or squares of different sizes, and
salt-and-pepper noise is added first to the defective regions,
before additive Gaussian noise with SNR between 10 dB
and 50 dB is introduced to the entire image. Ten synthetic
noise defective images are tested to study the capability of
the proposed method against corruption.

1) INFLUENCE OF PATCH SIZE ON DETECTION
PERFORMANCE

Through the experiments, we found that the detection results
of the proposed method are influenced by the patch size
within which texture features are computed. To find the opti-
mal patch size, we evaluated five settings at: 6 x 6, 8§ x §,
16 x 16, 32 x 32, 64 x 64 pixels, and an overlapping size is
kept at4 x 4.

The computational accuracies are listed in Table 1, and the
best results are marked in bold. We can see that the patch
size does affect the defect detection performance, and the
8 x 8 patch size gets 4 of the highest scores and 2 second
scores. Though the 64 x 64 achieves higher scores than
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FIGURE 5. Detection results for synthetic noise images.

the 8 x 8 on FPR, its TPR is nearly 20% lower than the
8 x 8. The F-measure is reduced when we increase the
patch size from 8 x 8 to 64 x 64. However, the detection
performance of 8 x 8 is better than that of 6 x 6, indicating
a smaller patch does not necessarily produce a more accurate
result. Table 1 also shows the average computational time
in seconds for five different patch sizes. The computational
time decreases slowly when the patch size increases.

In general, the optimal patch size should depend on the size
of defective regions. For example, Fig. 3(a) shows the detec-
tion results of proposed method under 30 dB using the five
different patch sizes. Three circular defective regions were
in the background, and the diameter of these three circles are
15, 30, and 60 pixels denoted as C1 to C3 respectively. All the
circles can be detected accurately by 6 x 6 and 8 x 8 patch
sizes, with 8 x 8 patch having a slight performance edge. The
16 x 16 patch size could detect C2 and C3 accurately, which
are larger than the patch size. Though C1 can be detected, it is
not precise. The 32 x 32 patch size could accurately detect
C3, but only roughly detects C1 and C2. For the 64 x 64
patch size, only C3 can be detected accurately. The difference
in performance is clearly caused by the quality of the prior
map shown in Fig. 3(b). Although the low-rank optimization
operation can overcome the deficiency of the prior map to
some extent, a good prior map is critical for the overall
algorithm. In summary, the patch size should not be larger

VOLUME 6, 2018

FIGURE 6. The FPR-TPR graphs of detected results.

than the area of defect regions. In addition, an extremely
small patch size can lead to an over-segmented prior map and
thereby reduce the accuracy of detection.

Another consideration about the patch size is the texture
resolution. For texture with regular motifs, the size of a
patch should be chosen adequately; otherwise, the prior map
can be erroneous. Fig. 4(a) shows the relationship of patch
number vs. feature descriptor value of the circular defective
images under 30 dB using the five different patch sizes. Most
patches of the defective image are background, and the real
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TABLE 2. Average numerical detection results of different methods with
different SNR values.

SNR  Method ACC  F-measure PPV~ TPR  FPR time

TABLE 3. Average numerical detection results of different patterns of
fabric images.

Pattern Method ACC F-measure PPV TPR FPR time

NRPC 095 0.589 042 0 086l NRPCA  0.99 033 057 024 043 095
PLSR  0.99 0.941 095 092 004 2930

50 B 0.98 0.801 080 099 019 0744 PLSR 096 0.22 0.16 024 084 3484
NDF 095 0554 090 044 009  0.008 Box. P 0.78 02 01406 086 025
SVD 096 0.659 1 0.49 0 1.587 NDF 0.98 0.33 034 035 066  0.04
Ours _ 0.99 0.982 1 096 0 1475 SVD 077 008 004 068 096  1.65
NRPC 095 0.592 1 0.42 0 0.805
PLSR 099 0.938 096 091 003 2937 Ours 0.99 0.68 065 073 035 079

40 TB 0.97 0.876 0.77 1 0.22 0.671 NRPCA 0.91 0.36 0.67 026 033 0.95
NDF 0.95 0.552 0.89 0.43 0.10 0.008 PLSR 0.9 0.47 0.54 0.55 046 29.99
SVD 096 0.659 1 0.49 0 1.642 TB 0.91 03 0.19 068 081 028
Ours 099 0.982 1 096 0 1.429 Dot-
NRPC 095 0.585 1 041 0 0813 NDF 0.93 0.42 048 045 052 0.5
PLSR  0.99 0.94 095 092 004 2947 SVD 0.65 0.16 0.11 069 089 178

30 ™ 097 0.874 0771 022 0.666 Ours 098 077 077 084 023 083
NDE-0.95 0.563 090 044 009 001 NRPCA  0.98 0.26 054 023 046 093
SVD 096 0.661 1 0.49 0 1.619
Ours 099 0.978 1 095 0 1.568 PLSR  0.99 0.42 039 052 061 2931
NRPC 095 0.586 1 0.41 0 0.848 B 0.99 0.55 046 069 054 025
PLSR  0.99 0.944 095 093 004 2892 Star-

2 TB 0.97 0.875 0.77 1 022 0701 NDF 0.98 0.33 032 047 068  0.05
NDF 0.95 0.598 1 047 009 0.015 SVD 0.8 0.1 0.07 047 093 1.72
SVD 096 0.644 1 0.47 0 1.661
ous 0,99 0.972 | 0ot 0 1256 Ours 0.99 0.58 065 06 035 08I
NRPC  0.94 0.428 079 029 020 1.014
PLSR  0.99 0.936 093 094 006 2861

10 B 097 0.875 077 1 022 0687 the prior map. However, a large patch size may lead to the

NDF 0.95 0.571 0.91 042 0.08 0.231
SVD 0.87 0.425 033 062 0.66 1.741
Ours 0.99 0.962 099 092 0.00 0987

defective regions only take small parts. Accordingly, we can
see from the figure that in all conditions, most of the points
lie between [0 0.1], which corresponds to the background.
The remaining parts might be regarded as potential defective
patch. The relationship of patch number vs. feature descriptor
value of the square defective images under 30 dB using
different patch sizes are shown in Fig. 4(b). Although the
texture background of this two synthesized defective images
are different, their change regulations are basically consistent.
In all set-ups, the feature value of most patches lie between
[0 0.1], which corresponding to the texture background. The
remaining patches also might indicate potential defective
regions.

As aresult, the influence of texture resolution on the choice
of patch size is not serious. Because in general conditions,
the defective regions represent a small portion of the input
image, and most of patches are still in the subspace of back-
ground, no matter how we choose the patch size. Thus, we can
distinguish the defective patch from the background patch by
thresholding. Thresholding is used for the purpose of remov-
ing the textured background and for defect detection. With
the overlapping strategy described before, we can finally get

37972

identified defect area far greater than the actual defect area,
which means it cannot get a good prior map. On the other
hand, as mentioned before, an extremely small patch size
may lead to over-segmented and low computing efficiency.
In many applications, such as [13], the patch size is chosen as
8 x 8. Through the above analysis, we think 8 x 8 is a suitable
setting, and use it in subsequent experiments.

2) COMPARISON WITH THE COMPETING METHODS

To prove the proposed method is robust in noise conditions,
we compare it with five unsupervised detection methods
under different SNR values. The proposed method here uses
a patch size of 8 x 8 with 4 x 4 overlapping. The detection
results are shown in Fig. 5. The first row is the original
images. The five images on the left are synthetic images
with circular defects with SNR from 50 dB to 10 dB, and
the five images on the right are with square defects with the
same SNR values. The second row is the ground truth. The
results of the proposed method, TB, NRPCA, SVD, PLSR,
and NDF are shown in rows 3 to 9. The defective outliers S
calculated in our method can be regarded as the final result
and does not need threshold. For the competing methods that
are not based on the low-rank representation, their outputs are
usually not binary, and we therefore use an adaptive threshold
on their outputs to obtain the final detection results. To make
a quantitative comparison, we also calculate the ACC,
F-measure, PPV, TPR and FPR of the above methods under
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FIGURE 7. Detection results for the three patterned fabric defective images. (a) Detection results for box-patterned
fabric images. (b) Detection results for dot-patterned fabric images. (c) Detection results for star-patterned fabric
images.
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FIGURE 7. (Continued.) Detection results for the three patterned fabric defective images. (a) Detection results for
box-patterned fabric images. (b) Detection results for dot-patterned fabric images. (c) Detection results for

star-patterned fabric images.

different SNR. Table 2 shows the detection results and the
best results are marked in bold.

TB is a statistical approach using texton as the feature
descriptor to extract defective regions. The main difference
between TB and the proposed method is that TB does not
have a low-rank refinement step. Although its TPRs are
appropriate, the FPRs are relatively low, indicating that many
fake defects have been found by TB. SVD is a traditional
low-rank method without texture prior, and in case of large
noise, its detection results have numerous false positives,
as shown in Fig. 5. NDF is a filtering method that comparing
the intensity of neighboring regions. Even it can detect most
defective regions but generates a considerable amount of fake
points in high noise level. NRPCA is a low-rank method
which uses a modified RPCA model by adding a noise term.
However, this method ignore the connectivity of sparse, thus
cannot detect continuous defective regions. We can see from
the Table 2 that the TPRs is not high enough when compared
with other methods, which means many defective regions are
not identified with NRPCA. PLSR is also a RPCA-based low-
rank method, and it uses F-norm to replace the nuclear norm
and 2-norm in the original model. The detection results are
stable under different noise conditions, but its efficiency is
relatively low. At the same time, its detection performance of
square defects is not good. As shown in the figure, the four
corners of a square cannot be identified effectively. As for the
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proposed method, TPRs are generally higher than the compet-
ing method while FPRs are also typically the highest among
all testing. It demonstrates that our method performs better
than the other methods, especially at high-noise level.

To distinguish the effectiveness of the proposed method
and the other methods visually, we plot the FPR-TPR graphs
in Fig.6 for all synthetic noisy images. It illustrates that the
proposed method can provide good detected results in the
sense of the FPR-TPR graphs.

B. ON BENCHMARK FABRIC IMAGES

In order to make a more comprehensive comparison, we
conduct a challenging experiment on a benchmark fabric
database [24]. We have the databases of 256 x 256 fab-
ric images belonging to three patterns: dot-, star- and box-
patterned fabrics, and each patterned has 25 defect-free and
25 defective samples. There are five types of defect appear in
the defective samples that include broken-end, hole, netting-
multiple, thick-bar and thin-bar. All the defective fabric
images have corresponding ground-truth.

Table 3 lists the results of all the competing methods, and
the best results are marked in bold. Some remarks can be
drawn from Table 3 as follows: (1) most ACCs of detected
results by competing methods are higher than 65%, and the
proposed method achieved all ACCs greater than 98%; (2)
the F-measures obtained by the proposed method are much
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FIGURE 8. The FPR-TPR graphs for three pattern fabric images .(a) Box-pattern. (b) Dot-pattern. (c) Star-pattern.

higher than those by competing methods; (3) only the pro-
posed method and NRPCA have PPVs higher than 65%, and
our method gets the highest scores in PPV; (4) the proposed
method obtains the highest TPR for box- as well as dot-
patterned and perform little inferior in star-pattern compared
with TB, and all our TPRs larger than 60% for three pattern;
(5) the FPRs of the proposed method are typically the highest
among all testing methods; (6) most computational time of
testing methods are less than 1 second except for PLSR and
SVD, and the proposed method can handle per image no more
than 0.9 seconds.

Fig. 7 shows samples of detected results by all testing
methods, and Fig. 7(a)-(c) are box-, dot-, and star-pattern,
respectively. Total five types of defect are given, and there are
two samples for each defect type. According to the detected
results, we can draw similar qualitative conclusions as in the
previous experiments. In detail, TB can detect the defective
regions roughly but cannot extract defects accurately, espe-
cially in star pattern. This is because the FPRs of TB are
too high that detected regions are larger than the real defects.
SVD can produce detections in a number of cases; however,
the background is not completely removed in most situations.
Their results of both quantitative evaluation are not ideal,
too. As for NRPCA, we can see from the Table 3 that its
TPRs is no larger than 0.3, which means many defective
regions are not identified. In fact, we found that NRPCA can
outline the defective regions accurately, but it inspects the
defects as discrete regions. Because the defects in the ground-
truths are labeled in dilated forms, the detected results are
not ideal. NDF can detect holes and broken-ends effectively,
but the other types of defects are difficult to identify. PLSR
could outline the defective regions accurately in some cases,
especially for holes, netting-multiples, and thick-bars defects
in the dot-patterned fabrics. However, there are a large num-
ber of false positives in box-pattern, and many defects are
not identified in star-pattern. In short, the proposed method
achieves superior performances among all testing methods,
both in visualized detections and numerical results for three
patterned fabrics.
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To distinguish the effectiveness of the proposed method
and the competing methods visually, we plot the FPR-TPR
graphs of defective fabric images in Fig. 8 for three patterns,
and Fig. 8 (a)-(c) are box-, dot-, and star-pattern, respectively.
It illustrates that the proposed method can provide the best
results in star- and dot-pattern among all testing methods
with high TPRs and low FPRs, obviously. As for box-pattern,
the TPRs of the proposed method are not high, especially
when compared with TB. However, the FPRs are far lower
than the other methods.

V. CONCLUSION

In this paper, we have presented a method for defect detection
in texture images. The novel contribution of our method is the
use of a texture feature to construct a prior map, in the low-
rank representation framework. Specifically, the proposed
method is divided into two steps: calculating the texture prior
of an input image; and detecting defects in the low-rank repre-
sentation with the texture prior map, in which a weighted low-
rank model is adopted. The proposed method can handle
defective images with simple or complicated texture back-
ground and various defects. Experiments on synthetic and
real images show that the proposed method is superior to the
state-of-the-art defect detection methods in terms of detection
accuracy, and that it is competitive in terms of computational
time.

However, the limitations of the proposed method should
not be ignored. One limitation of the proposed method is that
the performance of the method partly depends on the quality
of the prior map. When the prior map is not ideal, the detec-
tion results might be not acceptable. Another limitation is
that the proposed method assumes the defects as foreground.
As a result, when the defect is bigger than the background,
the method might fail to detect. Our ongoing work also
includes improvement of the computational efficiency and
application of the proposed method to real-world problems
such as the inspection of mobile phone screens and quality
control of metallic surface polishing.
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