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ABSTRACT This paper proposes a no-reference quality assessment technique to assess the quality of images
that is degraded due to blur and noise. The technique is motivated from the fact that when distortion occurs
in a natural image, its naturalness gets disturbed. We analyze this disturbance using continuous-wavelet
transform in order to assess the quality of the image. The proposed image quality estimation technique is
free from training and prior knowledge of the distortion (noise or blur) present in the image. The technique is
being evaluated on LIVE and CSIQ databases, and the obtained results are found very similar with subjective
scores provided by the databases. It is observed from the obtained results that the proposed technique
outperforms the latest state-of-the-art techniques.

INDEX TERMS Image quality assessment, no-reference image quality assessment, continuous wavelet
transform.

I. INTRODUCTION
Multimedia network technology has enabled us to share infor-
mation through digital images conveniently. While handling
of the images, there are chances of images getting distorted
at several stages such as image acquisition, compression,
transmission, processing, and reconstruction. Further,
it becomes very difficult to extract information from distorted
images for understanding and subsequent analysis. There-
fore, identifying and quantifying the distortions are very
important to control and enhance the distorted images. This
inspires us to propose an image quality assessment (IQA)
technique. Image quality can be defined as ameasure to quan-
titatively estimate the perceptual quality of an image. The
practical importance of IQA techniques has been discussed
in [1] and [2] in detail. IQA techniques are divided into
three types: no-reference (NR), reduced-reference (RR) and
full reference (FR) [3]. In FR-IQA, the quality of an image
is computed by comparing it with a reference image (the
original version of the distorted image). In RR-IQA, partial
information of the reference image is used to estimate the
quality of a distorted image. In NR-IQA, there is no need of
any reference image to estimate quality of a distorted image.
In most of the practical scenarios, reference image (original
image) for the distorted image is not present and hence

NR-IQA is the exclusive practical approach for quality
estimation.

The rest of the paper is structured as follows. Section II
presents literature survey on NR-IQA techniques. Section III
shows required preliminaries. The proposed technique is pre-
sented in Section IV. Experimental results are discussed in
Section V. Finally, paper is concluded in Section VI.

II. LITERATURE SURVEY
NR-IQA techniques are divided into two types: first, quality
assessment techniques for specific distortion and second,
quality assessment techniques for general purpose. Distortion
specific quality assessment techniques estimate quality using
foreknowledge of the distortion. JP2K distortion based qual-
ity is estimated using edge information and pixel distor-
tions in [4]. JPEG (blocking artifacts) distortion has been
assessed in [5] which used the power of the blocky sig-
nal to estimate the image quality. Blocking artifacts has
been estimated using Discrete Cosine Transform (DCT) in
the technique proposed in [6]. In another technique pro-
posed in [7], blocking artifacts are measured using block-
edge impairment metric. A machine learning technique to
measure blocking artifacts is proposed in [8]. Color chang-
ing properties, block boundary and image corner have
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been utilized in this technique to estimate image quality.
A full and NR blur metric as well as a full reference ring-
ing metric are utilized in technique proposed in the [9] to
estimate image quality. This technique has extracted features
based on adjacent regions and edges in an image. Blocking
and ringing artifacts (JPEG2000) are estimated in technique
proposed in [10]. This technique has utilized histogram com-
puted using sharpness distribution of the gradient profiles
to estimate blur and has utilized visibilities regions of gra-
dient profiles to estimate ringing artifacts. Blur and ring-
ing based quality are combined to get final quality score.
Blur based quality is estimated using Edge spreading [11].
A blind IQA technique is presented in [12] which has utilized
discrete Tchebichef moments to estimate blur distortion. Blur
distortion has been estimated in [13] which has used natural
scenes statistics (NSS) model and this model is combined
with multi-resolution decomposition techniques to estimate
quality of the image. A no-reference technique called robust
image sharpness evaluation (RISE) is proposed in [14] which
has utilized learning using multiscale features of spatial and
spectral domains to estimate image quality. A no-reference
technique proposed in [15] has utilized CWT to assess quality
of deblocked images. All above mentioned techniques are
proposed to measure only single distortion. Moreover, most
of them rely on training to estimate image quality.

General purpose quality assessment techniques estimate
image quality by considering multiple distortions. Distorted
image statistics (DIS) feature has been utilized in [16] for
classifying distortions using support vector machine (SVM)
and further, probability obtained by the SVM is used to
compute amount of distortion. NSS features in DCT domain
are used in the technique called BLIINDS presented in [17] to
assess image quality. NSS based features in wavelet domain
are utilized in technique DIIVINE proposed in [18]. This
technique has identified distortion using scene statistics fea-
tures extracted from the image. Further, these statistics are
utilized to estimate the distortion-specific image quality. The
technique proposed in [19] has used NSS features in curvelet
domain to estimate the image quality. This IQA technique has
utilized log-histograms and energy distributions of curvelet
coefficients for quality estimation. BRISQUE technique pro-
posed in [20] has estimated image quality using NSS features
in spatial domain. Few significant statistics such as distortion
texture, complex wavelet domain and blur/noise statistics are
utilized in [21] to make features for training in order to assess
quality of the image. The technique presented in [22] has
used Gabor wavelet features of patches of original images
to compute visual codebooks and then estimate the image
quality using support vector machine (SVM).

All the above techniques are general purpose IQA tech-
niques, however, they heavily depend on training using
human scores of distorted images and hence their scope is
highly relied on distortions provided for training.

Recently, there are a few IQA techniques available in the
literature which depend on training without human scores
of distorted images. A technique proposed in [23] named

Quality-Aware Clustering (QAC) has utilized original images
and their distorted images for training to estimate image
quality. NSS features based training (without human scores)
has utilized in [24] to estimate the image quality. Another
IQA technique proposed in [25] has used mean gradient
magnitude, mean phase congruency and entropy to estimate
quality of an image. A technique proposed in [26] computes
Multivariate Gaussian Model (MVG) using NSS based fea-
tures of original images to assess quality of images. All the
techniques discussed in this paragraph use training based on
distorted and/or pristine images.

A recent work on NR-IQA for multiple distortions is pre-
sented in [27] which does not use any training. Another
training free IQA technique is presented in [28] which has
utilized information of structural activity of multiple visual
significance present in the image. In our previous work
in [29], we have presented no-reference, no-training based
IQA technique to estimate quality of images distorted
by noise and blur. This technique has generated multiple
DoG images using multiple frequencies. Further, edge and
entropy features are extracted from DoG images to assess
quality of the image.

In this work, we propose an efficient no-reference no-
training based IQA technique to estimate quality of images
distorted due to blur and noise. The proposed technique relies
on the fact that presence of distortions disturbs the natural-
ness of an image and uses it to assess quality of the image.
We have utilized CWT with Mexican hat as a mother wavelet
to estimate the image quality. The proposed technique does
not need any reference image as well as is free from any
training to assess the quality of an image. It performs superior
to existing no-reference no-training based IQA techniques in
the literature.

III. PRELIMINARIES
This section presents a few preliminaries for the proposed
technique. These preliminaries include understanding the
properties of a natural image and CWT.

A. UNDERSTANDING THE PROPERTIES OF
A NATURAL IMAGE
According to Retinex [30] model, natural image can be
decomposed into two components, viz. illumination and
reflectance. Out of these two components, illumination rep-
resents low frequency whereas reflectance depicts high fre-
quency information. A balance must be maintained between
these two information to have a good quality image [31].
The extremely low frequency may flood details (blur image)
whereas the extremely high frequency may result into unnat-
uralness (noisy image). Human being observe both high and
low frequencies in every part of the image [30]. The signifi-
cant point to be noted is the ‘‘every part’’ which defines local
information in an image. To elaborate on this notion, let us
consider an example depicted in Figure 1 where Figure 1(a)
shows a natural image and Figure 1(b) shows a noisy image.
Image in Figure 1(a) globally contains more high frequency

33872 VOLUME 6, 2018



P. Joshi, S. Prakash: CWT-Based NR IQA for Blur and Noise Distortions

FIGURE 1. Image (a) depicts a natural image (noise-free) and image
(b) shows a noisy image with σ = 0.062.

than the noisy image of Figure 1(b). However, a human
perceives that the image in Figure 1(a) is noise free whereas
image in Figure 1(b) contains noise. This happens due to
the fact that the image in Figure 1(a) contains both high and
low both frequencies in different parts of the image whereas
the image in Figure 1(b) has mostly high frequency in most
parts of the image. Inspired by this Human Visual System
(HVS) phenomenon, we compute block by block natural-
ness of the image using CWT to estimate the quality of an
image.

B. CONTINUOUS WAVELET TRANSFORM (CWT)
CWT [32] is used to divide a continuous-time function into
wavelets. CWT computes inner products between an analyz-
ing function and a signal to measure the similarity. CWT of
function f (t) is given as:

C(a, b, f (t), ψ) =
∫
∞

−∞

f (t)
1
√
a
ψ∗(

t − b
a

)dt

where, a is scale parameter, b represents position, ψ is the
analyzing function (called mother wavelet) and ∗ denotes
the complex conjugate. The proposed technique uses Mex-
ican hat function as mother wavelet. Mexican hat function
is the second derivative of a Gaussian function. The reason
behind choosing the Mexican hat wavelet as mother wavelet
in our study is due to the fact that it consists of important
traits such as smoothness (regularity), symmetry, and a very
rapid decay. All these traits are similar to those of the human
eye [33].

IV. PROPOSED TECHNIQUE
It is observed that a natural image contains certain statis-
tical properties which if get disturbed due to distortions,
degrade the quality of an image. The proposed technique
exploits these properties of a natural image to estimate its
quality. It evaluates these disturbances with the help of his-
togram of CWT coefficients and use them in quality estima-
tion. Figure 2 provides overall framework of the proposed
technique. The technique first divides input image into
blocks and then computes CWT of each block. Further for
each block, histogram of CWT coefficients is computed
and features from the histogram are extracted. These fea-
tures are subsequently utilized in quality estimation of the
image.

FIGURE 2. Framework of the proposed technique.

A. HISTOGRAM OF CWT COEFFICIENTS
Histogram of CWT coefficients plays significant role in the
proposed technique in estimation of quality of an image. Fol-
lowing discussion provides steps involved in the histogram
computation.

1) First of all, input image I is broken into blocks of size
m× m.

2) CWT is computed for each block using low scale
(i.e., scale = 1, low scale indicates higher fre-
quency) of Mexican hat mother wavelet. CWT coeffi-
cients obtained using low scale of Mexican hat mother
wavelet are large in presence of high frequency in
signal whereas they found small otherwise [15].

3) CWT coefficients image (of size m × m) obtained for
each block in the previous step is normalized in the
range of −128 to 127 where each value represents the
magnitude of the coefficient. We have used this range
for normalization to get 256 bins in the histogram.

4) Finally, histogram of each coefficient image obtained in
the previous step is computed considering 256 number
of bins.

B. FEATURE EXTRACTION FROM CWT COEFFICIENT
HISTOGRAM
Our hypothesis is that the histogram of CWT coefficients of a
natural image contains certain properties and these properties
get affected in presence of distortions. This phenomenon can
be visualized from Figures 3 and 4 which show histogram of
CWT coefficients of three distinct blocks of different types
of images viz. blurred, natural and noisy images.
In a blurred image (which contains mostly low frequen-

cies), mother wavelet (with scale = 1 and representing high
frequency) is found to be less similar to the signal and hence
low value coefficients (poor matching) are obtained while
wavelet decomposition. All these coefficients create a peak
on lower side (near zero) of the histogram and make a bell
shape structure. Also, it is observed that height of the peak
increases as the blur increases.

On the other hand, in a noisy image (which mostly con-
tains high frequencies), mother wavelet (which represents
low scale and high frequency) matches well with the high
frequencies and due to this, few low and more number of high
value coefficients are obtained while wavelet decomposition.
As a result, obtained histogram looks flat and almost equally
distributed all over the range. A natural image is amiddle case
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of blur and noise and contains almost a balanced mixture of
high and low frequencies, and hence the amount of peakiness
in the histogram of CWT coefficient image of a natural image
is found to be in between the same obtained for a blurred and
a noisy images. This phenomenon is explained below with
the help of few examples.

Histograms of blurred images are analyzed in Figure 3
where Figure 3(a) shows a natural image and Figure 3(b)
shows histograms of CWT images of its three blocks
marked by red squares in the image. Blurred images gen-
erated from this natural image (Figure 3(a)) are shown in
Figures 3(c), (e) and (g), where amount of blur increases as
we move from top to bottom, i.e. image in Figure 3(c) has
the lowest level of blur whereas the image in Figure 3(g)
has the highest level of blur. From the histograms shown
in Figures 3(d), (f) and (h) corresponding to the images shown
in Figures 3(c), (e) and (g), it can be seen that as the level
of blur in the image increases, more and more low value

FIGURE 3. Examples of histograms of three blocks (marked by red
squares) of few blurred images: (a) is natural image and (b) is its
histogram. Blurred images with their respective mean (µ) and
standard deviation (σ ) are shown in (c), (e) and (g), and their
respective histograms are shown in (d), (f) and (h).

CWT coefficients are obtained and as a result histogram
of CWT coefficients (as we see in all three histograms of
different blocks in blurred images) shrinks towards making
a sharp peak near zero.

Histograms of noisy images are analyzed in Figure 4.
Figures 4(c), (e) and (g) show noisy images where level of
noise increases as we move from top to bottom, i.e. image
in Figure 4(c) has the lowest level of noise whereas image
in Figure 4(g) has the highest level of noise. From the his-
tograms shown in Figures 4(d), (f) and (h) corresponding to
the images shown in Figures 4(c), (e) and (g), it can be seen
that as level of noise in the image increases, more and more
high value CWT coefficients are obtained and as a result his-
togram of CWT coefficients (as we see in all three histograms
of different blocks in noisy images) becomes more and more
distributed over the range.

FIGURE 4. Examples of histograms of three blocks (marked by red
squares) of few noisy images: (a) is natural image and (b) is its histogram.
Noisy images with their respective mean (µ) and standard deviation (σ )
are shown in (c), (e) and (g), and their respective histograms
are shown in (d), (f) and (h).

It is to note that the number of high frequency
CWT coefficients present in an image is inversely
proportional to the amount of blur present in the image.
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On contrary, in case of noise, the number of high frequency
CWT coefficients are found to be proportional to the amount
of noise present in the image. This means that the count
of high frequency CWT coefficients increases as noise in
the image increases whereas, it decreases when blur in the
image increases. In both these extreme cases (i.e. when more
number of large value high frequency CWT coefficients exist
due to high noise or when very less number of large value high
frequency CWT coefficients exist due to high blur), quality
of the image is low. For a good quality image, value of high
frequency CWT coefficients is expected to be approximately
at the middle of these two extreme situations.

We propose to distinguish blurred, natural and noisy
images and compute their quality based on the patterns of
their CWT histograms. We use the notion of spread of a
histogram for this purpose. Spread of a histogram defines
how wide is its distribution from the peak. It is calculated
by counting the number of coefficients of the bins in the
histogramwhich areα distant from the peak. Formally, spread
is defined as follows.

spread =
∫ qu

ql
h(q)dq (1)

where, h(q) represents the value of the qth bin in the histogram
and q ∈ [1, 256]. Further, ql and qu are the intersection points
of histogram h and threshold line l(q) = (1 − α) ∗ hmax
where hmax represents the value of max bin (peak) in the
histogram. Here, α ∈ [0, 1] and is used to obtain bins (whose
bin values are α distant from the peak) which participate in
spread computation.

Figure 5 pictorially presents the process of spread compu-
tation. We compute the spread of a histogram considering a
set of values of α and take the average to get final spread
value. We adopt this to make the assessment more robust
and capable of effectively handling the variability in the
histograms of different kinds of images.

FIGURE 5. Pictorial representation of spread computation.

Figure 6 shows the spread values computed for blurred,
natural and noisy images where the image is broken into non-
overlapping blocks of size 50 × 50 and spread values are
computed for histogram of each block. As expected, in case
of a blurred image, spread values are found to be low since

FIGURE 6. Histograms of spread values computed for different blocks of
blurred, natural and noisy images. (a) Gaussian blur: µ = 0, σ = 3.54.
(b) Spread for blurred image. (c) Natural image. (d) Spread for natural
image. (e) white noise: µ = 0, σ = 1.0. (f) Spread for noisy image.

blocks contain low frequencies and hence a peaky histogram
is obtained for CWT coefficient images. Figure 6(b) shows
spread values computed for various blocks of a blurred image
shown in Figure 6(a). In case of a noisy image, histogram
of CWT coefficients is distributed and hence leads to high
spread values. Figure 6(f) shows spread values of various
blocks of a noisy image shown in Figure 6(e). Since a natural
image contains almost a balanced mixture of low and high
frequencies, we observe spread values in this case not asmuch
as in case of noisy images and not as less as in case of blurred
images. This can be seen from the Figure 6(d) which shows
spread values computed from different blocks of the natural
image shown in Figure 6(c).

C. QUALITY ASSESSMENT
Quality assessment of an image is carried out using the
spread information of the histograms. We utilize the values
of mean (µs) and standard deviation (σs) of the spread to
compute the quality. It can be noted that as we compute
histogram of CWT coefficients using 256 bins, the value of
spread obtained from Equation 1 would lie in the range of
0 to 256, i.e. the minimum and the maximum values obtained
for spread would be 0 and 256 respectively. Hence, if we
analyze the mean (µs) value of spread for all the blocks of
an image, it would vary in the range of 0 to 256. Similarly,
it can be visualized that the value of standard deviation (σs)
of spread for all the blocks of an image would range from
0 to 128.

Figures 7 and 8 demonstrate how mean (µs) and standard
deviation (σs) vary with respect to variations in noise and
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FIGURE 7. Example of images with different amount of blur and noise:
I1: original image, from image I2 to image I5: increasing level of blur,
from image I6 to image I9: increasing level of noise. (a) I1. (b) I2.
(c) I6. (d) I3. (e) I7. (f) I4. (g) I8. (h) I5. (i) I9.

blur, where Figure 8 shows spread plots for the images shown
in Figure 7. In Figure 7, image I1 is the original image and
its computed µs and σs values of spread are 119 and 54
respectively. Further it can be observed from images I2 to I5
that as the blur increases, the values of both µs and σs
decrease. It can be noticed that the extreme blurred image I5
(obtained synthetically) has µs = 0 and σs = 0. Further,
it can be observed from images I6 to I9 that as the noise
increases, the value of µs increases whereas the value of σs
decreases. The extreme noisy image I9 has µs = 215 and
σs = 10. To summarize, the value of µs varies in the range of
0 to 256 where 0 depicts extreme blur while 256 depicts the
extreme noisy case and the value of σs varies in the range of
0 to 128 where both the extreme cases of noise and blur have
σs equal to 0.
It is observed that as blur in an image increases, its his-

togram of CWT coefficients becomes more and more peaky
and as a result spread of the histogram tends to decrease.
Hence mean of the spread of histograms computed for all
the blocks also tends to decrease as blur increases. Similarly,
histogram of the CWT coefficients of the image becomes
more and more distributed when noise in the image increases.

FIGURE 8. Demonstration of change in mean (µs) and standard deviation
(σs) of spread with respect to variations in blur and noise. Corresponding
spread plots of the images shown in Figure 7 (X-axis: Block number,
Y-axis: Spread values). (a) I1 : µs = 119, σs = 54. (b) I2 : µs = 88, σs = 48.
(c) I6 : µs = 176, σs = 27. (d) I3 : µs = 50, σs = 30. (e) I7 : µs = 196,
σs = 20. (f) I4 : µs = 10, σs = 18. (g) I8 : µs = 210, σs = 14. (h)
I5 : µs = 0, σs = 0. (i) I9 : µs = 215, σs = 10.

This in turn indicates the increase in the spread of the his-
tograms of all the blocks of the image. Due to this, mean
of the spread of histograms computed for all the blocks in a
noisy image tends to increase as noise level increases. Since
a histogram of CWT coefficients is computed using 256 bins,
we observe that as an image undergoes changes from extreme
blur to extreme noise, the mean value of spread changes from
0 to 256. Since a good image should lie in between the cases
of extreme blur and extreme noise, we assume that the middle
value of mean of the spread (i.e. 128) expresses the best
quality. Standard deviation of spread represents variability in
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the image and it should not be very high (standard deviation
near 128) or very low (standard deviation near 0) for a good
quality image. Therefore we consider middle value of the
standard deviation, which is 64, to represent the best quality
image.

Based on the obtained values of mean (µs) and standard
deviation (σs) of the spread, the proposed technique computes
quality Q of an image as follows:
case a)
1) If µs ≤ 128

Q =


µs

128
×
σs

64
, if σs ≤ 64

µs

128
×

128− σs
64

, otherwise
(2a)

2) If µs > 128

Q =


σs

64
×

128
µs
, if σs ≤ 64

128− σs
64

×
128
µs
, otherwise

(2b)

The proposed technique defines quality of an image in
the range of 0 and 1 where 0 shows the worst quality
whereas 1 shows the best quality. Based on the above
equations (2a and 2b), we can devise following four cases.

1) Case 1: When both mean (µs) and standard deviation
(σs) of the spread are 0, it represents the presence of
extreme blur in the image and the image quality Q is
obtained as 0.

2) Case 2: When µs and σs are 256 and 0 respectively,
it represents the presence of extreme noise in image,
and the obtained image quality Q is 0.

3) Case 3: When σs is high (close to 128), i.e. presence
of extreme fluctuation in the spread plot, it is again
an indication of poor image quality (i.e. image quality
Q equals to 0). Example of one such case is shown
in Figure 9 where Figure 9(a) shows an image with half
blurred and half noisy, a case of poor quality image. The
spread plot for this image (presented in Figure 9(b))
shows quite high standard deviation (σs = 101).

4) Case 4: When µs is close to 128 and σs is close to 64,
it represents the case of the best quality image i.e.
quality value Q is expected to be close to 1.

The four cases described above can be easily visualized
from image shown in Figure 10. It shows the relationship
of computed mean and standard deviation of spread with
the obtained quality. X-axis in the image represents mean of
the spread (µs), Y-axis represents standard deviation of the
spread (σs) and a pixel intensity represents the quality value
(between 0 and 1) obtained for a particular mean and standard
deviation combination. Intensity values vary in the range
of 0 to 1, where 0 represents the darkest pixel and 1 represents
the brightest pixel. As we know for the Cases 1, 2, 3, quality
is 0 and hence we can see darkest pixels in the image of
Figure 10 for these cases. For Case 4 where µs is equal
to 128 and σs is equal to 64, we get the brightest spot in the
image representing the best quality.

FIGURE 9. Example of an image with spread of very high standard
deviation (σs): (a) Synthetic poor quality image with half noise and half
blur, (b) spread plot of the image shown in (a) representing high standard
deviation of the spread (σs = 101). (a) poor quality image. (b) spread
corresponding to (a).

FIGURE 10. Relationship between mean µs, standard deviation σs and
estimated quality. Each gray value in the image shows quality score
where higher gray value shows better quality.

With the help of image presented in Figure 10, we can
understand some characteristics of the relationship of µs, σs
and image quality with respect to the proposed technique.
We observe that in the proposed technique, values of µs and
σs range between 0 to 256 and between 0 to 128 respectively.
However, there may be some combinations of µs and σs
which may not exist in reality. That means, there may be
some intensity values (quality values) shown in the image
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which may not exist in reality. For example, in the proposed
technique whenµs is equal to 256, σs must be only equal to 0,
however image presented in Figure 10 shows quality values
(which do not exist in reality) for different σs (from 0 to 128)
forµs equals to 256. Another such example which we can see
is whenµs is equal to 0 and σs is also expected to be 0 for this
(i.e. σs should be 0 when µs is equal to 0). However, different
quality values (which again do not exist in reality) have been
shown for different σs (0 to 128) for µs equals to 0 in the
image.

V. EXPERIMENTAL RESULTS
A. DATABASES
The proposed technique is experimented on LIVE [34] [35]
and CSIQ [36] databases. We have considered images dis-
torted by Gaussian blur and white noise from the databases.
Both these databases provide subjective quality scores in
terms of realigned Different Mean Opinion Score (DMOS)
[37] where the value of DMOS for each image is generated
through rating given by human observers. Description of all
databases is summarized in Table 1. It provides number of
images in each database.

TABLE 1. Description of databases for white noise and blur.

B. DISCUSSION ON PARAMETERS
We have observed the influence of different parameters on
the proposed technique. Image block size is one of the
parameters used in proposed technique. Table 2 shows top
6 experimentation results of the proposed technique using
SROCC values (discussed in Section V-C) for various block
sizes on LIVE database. Table 2 elucidates that the result
changes when the block size is varied. This elucidates that
the selection of optimum value of this parameter plays a
significant role in the estimation of quality of an image in the
proposed technique. In order to compute the optimal value
of image block size, we experiment on randomly selected
40 images of the LIVE database. We use the obtained results
of this experiment for deciding the optimum value of the
block size. Table 3 presents experimental results obtained on
selected 40 images. Table shows that the best performance
of the proposed technique is achieved for these images when
the block size is set to 50 × 50. Since the images used in
this experiment are chosen randomly and both the databases
(LIVE and CSIQ) have similar type of images, the randomly
selected 40 images are believed to be the representative of
both the databases. Hence we use the value of the block size
obtained in this experiment while experimenting with both
databases.

Another parameter used in the proposed technique is α
which is used in Equation 1 to compute the spread of

a distribution. Instead of considering just one value of α for
spread computation, we consider a set of values of α in the
range of 0.001 to 0.1 with an interval of 0.05 and compute
spread for each value. Further, we take the average of the
spread values obtained for various values of α to decide the
final spread of a distribution.We also investigate the influence
of selection of different mother wavelets (viz.Morlet, Cauchy
and Paul) on the proposed technique. Table 4 shows results
of the proposed technique using different mother wavelets
on randomly selected 40 images and it is seen that the pro-
posed technique performs the best when Mexican hat mother
wavelet is used.We use the samemother wavelet for perform-
ing experiment on the complete database.

C. QUANTITATIVE EVALUATION
DMOS (given by the databases) has been used to assess
the performance of the proposed technique. We have fol-
lowed the performance evaluation procedure given by the
Video Quality Expert Group (VQEG) [37] for the evaluation
of the proposed technique. Spearman rank-order correlation
coefficient (SROCC) and root mean square error (RMSE)
are used as evaluation metrics in the proposed technique.
RMSE computes error between objective score and DMOS.
Lower value of RMSE shows better results. SROCC is con-
sidered the most popular and reliable evaluation metric which
provides prediction monotonicity. The absolute higher value
of SROCC shows better results. In our study, we use both
SROCC and RMSE for comparing the techniques; however,
rely more on SROCC. For example, we set the parameters of
the proposed technique by making use of SROCC value.

RMSE and SROCCmake use of subjective (Qs) and objec-
tive (Qo) quality scores in their computation. SROCC is
computed directly by using the subjective (Qs) and objective
(Qo) quality score; however, to compute RMSE, VQEG sug-
gest the use of non-linear mapping between quality scores
obtained by the proposed technique and DMOS values. Non-
linear mapping is performed using a logistic function [37].

The scatter plots of quality obtained by the proposed
technique versus DMOS on LIVE database are shown
in Figure 11. It is clear from the plots that the correlation
values (SROCC) are high for both white noise as well as for
Gaussian blur which shows that quality scores computed by
the proposed technique matches well with DMOS (subjective
quality scores).

D. PERFORMANCE COMPARISON
The proposed technique has been compared with several
existing NR-IQA techniques such as NIQE [26], LQF [24],
QAC [23], NRQI [25], BIQES [27], SA-SS, SA-ZC [28] and
NOMDA [29]. Techniques [26], [24], [23] and [25] have
utilized training without subjective scores (DMOS) while
techniques presented in [28]–[29] do not require training.

Results of various techniques (except BIQES and
NOMDA) reported in the tables (Tables 5 to 10) for compar-
ison have been taken from the respective papers. For BIQES
and NOMDA technique, we have made use of available code
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TABLE 2. Results of the proposed technique for different block size on entire LIVE database.

TABLE 3. Results of the proposed technique for different block size on 40 randomly selected images from LIVE database.

TABLE 4. Results of the proposed technique using different wavelets on LIVE database.

TABLE 5. Result comparison with training based techniques for white noise on LIVE database.

to generate results in required form. For NOMDA technique,
the results reported in this paper are based on considering 40
images for setting of parameters.

Tables 5 and 6 show comparison between the proposed
technique and techniques which use training for estimation of
white noise andGaussian blur respectively on LIVE database.
Tables 7 and 8 show the comparative results of the proposed
technique with IQA techniques which do not use training
for white noise and Gaussian blur respectively on LIVE
database. Comparative results on CSIQ database are shown
in Table 9, Table 10, Table 11 and Table 12. Tables 9 and 10
show comparison between the proposed technique and tech-
niques which use training for white noise and Gaussian blur

respectively. Tables 11 and 12 show the comparative results
of the proposed technique with IQA techniques which do not
use training for white noise and Gaussian blur respectively.

From the comparisons presented in Tables, 5, 6, 7, 8, 9, 10,
11 and 12 we make following observations.

1) Table 5 presents comparative results of the proposed
technique with well known training based IQA tech-
niques for images affected by white noise on LIVE
database. We see that the proposed technique is supe-
rior to all the techniques which use training (viz. QAC,
LQF, NRQI and NIQE).

2) Table 6 presents comparative results of the proposed
technique with IQA techniques which use training for
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FIGURE 11. Scatter plots of DMOS versus quality scores computed using
the proposed technique: (a) plot for white noise distortion (b) plot for
Gaussian blur distortion.

TABLE 6. Result comparison with training based techniques for Gaussian
blur on LIVE database.

Gaussian blur images on LIVE database. The pro-
posed technique clearly outperforms QAC, LQF and
NRQI techniques. In this case, only NIQE technique
has shown little better performance as compared to the
proposed technique; however, NIQE is a training based
IQA technique and the proposed technique is free from
any training.

3) Table 7 shows comparison between the proposed tech-
nique and no-reference based IQA techniques which
do not use training for white noise on LIVE database.
We see that the proposed technique clearly outperforms
SS-ZC, SA-SS and BIQES presented in the table. The
proposed technique produces comparable results to
NOMDA technique (particularly in terms of SROCC).

TABLE 7. Result comparison with no-training based techniques for white
noise on LIVE database.

TABLE 8. Result comparison with no-training based techniques for
Gaussian blur on LIVE database.

TABLE 9. Result comparison with training based techniques for white
noise on CSIQ database.

TABLE 10. Result comparison with training based techniques for
Gaussian blur on CSIQ database.

4) From Table 8, we observe that the proposed technique
also outperforms all no-reference, no-training based
techniques (viz.SS-ZC, SA-SS, BIQES and NOMDA)
for Gaussian blur distortion on LIVE database.

5) Table 9 presents that the proposed technique is supe-
rior to no-reference, training based techniques such as
QAC, NRQI and NIQE for white noise distortion on
CSIQ database.

6) From the Table 10, we can see that the proposed tech-
nique gives satisfactory performance as compared to
no-reference, training based techniques such as QAC,
NRQI and NIQE for Gaussian blur on CSIQ database.
However, it is noted that QAC, NRQI and NIQE tech-
niques use training and the proposed technique is free
from any training.

7) Table 11 presents comparison between the proposed
technique and no-reference no-training based tech-
niques BIQES and NOMDA for white noise on CSIQ
database. We observe that the proposed technique is
superior to BIQES for both SROCC and RMSE met-
rics. The proposed technique results are comparable to
NOMDA technique in case of white noise.
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TABLE 11. Result comparison with no-training based techniques for
white noise on CSIQ database.

TABLE 12. Result comparison with no-training based techniques for
Gaussian blur on CSIQ database.

TABLE 13. Comparison of quality estimation time per image (in seconds)
for the proposed and the NOMDA techniques.

8) From Table 12, we observe that the proposed technique
outperforms NOMDA technique for both SROCC and
RMSE metrics for Gaussian blur on CSIQ database.
The proposed technique gives a comparable perfor-
mance as compared to no-reference, no-training based
BIQES technique. Though BIQES is a no-reference,
no-training based technique like the proposed tech-
nique, it selects customized value of the parameter used
to compute contrast sensitivity function for different
databases. In the proposed technique, we have experi-
mented on different databases keeping values of all the
parameters same.

Based on our experimental analysis conducted over
LIVE and CSIQ databases, we conclude that the pro-
posed technique performs very well and gives good results.
In spite of the proposed technique being a no-reference,
no-training based technique, it produces encouraging results
as compared to no-reference, training based techniques such
as QAC, LQF, NRQI and NIQE and no-reference, no-
training based techniques such as NOMDA, BIQES, SS-ZC
and SA-SS.

Particularly, when we compare the results of the proposed
technique with our earlier proposed technique (NOMDA),
we observe that the performance of the proposed technique
is mostly superior or comparable with NOMDA technique.
Moreover, in terms of execution time, the proposed tech-
nique performs much superior to NOMDA technique. Com-
parison of execution time of the proposed technique and
NOMDA technique is presented in Table 13. It can be clearly
seen that the time required for the quality estimation by
the proposed technique is almost half of that required by
NOMDA technique.

VI. CONCLUSION
This paper has proposed a no-reference no-training based
IQA technique using CWT. The proposed technique has used
CWT to analyze the presence of the disturbances affecting the
naturalness of the image to assess its quality. The technique
has taken into account two distortions namely, white noise
and Gaussian blur in quality estimation and does not require
any training. Experimental analysis has shown that the qual-
ity values estimated by the proposed technique for different
images of the databases are very similar to that of human
subjective opinions. It is also seen that the performance of the
proposed technique is superior as compared to well known
no-reference, no-training based IQA techniques.
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