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ABSTRACT For a redundant robot manipulator, the external perturbation and digital computation errors are
inevitable when executing a tracking task. In this paper, a hybrid-level joint-drift-free (HL-JDF) scheme is
proposed and synthesized by a novel varying-parameter recurrent neural network [called varying-parameter
convergent-differential neural network (VP-CDNN)] with inherent perturbation tolerance. The HL-JDF
scheme is combined with torque and velocity level optimization schemes and aims to solve the joint-drift
problem with noise considered in the tracking task of redundant robot manipulators. The tracking task of
a redundant robot manipulator is first formulated as a time-varying convex quadratic programming (QP)
problem. Second, the QP problem is converted into a matrix equation. Finally, the proposed VP-CDNN
is applied to solve the matrix equation. What is more, theoretical robustness analysis of the proposed
VP-CDNN is presented. In addition, computer simulations and physical experiments of a redundant robot
tracking task synthesized by the proposed VP-CDNN and the conventional fixed-parameter convergent-
differential neural network (FP-CDNN) are conducted for illustrations and comparisons. Both the theoretical
analysis and experiment results prove the effectiveness of the proposed HL-JDF scheme and the higher
accuracy and better ability to resist the disturbance of the proposed VP-CDNN compared with the traditional
FP-CDNN.

INDEX TERMS Robotics, recurrent neural networks, quadratic programming, robustness.

I. INTRODUCTION
In recent years, robots have developed rapidly and are
widely applied in more and more fields [1]–[6]. Robotic
researches are working to utilize the robots to finish a variety
of tasks in sophisticated environments. A robot manipula-
tor is called redundant robot manipulator as its degrees-of-
freedom (DOF) are more than the least number of DOF
to finish the primary task [3]. A redundant manipulator,
while performing a primary task, can also execute addi-
tional subtasks such as avoiding obstacles [7], [8], avoid-
ing singular configuration [9], [10], and planning cyclic
motion [11], [12].

Joint-drift-free motion (or repetitive motion) means that
all the joints of a manipulator should return their initial
states when the robot manipulator finishes once closed end-
effector tracking task. Joint-drift-free motion is usually a
basic requirement in industry production procedures. If the
control scheme does not consider the joint-drift-free criterion,
a joint-drift phenomenon would happen and result in the dif-
ferent initial states of the manipulator in the cyclic operation.
This will lead to the rapid decline in operation accuracy and
an extra adjustment is needed. There is no doubt that the
production efficiencywould be impacted if the joint-drift-free
criterion is not considered [11].

VOLUME 6, 2018
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

34967

https://orcid.org/0000-0002-6859-3426
https://orcid.org/0000-0002-4685-2941


Z. Zhang, Z. Yan: HL-JDF Scheme of Redundant Robot Manipulators

A fundamental issue in controlling redundant robot manip-
ulators is the inverse-kinematics problem. There exist multi-
ple feasible solutions to the inverse-kinematics problem of a
redundant robot manipulator due to the non-linear and redun-
dancy. The conventional approach to solving the inverse-
kinematic is the pseudo-inverse based method [13]. However
the conventional pseudo-inverse based method needs to cal-
culate the inverse of a matrix which may cost much more
time. Furthermore, the conventional pseudo-inverse based
method is difficult to consider the optimization criterions.

In recent years, researches tend to solve the inverse-
kinematics problems by using quadratic programming (QP).
In this way, the inverse-kinematics of redundant robot manip-
ulators are formulated into a QP constrained by the kine-
matics and dynamic equations. In order to achieve a more
rational distribution of joint-torque, some researches about
torque optimization of robot manipulators have been imple-
mented [14]–[17]. A minimum torque norm (MTN) scheme
was proposed in [17] to solve the tracking problem of redun-
dant robot manipulators at torque level. Guo et al. [14]
combined the minimum two-norm joint-velocity and infinity-
norm joint-torque schemes to remedy the joint-torque diver-
gence problem. Meanwhile, a scheme which consists of the
minimum two-norm joint-velocity and joint-torque solutions
was proposed to prevent occurrence of high joint-velocity and
guaranteed the final joint-velocity to be close to zero [15].
However, the joint-drift-free motion was not considered in
these dynamic schemes of redundant robot manipulators.
In this paper, a hybrid-level joint-drift-free (HL-JDF) scheme
is proposed and investigated to solve the joint-drift problem
in the end-effector tracking task of redundant robot manip-
ulators. Meanwhile, the proposed HL-JDF scheme also can
prevent high joint-velocity and achieve rational distribution
of joint-torque.

Neural network methods are considered as a powerful tool
to solve convex QP problems due to the parallel comput-
ing methods [11], [17]–[21]. Wang presented a traditional
gradient-based neural network for solving QP problems with
an equality constraint [22]. However, Wang’s method cannot
track well the theoretical solutions in limit time. In order to
improve the computation performance, Zhang et al. [23] pro-
posed a fixed parameter recurrent neural network (Zhang neu-
ral network) to solve the time-varying QP problems, which
has faster convergence speed and higher accuracy compared
with Wang’s method.

It is worth pointing out that the differential errors or mea-
surement noises are not considered when the above men-
tioned neural-dynamic based methods are used to solve QP
problems and robot inverse kinematic problems. However,
when robot manipulators are executing tasks, the hardware
implementation, external disturbances and digital computa-
tion errors always exist. The robustness of Zhang’s method
for solving time-varying convex QP problems with external
perturbation and digital computation errors are discussed
and analyzed in [24]. From the simulation results of [24],
we can see that the residual errors cannot converge to zero.

Jin el al. proposed a modified gradient neural network with
noise tolerance and applied to redundant robot manipula-
tors [21]. He just considered the measurement noises or per-
turbation, but did not consider digital computation errors.
Different from this inspiring work, in this paper, a novel
varying-parameter convergent-differential neural network
(VP-CDNN) is proposed with external perturbation and digi-
tal computation errors considered. Due to the super exponen-
tial convergence speed and strong robustness of the proposed
VP-CDNN, it is more efficient to solve the perturbed tracking
problems of redundant robot manipulators.

The remainder of this paper is organized as follows.
In Section II, the HL-JDF scheme is formulated, and
the VP-CDNN is illustrated and exploited to solve the
HL-JDF scheme. For comparison analysis, the conventional
FP-CDNN is also presented in this section. Then the robust-
ness of the VP-CDNN is analyzed in Section III. Section IV
presents simulations and experiments to demonstrate the
effectiveness of the proposed HL-JDF scheme and the robust-
ness and accuracy of the proposed VP-CDNN. Section V
draws the conclusion. The main contributions of this paper
are listed as the following facts.

• A hybrid-level joint-drift-free (HL-JDF) scheme is pro-
posed to solve the joint-drift problem of redundant robot
manipulators. Meanwhile, high joint-velocity and joint-
torque can be prevented during the tracking task.

• A novel varying-parameter convergent-differential neu-
ral network (VP-CDNN) is proposed and exploited to
solve the HL-JDF scheme. The theoretical proofs of
convergence and robustness of the VP-CDNN is given
in detail.

• Simulations and experiments are presented to demon-
strate the effectiveness of the HL-JDF scheme and the
robustness and accuracy of the VP-CDNN.

II. PROBLEM FORMULATION AND
NEURAL NETWORK MODEL
In this section, the preliminaries of redundant robot manip-
ulators’ inverse-kinematics are firstly presented. Then the
HL-JDF scheme is formulated into a unified QP. Finally,
the VP-CDNN is proposed and applied to solve the QP
problem. For comparisons and illustrations, the conventional
FP-CDNN is also presented in this section.

A. HL-JDF SCHEME FORMULATION
Consider the inverse-kinematics of redundant robot manipu-
lators at the velocity level, i.e.,

J (θ )θ̇ (t) = ṙ(t) (2.1)

where J (θ ) ∈ Rm×n is the Jacobian matrix of a robot manip-
ulator; n denotes the number of manipulator joints and m
denotes spatial dimension of end-effector position; θ (t) ∈ Rn

are joint angular vector; ṙ(t) ∈ Rm and θ̇ (t) ∈ Rn are the end-
effector velocity vector and the joint angular velocity vector,
respectively.
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In order to prevent high joint-velocity and achieve rational
distribution of joint-torque, we combine the minimum torque
norm (MTN) scheme and minimum velocity norm (MVN)
scheme through a weighting coefficient ζ ∈ [0, 1], and
consider the joint-drift-free criterion and feedback control,
then the proposed HL-JDF scheme can be written as

minimize
1
2
(ζ‖θ̇ (t)+ s(t)‖22 + (1− ζ )‖τ‖22) (2.2)

subject to J θ̈ (t) = r̈(t)− J̇ θ̇ + ρv(ṙ(t)− J θ̇ )

+ ρp(r(t)− f (θ )) (2.3)

τ = H (θ )θ̈ + c(θ, θ̇ )+ g(θ ) (2.4)

where s(t) = µ(θ (t) − θ(0)) is the joint-drift criterion with
µ > 0 denoting the response of joint-drift θ(t)− θ(0); ρv and
ρp are feedback-control coefficients; and τ is the joint-torque
vector determined by the dynamic equation (2.4) withH (θ ) ∈
Rn×n denoting the inertia matrix, c(θ, θ̇ ) ∈ Rn denoting the
Coriolis and centrifugal force vector, and g(θ ) ∈ Rn denoting
the gravitational force vector. It is worth pointing out that the
HL-JDF scheme can be simplified as theMTN scheme (when
ζ = 0), and theMVN scheme (when ζ = 1). According to the
equivalence theorem of different-level scheme [25], ‖θ̇ (t) +
s(t)‖22 is equivalent to ‖θ̈ (t)+σ (t)‖

2
2 where σ (t) = (α+β)θ̇+

αβ(θ − θ (0)). In order to obtain the unified QP formulation,
we consider problems at acceleration level and then HL-JDF
scheme (2.2)-(2.4) can be rewritten as

minimize x(t)TWx(t)/2+ ηT(t)x(t) (2.5)

subject to Jx(t) = b(t) (2.6)

where x := θ̈ , W := ζ I + (1 − ζ )H2, η := ζσ (t) + (1 −
ζ )HT(c+g), σ (t) = (α+β)θ̇ +αβ(θ − θ(0)), b(t) := r̈(t)−
J̇ θ̇ + ρv(ṙ − J θ̇ )+ ρp(r − f (θ )); I is identity matrix; α, β, ρv
and ρp are positive parameters.

B. NEURAL NETWORK MODEL
In order to solve the QP problems (2.5) and (2.6), according
to Lagrange method and neural dynamic design method [19],
a novel varying-parameter convergent-differential neural net-
work (VP-CDNN) is proposed. For comparison analysis,
the traditional fixed-parameter convergent-differential neural
network (FP-CDNN) is also presented in this subsection.

A Lagrange function is firstly formulated from QP
problems (2.5) and (2.6), i.e.,

L(x(t), λ(t), t) = xT(t)Wx(t)/2+ ηT(t)x(t)

+ λT(t)(J (t)x(t)− b(t)), t ∈ [0,+∞)

(2.7)

where λ(t) ∈ Rm denotes a Lagrange multiplier vector. The
partial derivatives of Equation (2.7) are

∂L(x(t), λ(t), t)
∂x(t)

= Wx(t)+ η(t)+ JT(t)λ(t) = 0,

∂L(x(t), λ(t), t)
∂λ(t)

= J (t)x(t)− b(t) = 0.

Combining the above two partial derivatives together,
we can get the following matrix function,

Qy = u (2.8)

where

Q : =
[
W JT(t)
J (t) 0

]
∈ R(n+m)×(n+m)

y : =
[
x(t)
λ(t)

]
∈ Rn+m u :=

[
−η(t)
b(t)

]
∈ Rn+m.

According to the above conversion, solving QP prob-
lems (2.5) and (2.6) is equivalent to solving the matrix
equation (2.8). In order to obtain the solution to matrix
equation (2.8), an error function is defined as

ε(t) = Qy− u ∈ Rn+m. (2.9)

Since the error ε(t) is desired to converge to zero, and in order
to obtain the super exponential convergence speed of ε(t),
we design a neural dynamic formula as

dε(t)
dt
= −γ exp(t)8(ε(t)) (2.10)

where γ exp(t) is applied to scaling the convergence rate with
γ > 0; 8(·) : Rn+m → Rn+m denotes an activation-function
processing-array.

Finally, substituting Equation (2.9) into Equation (2.10),
the following implicit-dynamic equation is obtained, i.e.,

Qẏ = −Q̇y− γ exp(t)8(Qy− u)+ u̇ (2.11)

where Q̇ = dQ/dt , u̇ = du/dt . Since the designed
parameter γ exp(t) in Equation (2.10) and (2.11) is time-
varying and the design process is based on differential
equation theorem, the implicit-dynamic equation (2.11) is
termed as varying-parameter convergent-differential neural
networks (VP-CDNN).

In order to describe the structure of the proposed
VP-CDNN, Equation (2.11) can be rewritten as

ẏ = (I − Q)ẏ− Q̇y− γ exp(t)8(Qy− u)+ u̇. (2.12)

The ith-neural dynamic equation of Equation (2.12) can be
written as

ẏi =
n+m∑
j=1

(δij − qij)ẏj

−

n+m∑
j=1

q̇ijyj−γ exp(t)φ

n+m∑
j=1

qijyj − ui

+ u̇i,(2.13)
where qij denotes the ith-row and jth-column element of
Q and δij denotes the ith-row and jth-column element of iden-
tity matrix I . The structure of VP-CDNN is shown in Fig.1.
If the time-varying parameter γ exp(t) is replaced with a

constant γ in Equation (2.10), i.e.,

dε(t)
dt
= −γ8(ε(t)) (2.14)
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FIGURE 1. Structure of the proposed VP-CDNN.

a fixed-parameter convergent-differential neural network
(FP-CDNN) can be obtained by substituting Equation (2.9)
into Equation (2.14), i.e.,

Qẏ = −Q̇y− γ8(Qy− u)+ u̇. (2.15)

III. ROBUSTNESS ANALYSIS
In practical applications, external disturbance and hardware
implementation errors always exist when a robot manipulator
executes an end-effector tracking task. The roundoff errors
in digital computation or electric implementation process
may result in these errors or disturbance. Mathematically,
a perturbed VP-CDNN model is described as

Qẏ = −(Q̇+1D(t))y− γ exp(t)8(Qy− u)+ u̇+1s(t)

(3.1)

where 1D(t) ∈ R(n+m)×(n+m) denotes differential errors of
matrix Q and 1s(t) ∈ R(n+m) denotes differential errors of
vector u as well as external disturbance. In the same way,
the perturbed FP-CDNN model can be described as

Qẏ = −(Q̇+1D(t))y− γ8(Qy− u)+ u̇+1s(t). (3.2)

For the perturbed VP-CDNN model (3.1), we have the fol-
lowing theorem on robustness.
Theorem 1: Consider the bounded errors, i.e., ‖1D(t)‖F 6

θD ∈ R and ‖1s(t)‖2 6 θs ∈ R, as well as ‖Q−1‖F 6 ηQ ∈ R,
‖u‖2 6 ηu ∈ R, where 0 6 θD, θs, ηQ, ηu < +∞ with
‖·‖F and ‖·‖2 respectively denoting the Frobenius norm of a
matrix and the Euclidean norm of a vector, the residual error
ε(t) = Qy− u of the perturbed VP-CDNN model (3.1) using
a linear activation-function converges to zero as t → +∞
and the state variable y(t), starting from any initial state y(0),
will converge to the unique theoretical solution y∗(t).

Proof: Since the residual error is defined as ε(t) = Qy−
u in Equation (2.9), the following two equations hold true,

y = Q−1(ε(t)+ u) (3.3)

ε̇(t) = Q̇y+ Qẏ− u̇. (3.4)

Substituting Equation (2.9), (3.3), and (3.4) into
Equation (3.1), we can get

ε̇(t) = −γ exp(t)8(ε(t))−1D(t)Q−1ε(t)

− 1D(t)Q−1u+1s(t). (3.5)

A Lyapunov function candidate is defined as

V (t) =
‖ε(t)‖22

2
=
εT(t)ε(t)

2
. (3.6)

Evidently, V (t) is positive definite because V (t) > 0 when
ε(t) 6= 0, and V (t) = 0 if and only if ε(t) = 0. Then consider
the time derivative of V (t) in Equation (3.6), i.e.,

V̇ (t) = εT(t)
(
− γ exp(t)8(ε(t))−1D(t)Q−1ε(t)

−1D(t)Q−1u+1s(t)
)

= −γ exp(t)εT(t)8(ε(t))+ εT(t)1D(t)Q−1ε(t)
− εT(t)1D(t)Q−1u+ εT(t)1s(t). (3.7)

Since the linear activation-function is employed in the per-
turbed VP-CDNN model (3.1), the first term of the right side
of Equation (3.7) can be rewritten as

−γ exp(t)εT(t)8(ε(t)) = −γ exp(t)εT(t)ε(t)

= −γ exp(t)
n+m∑
i=1

ε2i (t). (3.8)

For the second term of the right side of Equation (3.7),
it follows from |λmax(·)| 6 ‖ · ‖F [24] that

εT(t)1D(t)Q−1ε(t) 6 εT(t)ε(t)
∣∣∣λmax

(
1D(t)Q−1

)∣∣∣
= εT(t)ε(t)

∣∣∣λmax

(
1D(t)Q−1

)∣∣∣
6 εT(t)ε(t)‖1D(t)Q−1‖F
6 εT(t)ε(t)‖1D(t)‖F‖Q−1‖F
6 εT(t)ε(t)θDηQ

=

n+m∑
i=1

ε2i (t)θDηQ. (3.9)

For the third term of the right side of Equation (3.7), it follows
‖Aα‖2 6 ‖A‖F‖α‖2 (where A is a matrix and α is a vector)
that

εT(t)(−1D(t)Q−1u)

6
n+m∑
i=1

|εi(t)| max
16i6n+m

∣∣∣[1D(t)Q−1u]
i

∣∣∣
6

n+m∑
i=1

|εi(t)| · ‖1D(t)Q−1u‖2

6
n+m∑
i=1

|εi(t)| · ‖1D(t)Q−1‖F‖u‖2

6
n+m∑
i=1

|εi(t)| · ‖1D(t)‖F‖Q−1‖F‖u‖2

6
n+m∑
i=1

|εi(t)|θDηQηu. (3.10)
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Similarly, for the forth term of the right side of Equation (3.7),
the following inequality holds true, i.e.,

εT(t)1s(t) 6
n+m∑
i=1

|εi(t)| max
16i6n+m

|1si|

6
n+m∑
i=1

|εi(t)| · ‖1s‖2

6
n+m∑
i=1

|εi(t)|θs. (3.11)

Substituting Inequalities (3.8), (3.9), (3.10) and (3.11) into
Equation (3.7), we get

V̇ (t) 6 −γ exp(t)
n+m∑
i=1

ε2i (t)+
n+m∑
i=1

ε2i (t)θDηQ

+

n+m∑
i=1

|εi(t)|θDηQηu +
n+m∑
i=1

|εi(t)|θs

= −

n+m∑
i=1

|εi(t)|
(
(γ exp(t)|εi(t)| − θDηQ|εi(t)|

− θDηQηu − θs

)
(3.12)

For further discussion, we define

U (t) = γ exp(t)|εi(t)| − θDηQ|εi(t)| − θDηQηu − θs

= (γ exp(t)− θDηQ)(|εi(t)| −
θDηQηu + θs

γ exp(t)− θDηQ
).

(3.13)

We consider the situation γ exp(t) − θDηQ > 0 which
can be guaranteed by setting γ > max(θDηQ/exp(t)) since
exp(t) > 1. Therefore, Inequation (3.12) can be rewritten as

V̇ (t) 6 −
n+m∑
i=1

|εi(t)|U (t). (3.14)

Evidently, the following three situations should be discussed
according to U (t).

1) If U (t) > 0,∀i ∈ {1, 2, · · · , n + m}, since |εi(t)| & 0,
then V̇ (t) < 0. According to Lyapunov theorem, con-
sidering Lyapunov function V (t) > 0 and V̇ (t) < 0,
the dynamic system will tend to be stable, and the
error vector ε(t) will converge to zero gradually and the
corresponding state vector y(t) in Equation (2.8) will
converge to the optimal solution y∗(t).

2) If U (t) = 0, ∃i ∈ {1, 2, · · · , n+ m}, due to γ exp(t)−
θDηQ > 0, we have |εi(t)|− (θDηQηu+ θs)/(γ exp(t)−
θDηQ) = 0. We consider in a short enough time period
[t, t + t0], there exists an any small positive value ε,
which allows |εi(t + t0)| − |εi(t + t0)| < ε to hold true.
In addition, during [t, t + t0], γ exp(t) will exponen-
tially increase, then (θDηQηu + θs)/(γ exp(t) − θDηQ)
will decrease, and U (t) > 0 again. According to the
analysis of case 1), Lyapunov function V (t) > 0 and

V̇ (t) < 0, ε(t) will converge to zero and y(t) will
converge to y∗(t).

3) If U (t) < 0, i.e., |εi(t)| < (θDηQηu + θs)/(γ exp(t) −
θDηQ), then −

∑n+m
i=1 |εi(t)|U (t) > 0. That is to

say, the right hand of Inequality (3.14) is a positive
number, and we cannot directly use the Lyapunov
theorem. For the sake of discussion, we set 1 =

−
∑n+m

i=1 |εi(t)|U (t) > 0, and Inequality (3.14) is
written as V̇ (t) 6 1 with 1 > 0. Two situations can
be discussed as bellow.

a) If V̇ (t) 6 0 for any time instant, then according
to the analysis of case 1) and 2) and Lyapunov
theorem, ε(t) will converge to zero and y(t) will
converge to y∗(t).

b) If 0 < V̇ (t) < 1, then V (t) will increase and
ε(t) will diverge outward as time evolves until
|εi(t)| > (θDηQηu + θs)/(γ exp(t) − θDηQ). At
that time, U (t) > 0 again, and according to the
analysis in situation 1) , ε(t) will converge to zero
and y(t) will converge to y∗(t).

Thus the proof is completed.

IV. EXPERIMENT VERIFICATION
In this section, two tracking experiments (i.e., butterfly-path
tracking task and cardioid-path tracking task) are conducted
to verify the effectiveness of the HL-JDF scheme (2.5)-(2.6)
synthesized by the VP-CDNN (2.11) on Kinova Jaco2 manip-
ulator (a six-DOF robot). The task execution period is set as
T = 8s. The coefficient µ in joint-drift-free criterion (2.5) is
set as µ = 4. Parameters α, β, ρv, ρp = 20. The feedback-
control matrix K is set as an identity matrix. The initial state
is θ (0) = [1.68; 2.81;−3.22; 4.19;−1.71;−2.65] rad.

A. EXPERIMENT VERIFICATION OF THE HL-JDF SCHEME
In this subsection, comparison simulations between the con-
ventional MTN scheme (i.e., ζ = 0) and the proposed
HL-JDF scheme (ζ = 0.6 in this simulation) are presented.
Both the MTN scheme and HL-JDF scheme are synthe-
sized by the conventional FP-CDNN (2.15). The simulation
results are analyzed in terms of the joint-state, joint-velocity,
joint-acceleration and joint-torque. For butterfly-path track-
ing task, the corresponding results are illustrated in Fig. 2.
Specifically, Figs. 2(a), (c), (e) and (g) are the simulation
results of the conventional MTN scheme. Figs. 2(b), (d), (f)
and (h) are the simulation results of the proposed HL-JDF
scheme.

Firstly, as can be seen from Fig. 2(a), the final state of the
manipulator does not return to its initial state when finishing
a cyclic motion. That is to say, there exits obvious joint-
drift phenomenon of the manipulator in the closed butterfly-
path tracking task of the conventional MTN scheme, and this
should be evitable in repetitive industrial process. On the
contrary, as illustrated in Fig. 2(b), the final state of the
manipulator coincides well with its final state the butterfly-
path tracking task is synthesized by the proposed HL-JDF
scheme.
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FIGURE 2. Comparison simulations between MTN scheme and HL-JDF
scheme in butterfly-path tracking task. (a) Joint space of MTN scheme.
(b) Joint space of HL-JDF scheme. (c) Joint-velocity of MTN scheme.
(d) Joint-velocity of HL-JDF scheme. (e) Joint-acceleration of MTN scheme.
(f) Joint-acceleration of HL-JDF scheme.

Secondly, there exist extremely high joint-velocity, joint-
acceleration and joint-torque and divergence problem dur-
ing the butterfly-path tracking task execution period of the
MTN scheme, which are illustrated in Figs. 2(c), (e) and (g),
respectively. This is impossible and dangerous in actual
implementing process. Nevertheless, as can be seen from
Figs. 2(d), (f) and (h) the HL-JDF scheme can effectively
prevent the divergence and oscillation of joint-velocity, joint-
acceleration and joint-torque.

Moreover, in order to further demonstrate the widely appli-
cability of the proposed HL-JDF scheme, another closed
tracking task (i.e. cardioid-path tracking task) is also con-
ducted. The similar simulation results can be obtained from
Fig. 3. Large joint-drift exists in the cardioid-path tracking
task of the conventional MTN scheme (as shown in Fig. 3(a)).
By contrast, as can been seen from Fig. 3(b), the final state
of the manipulator coincides well with the initial state in
the tracing task of the HL-JDF scheme. That is a joint-drift-
free cyclic motion. Similarly, the divergence and oscillation

FIGURE 3. Comparison simulations between MTN scheme and HL-JDF
scheme in cardioid-path tracking task. (a) Joint space of MTN scheme.
(b) Joint space of HL-JDF scheme. (c) Joint-velocity of MTN scheme.
(d) Joint-velocity of HL-JDF scheme. (e) Joint-acceleration of MTN scheme.
(f) Joint-acceleration of HL-JDF scheme.

problems are obvious in the tracking task of theMTN scheme
(as shown in Figs. 3(d), (f), and (h)). On the contrary, illus-
trated in Figs. 3(c), (e), and (g), the smooth and accept-
able joint-velocity, joint-acceleration, and joint-torque can be
obtained in the tracking task of the HL-JDF scheme.

In summary, the comparison simulation results can demon-
strate the effectiveness of the proposed HL-JDF scheme
for solving inverse-kinematics problem of redundant robot
manipulators. In addition, compared with the conventional
MTN scheme, the proposed HL-JDF scheme can remedy the
joint-drift problem of redundant robot manipulators in cyclic
tracking tasks, and the divergence of joint-velocity, joint-
acceleration, and joint-torque can be prevented.

B. EXPERIMENT VERIFICATION OF THE VP-CDNN MODEL
In actual applications, when robot manipulators are executing
tasks, the hardware implementation, external disturbances
and digital computation errors always exist. In this subsec-
tion, in order to demonstrate the robustness of the proposed
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FIGURE 4. Computer simulations of butterfly-path tracking task of the
HL-JDF scheme synthesized by FP-CDNN and VP-CDNN. (a) Tracking
trajectories synthesized by FP-CDNN for butterfly-path tracking task.
(b) Tracking trajectories synthesized by VP-CDNN for butterfly-path
tracking task. (c) Joints space of butterfly-path synthesized by FP-CDNN.
(d) Joints space of butterfly-path synthesized by VP-CDNN.

FIGURE 5. Physical experiments of butterfly-path tracking task of the
HL-JDF scheme synthesized by FP-CDNN and VP-CDNN performed on the
Kinova JACO2 robot manipulator. (a) Snapshots of butterfly-path tracking
task synthesized by FP-CDNN. (b) Snapshots of butterfly-path tracking
task synthesized by VP-CDNN.

VP-CDNN, comparison experiments between the conven-
tional perturbed FP-CDNN model (3.2) and the proposed

FIGURE 6. Computer simulations of cardioid-path tracking task of the
HL-JDF scheme synthesized by FP-CDNN and VP-CDNN. (a) Tracking
trajectories synthesized by FP-CDNN for cardioid-path tracking task.
(b) Tracking trajectories synthesized by VP-CDNN for cardioid-path
tracking task. (c) Joints space of cardioid-path synthesized by FP-CDNN.
(d) Joints space of cardioid-path synthesized by VP-CDNN.

perturbed VP-CDNN model (3.1) are conducted, and the
external perturbation and digital computation errors in Equa-
tions (3.2) and (3.1) are depicted as sine or cosine functions.
The conventional FP-CDNN and the proposed VP-CDNN are
exploited to solve the HL-JDF scheme where parameters are
set as ζ = 0.8, ρv = ρp = 20, α = β = 50, and γ = 200.
Firstly, the tracking trajectory of the butterfly-path

synthesized by FP-CDNN and VP-CDNN are shown
in Figs. 4 (a) and (b), respectively. Obviously, there exits
large error between the tracking trajectory synthesized by
FP-CDNN and the expected path (as shown in Fig. 4 (a)), and
joint-drift phenomenon happens because the robot manipula-
tor does not return to its initial state when finishing a cyclic
motion (as shown in Fig. 4 (c)). By contrast, the trajectory
synthesized by VP-CDNN can fit well with the expected
path (as shown in Fig. 4 (b)). Meanwhile, the final state of
manipulator coincides well with the initial state (as shown
in Fig. 4 (d). The snapshots of physical experiments are
illustrated in Fig. 5. As shown in Fig. 5(a), the butterfly-
path tracking task synthesized by FP-CDNN fails due to large
position errors. Specifically, due to large errors, the pen fixed
on the end-effector cannot continue writing on the board,
which can be seen from snapshot 3 of Fig. 5(a) and the
manipulator collides with the drawing board as shown in
snapshot 4 of Fig. 5(a). Evidently, the tracking task failed.
It is worth pointing out this experiment is a bit danger-
ous since the robot manipulator may be damaged. However,
the butterfly-path tracking task synthesized by VP-CDNN
is finished very well as shown in Fig. 5(b). Because of
the strong disturbance-resistant performance of VP-CDNN,
the pen always works well on the drawing board as shown
in snapshot 3 of Fig. 5(b) and the manipulator can keep
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a constant distance with the drawing board as shown in
snapshot 4 of Fig. 5(b).

Secondly, similar to the butterfly-path tracking task,
the simulation results can be obtained in the cardioid-path
tracking task. The cardioid-path tracking task synthesized by
FP-CDNN cannot be finished well with perturbation consid-
ered. Specially, there exists large errors between the actual
trajectory and expected cardioid-path as shown in Fig. 6(a)
and the final state cannot return to the initial state of redun-
dant robot manipulators as shown in Fig. 6(c). However,
the trajectory synthesized by the VP-CDNN can fit well with
the expected path as shown in Fig. 6(b) and a repetitive
motion is finished as shown in Fig. 6(d). The physical exper-
iments of cardioid-path tracking task can further demonstrate
the effectiveness and robustness of the proposed VP-CDNN
to finish the cardioid-path tracking task (see Fig. 7).

FIGURE 7. Physical experiments of cardioid-path tracking task of the
HL-JDF scheme synthesized by FP-CDNN and VP-CDNN performed on the
Kinova JACO2 robot manipulator. (a) Snapshots of cardioid-path tracking
task synthesized by FP-CDNN. (b) Snapshots of cardioid-path tracking
task synthesized by VP-CDNN.

In summary, the above two experiments further illustrate
the robustness of the VP-CDNN for solving the perturbed
tracking problem of redundant robot manipulators.

V. CONCLUSIONS
In this paper, a hybrid-level joint-drift-free (HL-JDF) scheme
is developed and investigated to remedy the joint-drift
problem of redundant robot manipulators in cyclic motion
process. The proposed HL-JDF scheme can also prevent

high joint-velocity, joint-acceleration and joint-torque.Mean-
while, the divergence and vibration problems can be resisted.
Moreover, a novel varying-parameter convergent-differential
neural network (VP-CDNN) is proposed to solve the
HL-JDF scheme. Due to the super exponential conver-
gence rate, the proposed VP-CDNN is robustness and with
inherent perturbation tolerance. Comparison simulations and
experiments verify the effectiveness of the HL-JDF scheme
and robustness of the VP-CDNN for solving the inverse-
kinematics problem of redundant robot manipulators. The
future work is to integrate the fuzzy control and self-adaption
control with the proposed neural network model.
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