IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received April 16, 2018, accepted May 23, 2018, date of publication June 19, 2018, date of current version August 7, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2846290

Estimating Dynamic Motion Parameters
With an Improved Wavelet Thresholding
and Inter-Scale Correlation

YUANHUI WANG “1, (Member, IEEE), BO ZHANG', FUGUANG DING',
AND HONGLIANG REN 23, (Senior Member, IEEE)

!College of Automation, Harbin Engineering University, Harbin 150001, China
2Department of Biomedical Engineering, National University of Singapore, Singapore 117575
3National University of Singapore Suzhou Research Institute, Suzhou 215123, China

Corresponding authors: Fuguang Ding (dingfuguang @hrbeu.edu.cn) and Hongliang Ren (ren @nus.edu.sg)

This work was supported in part by the Hovercraft Motion Simulation System Project and in part by the NUSRI China Jiangsu Province
under Grants BK20150386 and BE2016077.

ABSTRACT With the challenging noisy measurements, the maneuvering safety and comfort level of
hovercraft navigation can be significantly increased by accurate motion parameter estimation. Because tradi-
tional hard/soft thresholding schemes have discontinuities and deviation shortcomings, an improved wavelet
thresholding method is proposed to smooth and estimate the dynamic motion parameters. Then, an inter-
scale correlation method is introduced to improve the accuracy of judgment of the wavelet coefficients near
the threshold. The newly improved wavelet thresholding and inter-scale correlation scheme can increase
the adaptability of the estimator function and improve the accuracy of judgment of wavelet coefficients.
Afterwards, a series of numerical simulation experiments are carried out by using four benchmark signals
with three different noise levels. Compared with traditional hard/soft thresholding and semi-soft thresholding
methods, the proposed improved parameter estimation scheme has a great advantage in denoising the signal
noise and reducing the peak interference and the error between decomposition signal and the original signal.
Finally, the proposed improved parameter estimation scheme was applied to a certain hovercraft in sea trial.
Representatively, some important safety and comfort indicator parameters are selected from actual hovercraft
motion measurements to verify the effect of the proposed scheme. From the data analysis, it is shown
that the improved scheme behaves an outstanding performance in denoising and estimating for practical
application, which improves the safety and comfort of navigation. Otherwise, the effective estimation of
indicator parameters will make the further active control be available to assure maneuvering safety and
comfort level of hovercraft navigation.

INDEX TERMS Motion parameters, wavelet transform, thresholding function, inter-scale correlation,

denoise.

I. INTRODUCTION

A hovercraft, known as an air-cushion vehicle or ACV, is a
craft capable of traveling over land, water, mud, ice, and
other surfaces. Noise is the biggest challenge faced by hov-
ercraft designers and builders. A well-known limit is the
so-called “‘cobblestone effect””, a resonance phenomenon,
which is due to the interaction between the ship body and
the air cushion dynamics, excited by the incoming waves.
Considering the cobblestone phenomenon, dynamics and
control should be studied carefully in hovercraft design
step.

Meanwhile, due to high speed, small water resistance,
and poor rotation ability, the hovercraft is always with
poor maneuverability. Any inappropriate or wrong operation
may cause a heavy accident. To improve the maneuver-
ing safety and comfort level of the hovercraft navigation,
some researchers were working on seeking a bet-
ter controller design, such as Sira-Ramirez [1] and
Seguchi and Ohtsuka [2]. Alternatively, the accurate motion-
parameter estimation will become another good choice.
Caused by hovercraft noise and vibration, the sensor signals
of hovercraft will suffer distortions. Attention is drawn to
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the fact that actual measurements reveal that this noise is
appreciably higher than would be expected from theoretical
prediction. Without effective signal processing, the subse-
quent dynamic control operations will be inaccurate and
error-prone, which may cause accident or failure. Therefore,
it is essential to denoise and estimate the dynamic motion
parameters.

Although there are few studies on the estimation of hov-
ercraft application, parameter estimation has attracted wide
attention in other areas. Yin et al. [3] used locally weighted
total PLS monitoring approach to monitor the quality of the
wastewater treatment. Xie et al. [4] proposed a method called
advanced partial least squares (APLS) to efficiently distin-
guish the key performance indicator (KPI) and verify through
the Tennessee Eastman(TE) benchmark process. At the same
time, a variety of filtering methods were introduced to
denoise, for example, the median filter [5], FFT threshold-
ing [6], adaptive filtering [7], FIR filtering [8], intelligent par-
ticle filter [9], etc. These conventional filtering methods can
effectively remove discrete spectral interferences(DSI) and
colored noise, but cannot denoise white Gaussian noise [10].
Moreover, when the signal involves transient impulses with
a sharp edge and of very short duration, it is difficult to
eliminate the noise signal by linear filters [11]. Moreover,
the linear filter will not be used when the signal overlaps with
the noise in many different frequency bands [12]. These dis-
advantages of linear filters tend to disable the noise and useful
signal component identification and lead to bad denoising
results. To enhance linear filter effects, the FIR filter-based
noise reduction techniques in the transform domain have been
investigated [13]. However, because of the transformation is
still linear, the filter still has worse performance.

To overcome difficulties, the wavelet transform theory
that maintains both time domain and frequency domain
information is proposed and widely used in the denoising
technology [14], [15]. Generally, there are three main denois-
ing algorithms based on wavelet transform: wavelet coeffi-
cients modulus maxima method, wavelet correlation method,
and wavelet thresholding method. Because the thresholding
method is simple and effective, it is widely used once pro-
posed by Donoho and Johnstone [16]. Among the wavelet
transform thresholding methods, the hard/soft thresholding
techniques are the conventional thresholding methods [6].
Due to the main idea of the method being the noise elimi-
nation by thresholding wavelet coefficients, so the threshold-
ing function and threshold are important factors that affect
the denoising performance. However, the traditional hard
thresholding exhibits some discontinuities and is more sen-
sitive to little changes of a signal. As for soft thresholding,
it induces the deviation in the process of wavelet recon-
struction. To overcome these shortcomings, Breiman’s non-
negative garrote method was added into the Wave Shrink
and the simulation results show that this method is more
stable and offers smaller range than the hard and soft shrink-
age [17]. To et al. [18] proposed a comparison research
between the wavelet-based techniques with soft/hard wavelet
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thresholding and the empirical Bayes (EB) method was car-
ried out. The EB method outperformed the others in gen-
eral because the wavelet representation is not sparse at the
coarsest levels. Bacchelli and Papi [19] used two new fil-
ters that are a piecewise quadratic and an exponential func-
tion. Ting-Hua et al. [20] used sigmoid function as wavelet
thresholding function to improve the denoising performance.
But the function is not adaptive. Ray et al. [11] proposed a
new nonlinear threshold function for denoising PD (partial
discharge) signal using wavelet transform technique. A field-
detected signal was tested and the denoised signal indicated
that the method is efficient for this application. Wang [21]
put forward a new wavelet thresholding function based on
hyperbolic tangent function was used and simulation results
show that the proposed function can achieve better denoising
effect. Lu et al. [22] introduced the logarithmic function of
the layer number of wavelet decomposition to put forward
a new threshold function. Hussein et al. [23] used a denois-
ing scheme called histogram-based thresholding estimation
(HBTE) to remove the noise from the partial discharge signal
effectively. Lee and Kim [24] proposed hard thresholding
rule and Visushrink threshold value to eliminate the noise of
DCYV (discharging/charging voltage).

In this article, the main contributions are highlighted as

follows:

1) To overcome the discontinuities and deviation short-
comings of traditional hard/soft thresholding methods,
a new wavelet thresholding function and an improved
threshold are proposed to improve the denoising and
estimating effects and increase the adaptability of the
estimator function.

2) Inter-scale correlation is introduced into the above new
wavelet threshold method to improve the accuracy of
judgment of the wavelet coefficients near the threshold.

3) A series of numerical simulation experiments are
carried out by using four benchmark signals with
three different noise levels. Compared with tradi-
tional hard/soft thresholding and semi-soft threshold-
ing methods, the proposed improved parameter esti-
mation method has a great advantage in denoising the
signal noise and reducing the peak interference and the
error between decomposition signal and the original
signal.

4) The important safety and comfort indicator parameters
for dynamic navigation are defined, which are selected
from certain actual hovercraft motion measurements to
verify the effect of the proposed improved parameter
estimation scheme in practical application. It behaves
an outstanding performance in denoising and estimat-
ing, which improves the maneuvering safety and com-
fort level of dynamic navigation

The structure of this article is the following: first, the theory

of traditional hard/soft thresholding summarized in Section 2.
Second, a new wavelet thresholding function, an improved
threshold and the method of inter-scale correlation based
on wavelet transform are introduced in Section 3. Third,

VOLUME 6, 2018



Y. Wang et al.: Estimating Dynamic Motion Parameters

IEEE Access

a numerical simulation cases study using four benchmark
signals are carried out to verify the effectiveness of the
new denoising scheme in Section 4. Fourth, the thresholding
scheme to smooth the sea trial measurements of hovercraft
motion parameters is presented to behave a better denoising
performance in Section 5. Finally, conclusions are drawn
in Section 6.

Il. TRADITIONAL WAVELET THRESHOLDING DENOISING
Assume the noise signal is as follows:

yi=x+e (1)

where y; is the noised signal, x; is the original signal and e; is
the noise that is independently distributed according to a zero-
mean Gaussian distribution, N(0, 02) [25]. In the signal y;,
obviously, some valuable information of the original signal
is destroyed and the noise should be removed. In discrete
wavelet transform (DWT), the signal y; is passed through a
series of low-pass and high-pass filters with various frequen-
cies. Approximated coefficient and wavelet coefficient can be
expressed as follows:

Cj,k = ch—l,nh*(n - 2k)
dig = di1.,8"(n—2k) 2)

where ¢; x is approximated coefficient, d; x is wavelet coeffi-
cient. h*(n — 2k) and g*(n — 2k) are decomposed low-pass
and high-pass filter, respectively. Wavelet reconstruction is:

Gtk =Yl (n—20)+ > ding (n—2k) (3
k k

where, 1*(n — 2k) and g*(n — 2k) are reconstructed low-pass
and high-pass filters.

By thresholding observed wavelet coefficients represent-
ing noise, a smooth estimate of the underlying can be
obtained [26], [27]. The traditional wavelet thresholding
denoising procedure can be described as follows:

1) Select the wavelet basis and determine the maximum

number of signal decomposition level.

2) Use discrete wavelet transform (DWT) to decompose
the signal and get wavelet coefficient and approximated
coefficient of each decomposition level j.

3) Apply the thresholding function and the calculated
threshold to discard the wavelet coefficient of null
value and get estimated wavelet coefficient.

4) Reconstruct the signal using approximated coefficient
and estimated wavelet coefficient by inverse discrete
wavelet transform (IDWT) to acquire a denoised signal.

In the wavelet thresholding technique, thresholding func-
tion has a major effect on the quality of signal [28].
The traditional thresholding functions are hard threshold-
ing and soft thresholding. The hard thresholding used by
Donoho [10], [16] is considered as “keep or kill”’. Some-
times, pure noise coefficients may pass the hard thresholding
and appear as annoying “blips’ in the output image. It can
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be defined as follows:

Gt = wjk, for (ij.,kl >T) @)
0, otherwise

where W; i, and wj are the shrink and original wavelet

coefficients and T is the threshold.

The soft thresholding also used by Donoho is considered as
“shrink or kill”” and can overcome the false structures in the
hard thresholding. However, the results of this function lose a
part of high-frequency coefficients above the threshold. It is
defined as follows:

ik = sgn(wj i )(|wj k| — T) fOV(ij,.k| >T) )
0 otherwise
Besides thresholding function, threshold 7 is another
important element to directly influence the result of denois-
ing by thresholding function. Among the existing methods,
the most popular one is the universal threshold [11]. It is
defined as follows:

T =ov2InN (©6)

Where, N denotes the length of a signal; o represents the
noise standard deviation, which can be estimated from the
median of the detail coefficients [20]:

B |median(a)j,k)|

7
0.6745 ™

lil. THE IMPROVED THRESHOLDING METHOD

A. NEW THRESHOLDING FUNCTION

In the traditional thresholding approaches, there are some
shortcomings. For example, in the hard thresholding process,
the denoised wavelet coefficients may exhibit discontinuity
at the location of threshold 7" and it may result in Gibbs
shock [20]. In the soft thresholding method, the coefficients
may have a constant bias compared with the original coeffi-
cients, which makes the reconstructed signal different from
the original signal. In order to improve the denoising perfor-
mance, the semisoft threshold function [29] has been shown
in the formula:

~ : | —aT il =T
e = sgn(, )|, | —aT) for(|w]:k| =1
0 otherwise

Among the semisoft function, the value of « is taken
between 0 and 1. Even if the result of semisoft threshold func-
tion is better than hard and soft threshold function, the value
of « is fixed. So the new proposed thresholding function
should satisfy the following assumptions:

o The input-output curve of the function based threshold-
ing scheme should be continuous and smooth to reduce
the oscillation phenomenon and the Gibbs shock.

« Reduce the constant bias of the soft thresholding and
retain the signal edge details.
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The new improved adaptive threshold function that meets
the above requirements is proposed in this paper defined as:

SB¥T)

Bip = sgn(wj,k)(|wj,k| - WT) fO”(’wj,k| > T)
jk = . ok

0 otherwise

®

Where, 8 is a non-negative number. The new function is
based on the semisoft threshold function, which makes the
parameter o adaptive. When the value of |wj | is smaller,
o — 1, the function has the characteristics of soft threshold
function. It can reduce Gibbs shock. Else if |wj «| is bigger,
o — 0, the function has the characteristics of hard threshold
function. It can retain edge details. So the adaptive function
is obtained by comparing wj and T. The value of 8 also
affects threshold function characteristics. When § — 0
and B — oo, this function approximately transfers into the
soft thresholding function and hard thresholding function,
respectively:

/%12}) a)j,k ~ wjk (10)
lim w;; &~ ; k| —T 11
ﬁi)néo Wj k Sgn(a)j,k)(‘w],k| ) (1)

Obviously, the new thresholding function is a compro-
mise derived from the traditional thresholdings approachees.
Therefore, the value of B in the new threshold function
should take a proper value. After given a suitable 3, the new
threshold function can be treated differently depending on
the size of the wavelet coefficients. When the value of [w; x|
is smaller, the function has the characteristics of the soft
threshold, if |wj x| is bigger, the function has the characteris-
tics of hard threshold function. The comparison among soft,
hard, semisoft and proposed new thresholding function is
illustrated in Fig.1, wherea = 0.6, 8 =2, —1.5<w;; < 1.5,
T =0.5.

0.5

05

Hard
Soft
New
Semisoft

15 L L L
-1.5 -1 -0.5 0 0.5 1 1.5

FIGURE 1. The comparison among soft, hard, semi-soft and new
thresholding function.
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B. THRESHOLD ESTIMATION

In addition to the thresholding function, a rational threshold
value is another parameter that directly affects the denoising
effects. The threshold is mainly composed of wavelet sub-
band energy and noise variance of signal that is measured
from the observed data. The estimation of an appropriate
threshold value makes a difference between the wavelet coef-
ficient of noise and that of the original signal [30]. If the
threshold is small, the noise will not be completely filtered
out. Moreover, if the threshold is large, part of the real signal
will be filtered out with the noise, which will lead to the
outcome bias. Since the wavelet coefficient of noise decreases
with the increase of the scale, the threshold should be differ-
ent when the scale changes. To overcome the disadvantage
that the universal threshold has of not changing with the
decomposition scale, the threshold is proposed to account for
the different scales of wavelet coefficients [22]:

T =o0~2InN/logy(1 +j) (12)

Where, j is the decomposition scale. The improved thresh-
old maintains the length of signal N and the noise standard
deviation o of the universal threshold, at the same time, add
the scale in the denominator. The improved threshold is more
adaptive to the noise, signal characteristics and increases the
threshold practical value.

C. WAVELET COEFFICIENT INTER-SCALE CORRELATION
By adequately using wavelet thresholding method, the white
Gaussian noise can be efficiently filtered out by subtracting
a threshold from noisy wavelet coefficients [31]. However,
filtering by wavelet threshold suffers from residual noise and
signal distortion. To improve the accuracy of signal denois-
ing, the wavelet correlation theory is introduced to judge the
wavelet coefficients that near the threshold 7.

In the process of wavelet decomposition, the signal is
decomposed into approximation coefficients and wavelet
coefficients that represent the signal details. The signal power
and noise power are broken down into various scales by
multi-scale orthogonal discrete wavelet transform [32]. The
usual wavelet transform denoising methods make full use of
these characteristics that the point of discontinuity has good
local property characteristic in every scales of the wavelet
coefficients. The noise energy is focused on small-scale
wavelet coefficients that rapid attenuation with the increase
of scales. However, the situation correlation of wavelet coef-
ficients in the residual still exists, especially between the
adjacent decomposition scales. In [33], it pointed out that the
wavelet coefficients in each scale have strong relevance and
its correlation is more obvious near the point of discontinuity.
In contrast, the wavelet coefficients corresponding to the
noise not have the obvious correlation between the scales.
On the basis of it, SSNF (Spatially selective noise filtration)
was proposed [34]. The main idea of this method is the direct
spatial correlation of the wavelet transform at several adjacent
scales and take correlation filter processing by multiplying
adjacent scales wavelet coefficients.
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In the SSNEF, first, assume the maximum scale of the
wavelet decomposition is J. Wf(j, k) represents the wavelet
coefficient of noised signal f at the position k and the
scale j. The adjacent scales correlation coefficient Corry (j, k)
is defined as [35]:

L—1
Corre (i k) = [ [ WrG +1i. k) (13)
i=0
Where L is the number of scales involved in the direct
multiplication. Usually, L is 2.Then, in order to compare the
correlation coefficient and wavelet coefficient, a normaliza-
tion of the correlation coefficient is defined as [34]:

NCorrp(j, k) = Corrp(j, k) /% k=1,2,---,N
(14)
N
Pcorn(j) = Y Corra(j, k)? (15)
kNl
Pw() = Y Wf(, k) (16)
k=1

By comparing the Wf (j, k) and the normalization of corre-
lation coefficient to distinguish the effective coefficient from
invalid coefficient. In the SSNF, the iterative operation is
needed in the following steps and it is a large amount of
calculation. However, in this paper, the wavelet coefficient
correlation is the auxiliary in the denoising algorithm. On the
one hand, the amount of calculation is not very large; on the
other hand, the accuracy requirements of scales correlation
estimation is not very high. The correlation coefficients of
the two-dimensional images are converted to the correlation
coefficients representing the one-dimensional signals. The
new correlation K is defined as:

max w(J, k)
K(J, k)= ———— a7

minw(/J, k)
Where J is the decomposition scale, n is the posi-
tion. maxw(J, k) is the maximum among wi,w,%,---wi

them. minw(J, k) is the minimum among them. When
K{J,k)€[1, y1, it means the correlation of wavelet coefficients
is strong and the signal is useful. Besides, it represents the
correlation of wavelet coefficients is weak and the signal is
the noise. When y is nearly 1, the difference of max w(J, k)
and minw(J, k) is small and the inter-scale correlation esti-
mation is strict. It will cause more valued wavelet coeffi-
cient regression. If y is too large, it will lead to choosing
noise coefficient as a useful signal, which cannot achieve the
goal of effective denoising. In this paper, when selecting the
value of y, the strict rule is chosen to ensure the denoising
effect.

In the process of calculating K(J, k), the wavelet coeffi-
cients of different scales should expand into the same size.
Because of each coefficient of the rough layer corresponds
to two coefficients of the same sub-band in the adjacent
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FIGURE 2. The copying and expansion method of wavelet coefficient in
the level of .

Data sampling

Select decomposition level and wavelet basis

DWT

v

Judge the wavelet coefficients through threshold
T and inter-scale correlation estimation

I

Apply the improved thresholding technique

:

IDWT and calculate the SNR and RMSE

Denoised signal

FIGURE 3. Wavelet denoising procedure.

fine layers, the copying and expansion method is 1*2. When
decomposition layers increases, the expansion of coefficient
is harder. Therefore, the method of scales correlation estima-
tion is suitable for the situation that the decomposition level
is not too large. The copying and expansion method is shown
in Fig. 2.
The proposed denoising procedure is as follows:
1) Select the decomposition level and wavelet basis;
2) Use DWT to decompose the signal and get the wavelet
coefficients and approximated coefficients;
3) Judge the wavelet coefficient by the improved thresh-
old T. The wavelet coefficient is marked as w’
when the absolute value of the coefficient is greater
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FIGURE 4. Signal denoising using four different thresholding methods
(SNR~2.0000dB), (a) Blocks signal; (b) Bumps signal; (c) Heavy sine

signal; (d) Doppler signal.
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than threshold 7. Otherwise, the coefficient is 2
considered w'; 10
4) Use estimation of inter-scale correlation to judge the 8t
coefficient when it is in [T (1 — 5), T(1 + n)]. When N
the wavelet coefficients have a strong correlation, it is 8.l
marked as w'. If it has weak correlation even no cor- ?é ,L
relation, it is denoted as w”. w” is the useful wavelet <
coefficient and w” is the coefficient of noise; 0 A
5) Deal with the wavelet coefficients by the new improved 2T ; y Hard trtholding
thresholding function. When the coefficient is w/, 4r : Semisoft lhreshglding
it should be handled with |w| > T based on threshold- s : : New reshaidng
0 500 1000 1500 2000 2500
ing function. If the coefficient is w”, it will be set to zero Samples
according to the thresholding function that |w| < T} @
6) Reconstruct the signal by wavelet coefficients after 10 ' ' — — ~ Noisy signal
processing and get the denoised signal. ol oy rtiting
In the procedure, the parameter 7 of different value will St tmesnaiing
influence the computation and accuracy of the algorithm. 6r : New thresholding

When the value ||w| — T'| increases, the probability of mis-
calculation for the third step will decreases. So the value
of n should be small. The procedure is summarized in Fig. 3.

Amptitude

IV. NUMERICAL SIMULATION AND ANALYSIS
A. SIMULATION SETTING

To validate the performance of the new wavelet threshold- 2, 500 1000 1500 2000 2500
ing denoising method, a simulation is conducted. In the Samples

simulation, four benchmark signals (Blocks, Bumps, Heavy \ ' | ®)

Sine, Doppler) are selected as a test signal. Each signal has ‘, A

Hard thretholding
Soft thresholding
Semisoft thresholding
New thresholding

2048 samples and adds three different values of SNR (near the
value of 2dB, 5dB, and 10dB) on the signal. In the process,
select db4 as the wavelet basis as well as the decomposition 21
level is 4. The values of y and n are 2 and 0.1. « is 0.6. ‘
B is 5. This paper selects five denoising methods for com-
parison: (1) hard thresholding function; (2) soft thresholding al
function; (3) semi-soft thresholding function; (4) the new
thresholding function; (5) wavelet coefficient inter-scale cor-
relation based on the new thresholding function. In order to

Amptitude

verify the effectiveness of the proposed denoising method o 500 1000 1500 2000 2500
compared with other approaches, a number of quantitative Samples
parameters are used to measure the test results: 08 ©
1) SNR (Signal to Noise Ratio) sl ‘ N
N 04 F f
Y x*(0) wal
SNR(dB) = 10log [ — =1 (18) g .
N S 2
> (i) — x() 5
i=1 <
o . .. . ~. . 04r — — — Noisy signal
Where x(i) is the original signal and x is the denoised o5k Original signal
. . . . Hard thretholdin,
signal. N is the number of samples composing the 08 Sof tresholding
. wer Semisoft thresholdin,
Slgnal' » § ) New (hre;holding S
2) RMSE (ROOt mean square error) 0 500 1000 1500 2000 2500
Samples
n o @
._2:1 [x(l) - x(l)] FIGURE 6. Signal denoising using four different thresholding methods
RMSE = = (19) (SNR~10.0000dB), (a) Blocks signal; (b) Bumps signal; (c) Heavy sine
N signal; (d) Doppler signal.
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TABLE 1. Performance evaluation of signals denoising with different thresholding schemes.

Semi-soft Inter-scale
Noisy signal Hard thresholding Soft thresholding New thresholding
thresholding correlation
SNR RMSE SNR RMSE SNR RMSE SNR RMSE SNR RMSE SNR RMSE
1.8945 2.3875 11.6438 0.7771 12.5155 0.7029 12.2806 0.7222 12.5245 0.7022 12.5330 0.7015
4.8099 1.7068 13.6147 0.6194 13.9530 0.6194 13.9531 0.5987 13.9752 0.5942 13.9786 0.5939
Blocks
9.9347 0.9461 17.7242 0.3859 17.3830 0.4013 17.8059 0.382 17.8205 0.3816 17.8460 0.3805
1.8585 1.4533 12.0764 0.4482 13.4109 0.3844 13.0748 0.3995 13.4201 0.3840 13.4441 0.3829
Bumps 5.0420 1.6618 13.7649 0.5365 15.4547 0.5471 14.9399 0.3223 15.4547 0.5211 15.4557 0.5201
9.8859 0.5767 18.7082 0.2089 18.9358 0.2035 19.0893 0.1999 19.2068 0.1972 19.2088 0.1972
2.0245 2.4439 12.6732 0.7172 14.0489 0.6122 13.5976 0.6448 14.0489 0.6122 14.0493 0.6121
Heavy
5.0447 1.7261 16.0426 0.4866 16.9200 0.4398 16.6355 0.4545 16.9200 0.4398 16.9208 0.4398
sine
9.6535 1.0154 20.3702 0.2957 21.2951 0.2658 21.0221 0.2743 21.2951 0.2658 21.2951 0.2658
1.9835 0.2331 11.8789 0.0746 12.1533 0.0723 12.2914 0.0712 12.3375 0.0708 12.3436 0.0707
Doppler 5.1513 0.1619 14.5396 0.0549 14.7470 0.0536 14.8573 0.0530 14.9513 0.0524 14.9578 0.0523
10.0447 0.0922 18.8161 0.0336 17.9941 0.0369 19.1799 0.0322 19.4499 0.0312 19.4549 0.0312
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FIGURE 7. Doppler signal denoising result with the SNR at 10.000dB.

B. RESULTS AND DISCUSSION

The denoising results of four kinds of simulation signals
in three different conditions are illustrated in Table 1. Two
indexes can be used to measure the performance of threshold-
ing methods: SNR and RMSE. When SNR is increasing and
RMSE is decreasing, it means the performance of filtering
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is better. There are five denoising methods in Table 1. Com-
pared with the noisy signal, all of the applied threshold-
ing approaches can effectively filter the noise and improve
the SNR values. The denoising performance of traditional
hard/soft thresholding function is lower than the other three
new thresholding schemes. The denoising method that only
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FIGURE 8. Blocks signal denoising result in the SNR at 2.000dB.

uses new thresholding function has better filtering ability than
the hard/soft thresholding (at least the same). Adding the
inter-scale correlation into the filtering scheme can improve
the denoising effect again.

The denoising results of the noisy signal of different SNR
values are shown in Fig. 4, 5 and 6, including hard/soft
thresholding filtering, semi-soft thresholding filtering, and
new thresholding filtering results. It is shown that the noise is
effectively removed by these filtering methods. The outline of
the original signal can be found clearly through the threshold-
ing approaches whether the noise is heavy or light. In heavy
noise case, the filtering schemes can remove the high noise.
Moreover, in light noise case the details of the signal can be
found better. The performance of the curves shows that the
new thresholding method can remove some peak interference
that hard thresholding couldn’t eliminate from the signals.
It also proves that the curve estimated by the new thresholding
is closer to the original signal than the soft thresholding one.
This is due to the new threshold function is adaptive and the
inter-scale correlation estimation can improve the accuracy of
the judgment of the wavelet coefficients near the threshold.

Fig. 7 and 8 show the different simulation results between
the denoising methods based on new thresholding and inter-
scale correlation. Fig. 7 shows the denoising result of Doppler
signal with the SNR nearly 10.000dB and Fig. 8 shows the
denoising result of Blocks signal with the SNR approximately
equal to 2.000dB. The filtering results of above two figures
proved that using inter-scale correlation method have better
performance whether noise is high or small. It is also well
shown that the improvements that reduce the peak value and
remove fluctuations between the two kinds of the algorithm.

V. HOVERCRAFT MOTION DATA PROCESSING

IN SEA TRIAL

A. SEA TRIAL DATA ACQUISITION

The proposed improved wavelet thresholding and inter-
scale correlation scheme with outstanding performance for
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TABLE 2. Performance evaluation of signals denoising with different
thresholding schemes.

Filtering Max Min

Pitch angle before 2.6046 0.2800

after 2.5900 0.3005

before 1.1109 -2.2300
Roll angle

after 0.7600 -1.8705

before 1.8000 -2.5000
Yaw rate

after 0.9750 -1.9170

before 0.5400 -0.4700
Heave velocity

after 0.2540 -0.1133

before 1.5200 -1.8800
Heave acceleration

after 0.6694 -0.8938

before 2.7600 -1.9600
Sway velocity

after 2.7400 -1.9015

denoising the signal noise has been well shown by above
simulation research. Thus, this proposed scheme was applied
to a certain hovercraft in sea trial and a series of experiments
of hovercraft motion parameters denoising were carried out.

The six-degree-of-freedom motion (pitch, heave, roll,
surge, sway, and yaw) measurement of the test hovercraft
can be acquired by Fiber Optic Strapdown Compass (FOSC)
with an update rate of 200Hz, including linear and angular
displacement, velocity and acceleration.
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FIGURE 9. (a) Pitch angle (b) Roll angle (c) Yaw rate.

According to the maritime navigation data, the safety limits
of the test hovercraft motion parameters have been defined as:
Roll angle should be 0.5° < |¢| < 2.5°; Initial pitch angle
should be 8 > 0.7°, which will normally increase with the
ship speed rise, even up to 2° ~ 2.5°; When the hovercraft
sailing at the speed of 30 Knots, the yaw rate should be
[r] < 4°/s and the slide slip angle should be || < 20°
[36], [37]. It should be noted that safety limits range depends
on different hovercraft and different navigation speed.

From the perspective of maneuvering safety and comfort,
we select the following key parameters for data processing
with a sampling rate of 1 Hz.

(i) Hovercraft safety indicator parameters (Explicit): pitch
angle, roll angle, and yaw rate.
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FIGURE 10. (a) Heave velocity (b) Heave acceleration (c) Sway velocity.

(i1) Hovercraft safety indicator parameters (Implicit): sway
velocity, which is closely related to the slide slip angle (8).
Slide slip angle is essential for active safety control
systems [38].

(iii) Hovercraft comfort indicator parameters: heave
velocity, heave acceleration. Where heave acceleration is the
“cobblestone effect” indicator parameter. Furthermore, one
would use an automatic control system to damp out some of
the cobblestone effect [39].
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B. SEA TRIAL DATA PROCESSING

In the experiments, the hovercraft measured signals are trans-
formed by the db4 wavelet and the wavelet decomposition
level is 3. Fig. 9 and 10 shows the measured signal and
denoised data. In Fig. 9 and 10, it can be observed that the
measured motion parameters have high data fluctuation. The
fluctuation is caused by the influence of ocean environment
and hovercraft noise. If the navigation signals of hovercraft
are not accurately estimated, it will affect the driver’s obser-
vation and driving operation. In the sea trial, smoothness is
also used to measure the test results. It is defined as:

> () = 2O
i=1 S (20)

Where x(i) is the value of each signal point and x(i) is the
mean value of all signal point. N is the number of samples.

It can be seen from Fig. 9 and 10 that the proposed scheme
can effectively reduce the fluctuation of hovercraft motion
parameters (pitch angle, roll angle, yaw rate, heave velocity,
heave acceleration, sway velocity) and reduce the noise in the
signal. These representative parameters are carefully chosen
as the most important safety and comfort indicator parameters
for hovercraft navigation. The change of denoised signals can
also be consistent with the corresponding original signals.
From Fig.9, the well-filtered pitch angle, roll angle and yaw
rate show directly that they are all within the safety limits
range. From Fig. 10(b), the well-filtered heave acceleration
shows the “cobblestone effect” is reduced to some extent.
From Fig. 10(c), the well-filtered sway velocity shows indi-
rectly the slide slip angle meet the safety limits requirements.
From Table 2, it can be seen that filtering method reduces
the volatility of the parameters. In Fig. 11, by calculating the
smoothness of the data, we can find the smoothness is reduced
apparently and the effectiveness of the proposed denoising
and estimating method is effectively proved. The removal of
motion parameter noise can help the driver judge the change
of the hovercraft movement more accurately and improve the
maneuvering safety and comfort level to a large extent.
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VI. CONCLUSION

In order to remove the noise interference of dynamic motion
parameters, a smoothing and estimating method is proposed
in this paper. Because of traditional wavelet thresholding
methods have shortcomings, a new thresholding function,
an improved threshold and inter-scale correlation to estimate
wavelet coefficients are used to improve the performance
of denoising and estimating results. Through the numerical
simulation cases study, this proposed new method is proved
to effectively reduce the noise in the test signals whether the
SNR is large or small and it can overcome the shortcomings
of the traditional hard/soft thresholding and semi-soft thresh-
olding algorithms.

Furthermore, the proposed improved wavelet thresholding
and inter-scale correlation scheme were applied to a cer-
tain hovercraft in sea trial. Representatively, some important
safety and comfort indicator parameters are selected from
actual hovercraft motion measurements to verify the effect
of the proposed scheme. As expected, the proposed data
smoothing scheme also behaves an outstanding performance.
It is shown that the proposed new scheme can decrease the
fluctuation of hovercraft motion parameters and improve the
effect of smoothing signal, which improves the navigation
safety and comfort. Otherwise, the motion parameters closely
related to safety limits and “‘cobblestone effect” can be effec-
tively smoothed and estimated, which make the further active
control be available to assure the maneuvering safety and
comfort level of hovercraft navigation.
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