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ABSTRACT Internet traffic volume is continuing to increase rapidly. Named data networking (NDN)
has been introduced to support this Internet traffic growth through caching contents close to consumers.
While caching in NDN is beneficial to both Internet service providers (ISPs) and content providers (CPs),
ISPs serve cached contents independently without any coordination with CPs. By authorizing the ISPs to
cache and distribute the contents accessible on payments, it becomes impractical for CPs to control content
access and payments. In this paper, we address these challenges by proposing a joint incentive mechanism
and a price-based cache replacement (PBCR) policy for paid content in NDN that improves the ISP’s and
CPs’ profits. We use an auction theory, where the ISP earns profits from caching by alleviating traffic load
on transit links and participating in contents selling. Therefore, before the ISP starts selling cached contents,
it needs to cache them first. Furthermore, the ISP cache capacity is limited; therefore, we propose PBCR,
where the PBCR triggers the content that needs to be replaced when the cache storage is full based on both
content price and link cost. The simulation results show that our proposal increases the profits of all the
network players involved in paid content caching and improves cache hit ratio.

INDEX TERMS Named data networking, paid content caching, ISP network, reverse auction.

I. INTRODUCTION
A. BACKGROUND AND MOTIVATIONS
Since the last decade, many projects such as EU FIA, and
US NSF GENI were funded to research on the definition of
new future Internet architectures [1]. In the proposed future
Internet architectures, Named Data Networking (NDN) is
one of them that has its origin from Content Centric Net-
working (CCN) [2]. NDN changes the existing host-oriented
Internet architectures to an information oriented architecture,
where contents are requested and retrieved by their names
rather than using IP addresses.

NDN uses two types of packets, namely Interest packet
and Data packet. For requesting content, the Interest packet

is used. On the other hand, by using the reverse path of
Interest packet, the Data packet is transmitted to requester as
a response to the submitted Interest packet [2]. Furthermore,
for the first time requested content, the node retrieves that
content from the origin server of Content Provider (CP),
while the later requests of the same content can be served
from the caches implemented in the intermediate routers
between consumers and the origin server [2]. Caching content
inside the ISP network reduces the traffic volume crossing
its network and transmission delay, while also improving the
Quality of Experience (QoE) for the customers (consumers
of the contents) of both Internet Service Providers (ISPs)
and CPs [3].
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Content caching has been extensively studied for
Peer-to-Peer (P2P) networks [4], [5], and Content Delivery
Network (CDN) [6], [7]. However, caching in NDN/CCN is
totally different from P2P/CDN caching due to the following
reasons:
• P2P and CDN operate at the application layer as an
overlay on TCP/IP architecture, while NDN/CCNworks
directly at the network layer [8].

• CDN is location dependent, where cache servers are
geographically distributed all over the world. Based on
the geographical location of the consumer, the requested
content by the consumer will be fetched from the nearest
CDN server. On the other hand, in NDN, routers in trans-
mission paths keep the copies of the contents passing
through them. In other words, the content can be cached
and retrieved anywhere in the networks. Since contents
can be retrieved by their names, not by IP addresses,
NDN is location independent [9].

• In CDN, when the consumer’s identity needs to be ver-
ified in order to guarantee its access to the requested
content, the cache server needs to contact the appro-
priate content server of the producer/CP. In other
words, CDN uses the session based security model.
In NDN/CCN, each content is signed by its CP. This
enables caching routers to match securely the request
(Interest packet) and the content object (Data packet)
without always contacting the CP’s server [10].

In addition to the above highlighted differences between
NDN/CCN and CDN/P2P caching, also, many NDN/CCN
proposals in literature such as [11]–[13], and [14] focused on
content caching. However, given that the previous literatures
in both CCN and NDN have not investigated and specified
how the content accessible on payment can be handled, a new
incentive mechanism and cache replacement policy for paid
content in NDN/CCN is needed. Furthermore, caching and
selling cached content (content accessible on payment) will
overcome the following issues raised in literature: i) ISP’s
lack of incentives to cache the contents [15], and ii) the ISP’s
profit loss due to content caching (specifically, for small ISPs,
where these ISPs do not have customer-provider links) [12].
To the extent of our knowledge, we are the first to investigate
paid content caching defined below in NDN/CCN by using
auction theory.

B. WHAT IS PAID CONTENT?
Paid content is also referred to as ‘‘pay-for-content’’, it is
defined as a type of content such as text, audio, graphics,
animation, and video that is shared and distributed over the
Internet based on payment. Paid contents are usually copy-
righted, where the consumers have to pay fees for access-
ing or downloading them [16]. Furthermore, high quality of
paid contents help the CPs to attract consumers and charge
them downloading or subscription fees [17]. Even though
there are many types of contents (paid and non-paid contents)
that can be cached in NDN, we especially focus on paid
contents available on downloading fees.

Paid content has become the main source of revenue for
many CPs such as Netflix, Hulu, Amazon Prime, and Playsta-
tion Vue [18], [19]. Furthermore, paid content models can be
classified into two types: (i) Subscription Video on Demand
(SVOD), where subscribers need to pay monthly fees for
unlimited access to a library, as with Hulu, Netflix, Amazon
Prime, and Playstation Vue, and (ii) Transactional Video on
Demand (TVOD), where consumers buy or rent individual
titles a la carte, as with iTunes and Vudu [20].

Many newspapers (e.g., Telegraph, Financial Times, and
Times) also have already started to move into the paid con-
tent business with different strategies such as: i) a mixed
approach, where some contents are available on payments
while others are available without payments, ii) paid access
with the ability to share the content, but with limited access
to search engines and links, and (iii) paid access with denied
access to search engines, links, and without the ability to
share the content [21].

C. CHALLENGES IN PAID CONTENT CACHING
While caching paid contents inside the ISP network increases
customer satisfaction, i.e., customers of both ISP andCPs can
get cached content with reduced delay. However, authorizing
the ISP to cache and distribute paid content affects the profits
of CPs in the following ways:
• First, the ISP manages the cached content inside
its network (in cache-enabled routers) independently,
i.e., without any coordination with the CPs. This results
in making content access and payment monitoring more
impracticable for CPs.

• Second, for CPs, the lack of access control mechanism
for paid contents cached inside the ISP network may
complicate the task of increasing paid content quality
and diversity.

• Third, both the ISP and CP profits are determined via
consumers’ payments, where the customers of CPs need
to pay fees to the ISP for Internet access and to the
CPs for paid content access. However, between the
CPs and ISP, there is no coordination and profit sharing
approach for cached contents.

D. OUR CONTRIBUTIONS
In order to attract both the ISP’s and CPs’ attention in imple-
menting the NDN architecture and address the above chal-
lenges, a joint incentive mechanism and price based cache
replacement policy for paid content caching in NDN is pro-
posed in this paper.

As an extended version of our earlier work published
in [22], the main contributions of this work are summarized
as follows:
• For paid content caching, we propose a new incentive
mechanism that improves both the ISP’s and CPs’ prof-
its via the use of auction theory. In our proposal, the
ISP earns profits from caching by alleviating the
volume of transit traffic and selling cached con-
tents to its customers, where the contents are from
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multiple CPs. Our incentive mechanism encourages
the ISP and CPs to be truthful when participating
in the designed auction, through the Vickrey-Clarke-
Groves (VCG) approach [23].

• In the designed auction, in order to prevent the bid-
ders from bidding and delivering content sizes that
are different than the content sizes needed by the ISP,
Frequency-Based Content Size (FBCS) checking is pro-
posed. FBCS, which is based on Apriori Algorithm in
Data Mining [24], is used to find frequent content size
over all submitted content sizes in the auction.

• Before the ISP starts selling the cached contents to its
consumers, it needs to cache them first. Thus, since the
ISP cache capacity is limited, we propose a Price Based
Cache Replacement (PBCR) as a cache replacement
policy for paid content. In PBCR, the ISP keeps the most
requested and expensive contents or contents retrieved
from the most expensive link (in terms of monetary price
and delay) in the cache for longer periods than other
contents.

• The simulation results demonstrate that our proposal
increases the profits of both the ISPs and CPs and also
improves the cache hit ratio up to 35.29%.

Specifically, the novelties of this paper over [22] are:
(i) In [22], network delay was not considered in the incentive
mechanism. Therefore, in order to reflect the realistic Inter-
net peering structure [25], in this work, we have enhanced
the incentive mechanism by considering new system model
and including network delay in our analysis. (ii) From the
enhanced incentive mechanism, we propose PBCR as new
cache replacement policy for paid contents, where PBCR is
based on network delay, the cost of transit bandwidth, and
content price. (iii) In order to ensure smooth implementation
of our proposal, in this journal version, we propose Content
Controller (CC). The CC is used to run the auction model
for determining paid contents that need to be cached inside
the ISP network, and the payment that the ISP has to pay for
each paid content cached. (iv) In [22], we focused only on
paid content. However, in this work, even though we focus on
paid content caching, we assume that the ISP may cache free
contents in order to minimize the delay and save bandwidth
cost. Therefore, for coordinating paid content and non-paid
content caching, and joining incentive mechanism with cache
replacement policy, we propose computation module that is
used at the CC for computing cache freshness parameter
and attaching it to each content need to be cached. Cache
freshness parameter defines a time period that determines
how long to keep content in cache storage. (v) In this work,
the effectiveness of our proposal is demonstrated via simula-
tion in realistic and mesh ISP topology.

The rest of the paper is organized as follows: We dis-
cuss related works in Section II, while Section III describes
in detail our system model. We present our joint incentive
mechanism and price based cache replacement policy for paid
content caching in Section IV, while Section V presents our
performance evaluation.We conclude the paper in SectionVI.

II. RELATED WORK
In this section, we discuss some important related works,
which are grouped into three categories: (i) interac-
tion between CPs and ISPs through the use of game
theory [14], [15], [26]–[28], (ii) the economic point of view
of caching in ISP networks [12], [29], and (iii) cost aware
caching [11], [13].
(i) Interaction between CPs and ISPs: First,

Hajimirsadeghi et al. in [14] developed an analytical frame-
work for a joint caching and pricing in CCN via a non-
coperative game between ISPs and CPs. They showed that
caching cost varies with content type and popularity. Fur-
thermore, Kocak et al. [26] analyzed the effect of caching
on Internet model. The authors introduced a non-cooperative
game played by the CP and ISP for adjusting their prices.
They considered three prices: (i) the price between the sub-
scribers and the ISP, (ii) the prices between the subscribers
and the CP, and (iii) the price between the CP and the ISP.
A positive price between the CP and ISP, means that there
is a direct payment from the CP to the ISP for bandwidth to
transfer contents to the consumers. A negative price between
the CP and ISP, means that the ISP caches contents and needs
to pay the CP for the cached contents. The same systemmodel
was examined by Kesidis [15], where the authors analyzed
the payments between the ISP and CP. They considered also
a non-cooperative game in two directions between the ISP
and the CP. They showed that the introduction of payment
between the CP and ISP for cached content will cause the
CP to increase the content price, and this results in lowering
the overall demands for content. For the ISP, the authors
highlighted that there is no incentive to cache the content in
the Internet model. In other words, caching contents in the
Internet model causes the ISP to pay the CPs for the cached
contents.

Due to the complexity of the problem in the Internet model,
other approaches have also been proposed. In addition to
the ISP and the CP, Arifuzzaman et al. [27] included a
CDN provider in non-cooperative game. In their proposal,
the CP selects the CDN provider that can cache and dis-
tribute its content, which means that there is a direct payment
between the CP and the CDNprovider. Furthermore, the CDN
provider makes agreements with the ISPs on behalf of the CP,
where the ISPs have cache storages that are used to cache and
distribute the contents to the customers. Furthermore, in [28],
Douros et al. introduced a new business model where the ISP
and CPs collaborate via sharing cache deployment cost and
profit. To analyze their business model, the authors used a
coalitional game, where the Shapley value was applied to split
the cache deployment cost and profit.
(ii) Economic point of view of caching in ISP network:

N. Kamiyama [12] investigated the effectiveness of introduc-
ing CCN in ISP networks, where the introduction of CCN in
ISP networks will affect the ISP’s business. The author mod-
eled an inter-autonomous system by using a three-layer struc-
ture, where layer 2 and layer 3 have customer-to-provider
links, while layer 1 has no customer-to-provider links.
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Introducing CCN in layers 2 and 3 increases the ISP profits
by reducing the transit traffic volume. On the other hand,
introducing CCN in layer 1 reduces the ISP’s profit.

Another alternative in this second category was proposed
by Oueslati et al. [29], in which the authors highlighted the
need of establishing a business model for CCN that can moti-
vate the network players to invest in CCN implementation.
They proposed a payment scheme, where Interest packets
are used to buy content. The consumers pay the ISP for the
contents received, and thus it is the responsibility of the ISP
to return contents and provide QoS to the consumers. This
results in protecting the consumers by not being penalized
monetarily for requesting more contents than the ISP network
can handle.
(iii) Cost aware caching: Araldo et al. [13] proposed cost-

aware caching, where the ISP caches themost popular content
objects, as well as a content object retrieved from the most
expensive transit links, in terms of the monetary price. Fur-
thermore,Ma and Towsley [11] proposed time-based caching,
where the ISP monetizes its cache through negotiating the
caching contract with the CP. In their proposal, the price that
the CP has to pay to the ISP is based on the request rate,
and the time that content is kept in the cache. The caching in
both [11] and [13] was implemented in the decision policy,
which is used to define the rules of either caching or not
caching new incoming Data packets.

The key differences between our approach with these prior
approaches are as follows: (i) In NDN, we assume that a con-
sumer requests paid content through sending Interest packet,
without any information on where to get the content. Thus,
NDN is location independent, contents can be cached and
retrieved from any cache-enabled routers located in different
networks [30]. Therefore, for paid content, we need a pay-
ment approach, which is based on the consumer’s request
and cache hit. (ii) The ISP can monetize its cache stor-
age by caching most requested contents and selling cached
contents to its customers rather than selling routers’ cache
spaces to CPs. For both the ISPs and CPs, this approach
can be an incentive to adopt the NDN architecture. (iii) The
PBCR is introduced in the cache replacement policy rather
than introducing it in the cache decision policy. (iv) Finally,
FBCS prevents the bidders from bidding and delivering con-
tent sizes that are different than the needed content sizes.

III. SYSTEM MODEL
A. ACCESS ISP (A-ISP)
As shown in Fig. 1, we consider the A-ISP as an organization
that provides Internet access services to individuals and orga-
nizations. Here, to reduce network delay and transit traffic,
we consider A-ISPs as access NDN providers, where each
A-ISP caches most requested contents and serves them to its
consumers based on payment as a retailer of cached contents.

For the A-ISP, wemodel its network as an undirected graph
G = (V, E), where V is used to denote the set of routers and
E is used to denote the set of links. In addition, we consider

FIGURE 1. Illustration of our system model.

that each router Rv ∈ V has a cache storage cv for caching the
contents, while each link l ∈ E has a bandwidth capacity of cl .
Furthermore, we use A ⊂ E to denote a set of the internal
A-ISP links (solid black lines in Fig. 1) and L ⊂ E to denote
a set of the transit links (dashed red line in Fig. 1), where
E = A ∪ L.

B. TRANSIT ISP (T-ISP)
We consider T-ISP as an Internet transit service provider
sometimes called ‘‘upstream ISP’’ that provides Internet tran-
sit service to A-ISPs. Here, we consider that T-ISP provides
NDN transit service to A-ISP. In other words, transit traffic
is NDN traffic, where contents are retrieved by using their
names rather than IP addresses. In addition to NDN transit
traffic, T-ISPs participate in content distribution on behalf of
a CPs as content distributors through caching the contents.
Furthermore, T-ISP can have CDN servers in its network.
We assume that the A-ISP is connected to one or more T-ISPs
via transit links, where N is considered as a set of T-ISPs.
More detail on the difference between access Internet service
provider and transit Internet service provider is in [25].

C. CONTENT PROVIDER (CP)
We use CP in our system model to denote the CP’s server,
which is responsible for the actual distribution of contents that
are not cached in both the A-ISP and T-ISP networks, where
we use D to denote a set of contents. Furthermore, for effec-
tive caching and distributing content, and thus the CP does
not have its own network, the CP can collaborate with and
use T-ISP as the content distributor. However, content selling
and distribution agreements between the T-ISP, CDN, and the
CP are outside the scope of this paper. Hereinafter, we focus
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on interaction between A-ISP and T-ISPs, where CPs are
represented by T-ISPs (distributors of contents from CPs).

D. CONTENT CONTROLLER (CC)
To implement our incentive mechanism, we use a Content
Controller (CC), proposed and described in detail in [31], as
a special functionality that can be implemented in any node
inside the A-ISP network to run the auction model, which
will be described in detail in Subsection IV-B. Furthermore,
the CC attaches a caching parameter ωd to each paid content
d ∈ D that needs to be cached. However, any node Rv ∈ V on
the transmission path can cache and replace content d ∈ D
based on Price Based Cache Replacement Policy (PBCR) that
use ωd , which will be described in detail in Subsection IV-E.

E. GATEWAY (GW)
We consider the A-ISP network to be equipped with
GW routers connecting its network to the external networks
through the use of transit links. For any request/Interest pack-
ets that reaches the GW, GW assumes that the content is
not cached inside the A-ISP network and forwards content
request to the transit links.

F. CONTENT DISTRIBUTION
We consider I to be a set of consumers for contents D,
and λid as request for content d ∈ D from customer i
of A-ISP. λid arrives at the GW router Rv ∈ V when the
content d ∈ D can not be retrieved from the cache storages
of A-ISP. As described in Fig. 1, for the content d ∈ D that
is not available/cached in the A-ISP’s network (e.g., content
requested by consumer 1), the A-ISP forwards request λid to
the transit links via GW routers. Any T-ISP n ∈ N , which has
requested content d , returns to the consumer i ∈ I the content
for the free content or the price pid for the content accessible
based on payment.

If the ISP-A caches the paid content, it has to pay to
T-ISP n ∈ N the price γl for transit bandwidth, and
price pad for caching the paid content (the A-ISP caches the
paid contents and sells them to its consumers). Furthermore,
the later content requests from consumers can be served from
cache-enabled routers implemented inside the A-ISP network
through the use of any internal link a ∈ A (e.g., the content
requested by consumers 2 and i is cached inside the A-ISP).
For each internal link a ∈ A, the internal traffic volume of

content d ∈ D [13] is expressed as:

ρa =
∑

i∈I(a)

∑
d∈D

ridλidhid , (1)

where I(a) is used to denote the set of all consumers using
the link a and I(a) ⊂ I. Furthermore, for the content
d ∈ D requested by customer i ∈ I(a), hid ∈ {0, 1} is
used to denote the cache hit indicator. hid = 1 if the content
d ∈ D is retrieved from the cache storage of the A-ISP,
and 0 otherwise. Moreover, we consider rid as the size of
content d requested by consumer i ∈ I(a).

TABLE 1. Key notations used in this paper.

We define the payment from consumers to the A-ISP for
access bandwidth and content as follows:

9(pid , γa) =
∑

a∈A
γaρa +

∑
i∈I(a)

∑
d∈D

pidλidhid ,

(2)

where γa is the access bandwidth fee per unit of Data and
pid is the price that each customer i has to pay for content d .
In other words, as described in [32], we use usage pricing
model, which has more advantages over flat and cap pricing
models. Usage pricing model does not force light consumers
to subsidize heavy consumers. It allows consumers to spend
their money for premium service rather than standard or lower
service on cost-serving [32].

For each external link l ∈ L, the transit traffic volume is
given by:

ρl =
∑

i∈I(l)

∑
d∈D

ridλid (1− hid ), (3)

where I(l) ⊂ I is used to denote the set of consumers
using transit link l. For content d ∈ D, which is not avail-
able/cached in the A-ISP network, 1 − hid is used to denote
the cache miss indicator.

In order to reduce the network delay and alleviate the load
on transit link(s), A-ISP can cache the paid contents on its
routers, where we use λd =

∑
i∈I(l) λid to denote the total

number of the requests for content d from inside the A-ISP
network. Furthermore, inspired by bandwidth delay product
for congestion control [33], we defined demand delay product
βd as follows:

βd = λd (1− hd )VRTT d , (4)

where hd =
∑

i∈I(a) hid is the total cache hits inside the

A-ISP network, and VRTT d =
∑

i∈I RTT id
|I| is Virtual Round
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Trip Time (VRTT) for content d . Traditional TCP/IP based
Round Trip Time (RTT id ) cannot work properly in NDN, and
this motivates us to use VRTT proposed in [1] and [33], which
is considered as an average time for sending request/Interest
packets for content d and receiving correspondent content d .
Therefore, the amount 8(pd , γl) that the A-ISP needs to pay
the T-ISP for Internet transit traffic

∑
l∈L γlρl and for caching

content is given by:

9(pad , γl) =


∑

l∈L γlρl+
∑

i∈I(l)
∑

d∈D padλid (1− hid ),
if βd ≥ θd ,∑
l∈L γlρl +

∑
i∈I(a)

∑
d∈D pidλidhid ,

otherwise,
(5)

where γl , for each transit link l ∈ L, is used to denote the
Internet transit fee per unit of Data, while θd > 0 is a toler-
ance threshold (fixed by A-ISP) for demand delay product.
In other words, the A-ISP caches content based on number
demands and network delay. If βd ≥ θd , A-ISP pays pad for
caching the content d . Otherwise A-ISP doesn’t cache and
pay for content d , i.e., pad = 0 (the A-ISP only transfers its
consumer payment pid to the content distributor).
Both amounts 9(pid , γa) and 8(pad , γl) are composed of

two components separated by a plus sign, where the first
component is related to the bandwidth fee and the second
component is related to the content price. Splitting each
amount into two components helps our incentive mechanism
to fit into both a paid peering and a free peering model.
Paid peering refers to the transit fee payment between A-ISP
and T-ISP, while free peering is where A-ISP and T-ISP can
exchange traffic without paying a transit fee (γl = 0) [12].
The A-ISP’s utility UA(pid , pad , cv) depends on: (i) the

payment 9(pid , γa) from customers that the A-ISP receives
via selling cached contents and access bandwidth, (ii) the
payment 8(pad , γl) that the A-ISP has to pay the T-ISPs
for Internet transit bandwidth and for caching content, and
(iii) the cache deployment cost

∑
v∈V cvpc, where pc is used

to denote the price per unit of cache storage, while cv is used
to denote the size of cache storage at each router v. Therefore,
the A-ISP’s utility is expressed as follows:

UA(pid , pad , cv) = 9(pid , γa)−8(pad , γl)−
∑
v∈V

cv(r∗d)pc,

(6)

where cv(r∗d) is the size of cache storage needed to cache
contents of size r∗d. The A-ISP maximizes its utility
UA(pid , pad , cv) by caching more contents, i.e., minimizing
the volume of transit traffic 8(pad , γl) and selling cached
contents. Moreover, for A-ISP, reducing the volume of transit
traffic requires

∑
v∈V cv(r

∗

d)pc investment in cache storage
deployment.

Both the A-ISP and T-ISPs profits are determined via
consumers’ payments. However, when the A-ISP sells the
cached content at a high price, consumers will end up not
buying the cached contents. This will affect the business of

FIGURE 2. Illustration of our incentive mechanism workflow.

both the A-ISP and T-ISPs. To overcome the above challenge,
for βd ≥ θd , our incentive mechanism described below
encourages the A-ISP and T-ISPs to be involved truthfully in
the auction for finding the optimal content price pad . In other
words, the price pad should help both the A-ISP and T-ISPs
to reduce churn and retain customers. Even if caching content
reduces the delay experienced by customer, but customer has
to continue to receive the content d at a price pid regardless of
whether A-ISP caches or not caches the content d . To achieve
this goal, as proposed by Kreuzer [34], we assume that the
content price pad has to be less than pid . In other words,
pid is the standard price fixed by CPs and T-ISPs that each
consumer i of content d has to pay.

IV. INCENTIVE MECHANISM FOR PAID CONTENT AND
PRICE BASED CACHE REPLACEMENT POLICY
In this section, we present in detail our incentive approach that
improves both A-ISP’s and CPs’ profits via the use of auction
theory in paid content caching. Subsection IV-A presents
our incentive mechanism workflow, while Subsection IV-B
describes in detail our auction model. Subsection IV-C
discusses the problem formulation, while Subsection IV-D
presents the proposed algorithms. Furthermore, as the
A-ISP earns profits from caching, we will discuss
PBCR as a cache replacement policy for paid content
in Subsection IV-E.

A. INCENTIVE MECHANISM WORKFLOW
The workflow of our incentive mechanism for paid con-
tent caching is illustrated in Fig. 2 and summarized as
follows:
• Step 1: For the requested paid content d by consumer
i ∈ I, which is not cached in the A-ISP network, the
A-ISP forwards request as demand λid to all transit
links.

• Step 2: Any T-ISP n ∈ N that has the requested paid
content d ∈ D in its cache storage returns the bid
(bnd , rnd ). bnd is used to denote the content price and
rnd is used to denote the size of content d ∈ D of each
bidder n ∈ N .

• Step 3: The A-ISP collects all the bids, evaluates the
bids by using a reverse auction, and comes up with the
winner, where the T-ISP n ∈ N that has lowest bid for
content d ∈ D wins the auction. Then, after winner
and price determination, the A-ISP informs the winner
n ∈ N for delivering the content d .

• Step 4: For the delivered paid content d from the winner
n ∈ N , the A-ISP caches the content d and then
forwards it to the consumer.
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B. AUCTION MODEL
In our auction model, depicted in Fig. 3, we use a Reverse
Auction for Paid COntent in NDN (RAPCON). In RAPCON,
the roles of the buyer and the seller are reversed, where a
single buyer can buy one or more products from multiple
sellers. We consider two players: (1) the A-ISP as a content
retailer/buyer, where the A-ISP buys the contents, caches
them, and sells them to its consumers in order to satisfy
its customer demands, save the transit bandwidth cost, and
reduce network delay; (2) multiple T-ISPs as bidders/content
distributors.

FIGURE 3. Illustration of our auction model.

RAPCON helps the A-ISP to request bids from multiple
T-ISPs through flooding Interest packets, and then selects
the bid that minimizes its total payment. Furthermore, the
A-ISP cares about the content size, network delay, number
of demands, and thus it has to buy the content that it is able to
cache. In addition, the same content d ∈ Dmay have different
sizes based on the encoding scheme utilized. In other words,
T-ISP may have multiple sizes of the same content. However,
the A-ISP needs to cache the most requested size by its
customers. To overcome these challenges, the A-ISP collects
the bids from multiple T-ISPs and examines if the content
size rnd in each bid (bnd , rnd ) satisfy the most frequently
requested content size rid by its customers, (i.e., rnd ≥ rid )
and the cache capacity constraint. This condition helps the
A-ISP to select a bid that meets its demand in terms of content
size. However, in NDN, the content size is unknown by the
A-ISP before receiving it. Thus, consumers request contents
by names (without specifying the content sizes) through send-
ing Interest packets.

To deal with the above issue, we propose the
FBCS method. FBCS helps the A-ISP to find the most
frequent requested content size by its customers over all the
submitted content sizes by bidders via transit link(s). This
helps the A-ISP to prevent each bidder n ∈ N from bidding
and delivering content size which is smaller than the needed
content size. FBCS is based on the Apriori Algorithm in
Data Mining [24]. We choose the Apriori Algorithm due to
its computational efficiency. In FBCS, based on the content
sizes rd = {rnd }, ∀n ∈ N , d ∈ D submitted by bidders, the

A-ISP calculates the number of occurrences of each con-
tent size rnd as support count. Then, the content size with
maximum support count will considered by the A-ISP as the
baseline content size rid mostly requested by its consumers.
However, caching in NDN architecture is based on a packet
level rather than a file level. Therefore, to differentiate con-
tents and control content sizes, we consider that all Interest
and Data packets belong to the same content d are character-
ized by a common prefix in their names [2], [35].
Definition 1 (RAPCON): In the RAPCON, the A-ISP

wants to procure the content d ∈ D from T-ISP with the
lowest cost. For each paid content d ∈ D requested by
the A-ISP, each bidder (T-ISP) n ∈ N is allowed to submit
bid bnd , without knowing the bids of other bidders. Then, the
A-ISP selects the bid that minimizes its total payment.

Each bidder n has its valuation function denoted by
Vn(rnd ), where Vn(rnd ) is expressed as follows:

Vn(rnd ) =

{
vnd , if bidder n submit bid for content d,
+∞, otherwise,

(7)

where vnd is used to denote the true valuation of bidder n for
content d ∈ D. Therefore, content d ∈ D for which bidder n
has not submitted a bid is assigned an infinity cost. Therefore,
RAPCON becomes truthful bidding when bnd = vnd .
In our RAPCON, we apply the VCG approach, which

guarantees an efficient and truthful outcome [23]. We choose
VCG over other auction and game approaches, because VCG
is computationally feasible and guarantees social-optimal
solution over a set of possible outcomes. In addition, many of
existing proposals in the literatures such as [15], [26], [27],
and [28] focused on game theory for analyzing in-network
caching.

In RAPCON, we denote vN as the total minimum valuation
for all bids with content size r∗nd that satisfy the free disposal
condition (r∗nd = rnd ≥ rid ), caching condition (βd ≥ θd ),
and customer retaining condition (bnd < pid ), where vN
becomes:

vN = min
r∗d

∑
n∈N

bnd (r∗nd ), ∀d ∈ D. (8)

where r∗d = {r
∗
nd },∀n ∈ N , d ∈ D.

For each bidder n ∈ N , VCG computes the total minimum
valuation v−n without n, where v−n is given by:

v−n = min
r∗d
′

∑
m∈N \{n}

bmd (r ′md ), ∀d ∈ D, (9)

where r∗d
′
= {r∗md },∀m ∈ N , d ∈ D, is a vector of content

sizes that satisfy the free disposal, caching, and customer
retaining conditions bid by other bidders than n.

In VCG, each bidder n ∈ N should pay any harm that
its participation in the auction may cause for other bidders.
Furthermore, we useW ⊂ N to denote the set of the winners.
The winner is T-ISP j who provides contents r∗nd and its
bid minimizes total payment. Therefore, from (8) and (9),
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we calculate the price that the A-ISP has to pay to winner
n ∈W for each content d as follows:

p∗nd = v−n −min
r∗d

∑
m 6=n

bmd (r∗md ). (10)

In (10), bidder n ∈ W gets paid based on its social cost,
i.e., bids of the other bidders if bidder n ∈ W was not
participating in RAPCON, and bids of the other bidders from
the chosen outcome when bidder n is participating.
Definition 2 (Bidder’s Utility): Suppose bidder n ∈ N

submits bid bnd for content d ∈ D. If bidder n ∈ N is a
winner, it will be paid p∗nd by the A-ISP. Otherwise, it will
receive zero payment. Therefore, the utility Un of any bidder
n ∈ N for content d becomes:

Un =

{
p∗nd − vnd , if bidder n ∈W ,
0, otherwise.

(11)

Definition 3 (Individual Rationality): The RAPCON is
individually rational if and only if Un ≥ 0 holds for every
bidder n ∈ N .
A bidder n ∈ N will decide to participate in the RAPCON if
and only if its payment p∗nd is not less than its true valuation
vnd for content d ∈ D. In other words, its utility is not
negative (p∗nd ≥ vnd ).
Definition 4 (Truthfulness): The RAPCON is truthful if

and only if each bidder n ∈ N would prefer to submit its
truth valuation (bnd = vnd ) rather than deviating from it
(by lying). In other words, bidding (bnd = vnd , rnd ) maxi-
mizes each bidder’s utility over any other possible bidding
values (bnd 6= vnd , rnd ) that deviate from true valuation.
We assume that each bidder n ∈ N is strategic and selfish.
Thus, it is possible for any bidder n ∈ N to submit a
bid (bnd 6= vnd , rnd ) that deviates from its true valuation
(bnd = vnd ), so our goal is to ensure that the truthful bidding
is a dominant strategy for every bidder n ∈ N .
Theorem 1: The RAPCON is truthful.
Proof: Based on monotonicity and critical payment con-

ditions defined in [36] as truthful bidding conditions, we
approve that RAPCON is truthful by showing that RAPCON
satisfies these conditions.
• Monotonicity: For content d ∈ D, let us suppose that
the bidder n ∈ N bids b′nd and bnd , where bnd < b′nd .
In increasing order of the bids, the RAPCON chooses
the winner as a bidder that has a bid that minimizes the
total valuation. Furthermore, if bidder n ∈ N wins the
RAPCON with bid b′nd , and thus bnd is less than b′nd ,
it will also win for any bid bnd < b′nd .

• Critical payment: For achieving social optimal alloca-
tion, VCG pays each winner based on its social cost.
Therefore, critical payment is achieved in RAPCON
when bidder n ∈ N with minimum bid always wins
the auction regardless of the other bidders’ bid. Further-
more, we observe in (11) that no bidder will receive
negative utility. Therefore, the winner’s bidding value
must be at least the critical value, which is equal to its

payment p∗nd . Let us consider bidder n ∈ N with bid b′nd
(bnd < b′nd ) who wins the auction by using misreported
valuation (vnd 6= b′nd ). Hence, VCG in RAPCON pays
the winner the 2nd-minimum bid value, the winner will
get paid p∗jd which is the same payment as for the true bid
(bnd = vnd ). Therefore, the bidder’s utilities from these
two bids b′nd and bnd will be the same, i.e., the bidder
still wins, and its payment is still the same. In other
words, submitting bid (b′nd 6= vnd ) that deviates from
its true valuation (vnd = bnd ) will not be beneficial,
and thus the bidder will not be better off. Therefore,
RAPCON is truthful, where truth telling (bnd = vnd ) is a
dominant. �

Theorem 2: The RAPCON is individually rational.
Proof: The RAPCON becomes individually rational

if each bidder n ∈ N has positive or zero utility for any
choice that can be made with or without its participation in
the auction. Based on the above Theorem 1 and the definition
of individually rational in [36], the RAPCON chooses bidder
n ∈ N that has a minimum bid as the winner. On the other
hand, no matter what the other bidders bid, the loser gets
paid 0 and thewinner gets paid p∗nd ≥ bnd , which is equivalent
to Uj ≥ 0 (11). �

C. PROBLEM FORMULATION
As mentioned in a previous subsection, the VCG mecha-
nism guarantees an efficient outcome and truthful bidding by
choosing a social optimal allocation that minimizes the social
cost, i.e., the cost of all bidders. The RAPCON Social Cost
Minimization (RAPCON-SCM) is formulated as follows:

min
xd

∑
n∈N

xndvnd (rnd ) (12)

subject to:
∑
n∈N

∑
d∈D

xnd rnd ≤ cl, ∀ l ∈ L, (12a)∑
n∈N

∑
d∈D

xnd ≤ 1, (12b)∑
n∈N

∑
d∈D

xnd rnd ≥
∑
d∈D

rid , ∀i ∈ I, (12c)∑
n∈N

∑
d∈D

xndvnd <
∑
i∈I

∑
d∈D

pid , (12d)∑
n∈N

∑
d∈D

xndβd ≥
∑
d∈D

θd , (12e)∑
n∈N

∑
d∈D

xnd rnd ≤
∑
v∈V

cv, ∀v ∈ V, (12f)

xnd ∈ {0, 1}, vnd ∈ [0,+∞), ∀n ∈ N , d ∈ D,
(12g)

where xd = {xnd },∀n ∈ N , d ∈ D.
However, the true valuation vnd of each bidder n ∈ N is

private information that is not known by the A-ISP. Thus,
we aim to design the RAPCON to choose a winning bid
that minimizes the total payment that the A-ISP has to pay
for the content d ∈ D. To address this challenge, based on
Theorem 1, we consider that each T-ISP n ∈ N bids its
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true valuation vnd = bnd . Therefore, the RAPCON-SCM
problem (12) is transformed into the RAPCONTotal Payment
Minimization (RAPCON-TPM) problem, which is given as
follows:

min
xd

∑
n∈N

xndbnd (rnd ). (13)

The RAPCON-TPM (13) and RAPCON-SCM (12) problems
have the same constants, constraints, and variables. Unless
otherwise stated, hereinafter, we focus on the RAPCON-TPM
problem.

1) CONSTANTS
The RAPCON-TPM problem takes a set N of bidders and
vectors of bids bd = {bnd } and content sizes rd = {rnd },
∀n ∈ N , d ∈ D, where each vector takes nonnegative real
values as inputs.

2) VARIABLES
We use a vector xd = {xnd },∀n ∈ N , d ∈ D of binary
decision variables, where xnd is given by:

xnd =

{
1, if bidder n ∈W, ∀d ∈ D,
0, otherwise.

(14)

3) CONSTRAINTS
In (12a), the sum of all Internet transit traffic passing through
each link l ∈ L has be less than or equal to cl . The
constraint in (12b) guarantees that each content d ∈ D is
delivered by one T-ISP n ∈ W . The constraint in (12c) is
called free disposal condition, it ensures that each content
size for bidder n ∈ N must be greater than or equal to the
content size rid required by the A-ISP. Furthermore, the con-
straint in (12d), refers to the customer retaining condition
(bnd < pid ). The constraint in (12e), all contents that need
to be cached must allow A-ISP to alleviate transit traffic and
reduce network delay. In others words, demand-delay product
has to be greater than or equal to the tolerance threshold fixed
by the A-ISP. The constraint in (12f), all of the delivered
contents that need to be cached by the A-ISP must be less
than or equal to the cache capacity.
Theorem 3: The RAPCON-TPM problem is NP-hard
Proof: The NP-hardness of the RAPCON-TPM prob-

lem is proved by reduction in the formulated conjunctive
normal form [37], where we consider a special case of the
RAPCON-TPM problem with a constant bid vector bd.

Let B = B1∩B2∩ . . .∩Bm be a conjunctive normal form,
where Bj, 1 ≤ j ≤ m is a set of bids. Each Bj is a disjunction
of j bids {b1d } ∪ . . . ∪ {bnd }, where each bid has no negative
value denoted vnd . We turn B into an arithmetic form 0 as
follows:
• We used an integer variable xnd defined in (14) for every
value vnd . Therefore, by replacing ∩ with ∗, and ∪ with
+, 0 becomes an NP-hard Integer Linear Programming
(ILP), as 0 ≥ 1, for 0 ≤ xnd ≤ 1.

�

Algorithm 1 Winner Determination
1: Input: N , bd, pd, rd, βd , θd ;
2: Output: N , N ′,W, xd, vN ;
3: Initialization:W ← ∅, xd← (0, . . . , 0), vN ← 0,
R← (0, . . . , 0);

4: while rd 6= (0, . . . , 0), bd < pd, and βd ≥ θd do
5: Support count initialization for n ∈ N :

count[rnd ]← 0;
6: for all rnd ∈ rd do
7: count[rnd ] = count[rnd ]+ 1;
8: end for
9: R← {rnd , (count[rnd ])};
10: In R, find content rnd with maximum count[rnd ];

// Set rnd as baseline content size
rid ← rnd ;

11: for all bnd ≥ 0, n ∈ N , and rnd ≥ rid do
12: r∗d← rnd ;
13: Sort bd in ascending order;
14: //For r∗nd ∈ r∗d, find a T-ISP n ∈ N which has the

minimum bid
n = min(bd);

15: vN ← vN + bnd (rnd );
16: W ←W ∪ {n};
17: N ′← N \ {n};

r∗d
′
← r∗d \ bnd ;

18: xnd ← 1;
19: xd← xnd ;
20: end for
21: end while
22: Return: N , N ′,W , xd, r∗d

′, vN .

D. WINNER AND PRICE DETERMINATION
The formulated Integer Linear Programing (ILP) problem
in (13) is NP-hard. Therefore, with the purpose of reducing
the computational complexity of (13), we propose Winner
Determination (WD) and Price Determination (PD) algo-
rithms that can solve (13) in two stages.We useWDalgorithm
in stage 1 and PD algorithm in stage 2.

The Algorithm 1 is utilized for determining bidder
n ∈ N that has a minimum bid for content delivery. There-
fore, we consider a set of bidders N , vectors of bids bd,
standard prices pd, and content sizes rd as the inputs of the
Algorithm 1. In the Algorithm 1, the vector of content size
rd, total valuation vN , the set of winnersW , and the vector of
content size counts R are initialized at line 3. At lines 4− 9,
the Algorithm 1 calculates support count, i.e., the number of
occurrences of each content size, and then considers at line 11
the content size with maximum support count as a baseline
content size.

For the positive bids, content sizes that are greater
than or equal to the baseline content size rid needed by the
A-ISP, and demand-delay product greater than or equal to the
tolerance threshold fixed by the A-ISP, the Algorithm 1 starts
winner determination process at line 11. The Algorithm 1
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Algorithm 2 Price Determination

1: Input: N , N ′, xd, W , rnd , vN , bd, r∗d
′, cl , cv;

2: Output: p∗nd ;
3: Initialization:W ′← ∅, p∗nd ← 0, v−n← (0, . . . , 0);
4: for all bmd ≥ 0, m ∈ N ′, and r∗md ∈ r∗d

′ do
5: //Find T-ISP m ∈ N ′ which has the minimum bid

m = min(bd);
6: W ′←W ′ ∪ {m};
7: v−n← v−n + bmd ;
8: end for
9: p∗nd = v−n −min

r∗d

∑
m6=n bmd (r

∗
md ));

10: Return: p∗nd .

sorts bd in ascending order at line 13 and chooses the bidder
n ∈ N that has the minimum bid as the winner at line 14.
Then, at lines 15 − 16, it computes the total valuation and
adds bidder n as a winner to the winner set W . At line 17,
the Algorithm 1 makes a new set N ′ of bidders, in which
the winner n ∈ W is excluded in N ′. Finally, in the out-
puts, the algorithm comes up with the vector of decision
variables xd and the setW of winner at line 22.
The Algorithm 2 is utilized for computing the optimum

price p∗nd . In its inputs, we have the set of T-ISPs (N andN ′),
the set W of winners, vector of decision variables xd, total
valuation vN , vector of bids bd, content sizes r∗d

′, link capac-
ity cl , and cache capacity cv. In the Algorithm 2, the optimal
payment p∗nd , the vector of total valuation v−n without bidder
n ∈W , and the set of winnersW ′ for each bidderm ∈ N ′ are
initialized at at line 3. Then, at lines 4− 8, the total valuation
without winner n ∈W is calculated. Finally, the Algorithm 2
computes the optimum price p∗nd at line 9 and returns the
optimum price p∗nd as the output at line 10. In other words,
A-ISP pays p∗nd to T-ISP n for each content d that needs to be
cached and/or sold, where pad = p∗nd .
Theorem 4: The computational complexity of RAPCON

is O(n3)
Proof: In the Algorithm 1, we have while loop at

lines 4−22 that performs n iterations for checking submitted
bids, where n is the size of the vector bd. Inside the while
loop, we have the first for loop at lines 6−8 for FBCS, which
perform n2 iterations to calculate the support count of each
content size and attach the support count to the content size,
where n is the size of the vector rd. Furthermore, for choosing
bidder n ∈ N that has the minimum bid in all submitted
bids, the second for loop (lines 11 − 20) nested in while
loop performs n iterations. As result, for the Algorithm 1,
the computational complexity is O(n3 + n2).
In the Algorithm 2, we have only one main loop at

lines 4− 8, which runs n− 1 iterations to find the minimum
valuation without bidder n (N \ {n}). As a result, for the
Algorithm 2, the computational complexity is O(n − 1).
Therefore, from both computation complexities of the
Algorithm 1 and the Algorithm 2, we conclude that the com-
putational complexity of RAPCON is O(n3). �

FIGURE 4. Illustration of computation module.

E. PRICE BASED CACHE REPLACEMENT POLICY (PBCR)
In PBCR, we consider that the A-ISP’s network is equipped
with cache-enabled routers for caching and distributing the
contents. Since the A-ISP’s cache capacity is limited, when
the cache storage is full, to trigger the content that needs to
be replaced from the cache storage, the A-ISP has to consider
all the following factors:
• The number of demands/Interest packets λid for each
content d ∈ D crossing the peering link l ∈ L.
Thus, each Interest packet is used to request one content
d ∈ D.
· The cost of the links in terms of VRTT d , where the
A-ISP keeps in cache storage for a long period of time
the most requested contents retrieved from the transit
links which have high delays.

• The transit link price γlρl , in which the Data object is
retrieved from.

• The price p∗nd of each paid content d ∈ D.
In PBCR, for the content d ∈ D requested through the paid

peering link l ∈ L, CC uses computation module described
in Fig. 4 for computing the cache freshness parameter ωd and
attaching ωd to each content d ∈ D. ωd defines a time period
that determines how long to keep content d ∈ D in the cache,
where ωd is expressed as follows:

ωd =


VRTT d (λd +

p∗nd
γlρl

), γlρl > 0 , l ∈ L,

d ∈ D, n ∈ N ,
0, otherwise.

(15)

Therefore, even though we focus on paid content caching,
we assume that the A-ISP may cache free contents in order
to minimize the delay and save bandwidth cost. In (15), for
the free content (p∗nd = 0), the A-ISP caches the content
based on VRTT d and the number of demands λd of content
d ∈ D crossing the transit link l ∈ L. We consider a
content d ∈ D that has a high value of demands λd to be
popular content, where caching that content contributes to the
increase in cache hit and the reduction in transit traffic. For
the free content (p∗nd = 0) that is available on free peering link
l ∈ L (γl = 0), there is no motivation for the A-ISP to use
its caching resources for caching this content. The A-ISP and
T-ISP can exchange traffic without paying any fee (by default
ωd is set to be 0). In addition, due to the content prices and link
prices, the most expensive contents that are retrieved from the
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paid peering links stay in the cache storage for longer period
than other contents. Each node Rv ∈ V caches the incoming
content with its ωd value in its Content Store (CS), where
ωd is measured in terms of milliseconds. The ωd value is
considered as a countdown timer. When ωd value becomes 0,
the node keeps content d until the cache becomes full or other
content d with higher value ofωd comes in cache. This results
in making cache storage always used at the maximum.

On cache fullness, the node needs to replace some content
from the CS in order to make free room in cache storage for
new incoming content that needs be cached. The node uses
the cache replacement module of PBCR described in Fig. 5
for replacing the contents. Therefore, during the content
replacement, the node starts replacing the contents with those
with a lower value of ωd . However, for contents that have
the same ωd values, based on the access frequency counts,
the Least Frequently Used (LFU) [38] cache replacement
policy is utilized. LFU replaces the contents that have small-
est least frequency number. Furthermore, the interoperability
between PBCR and LFU is described in detail in Fig. 5.

FIGURE 5. Illustration of cache replacement module.

V. SIMULATION RESULTS AND ANALYSIS
In this section, we present the performance evaluation of our
proposal. During the evaluation, we use both numerical anal-
ysis and simulation. We use Julia language [39] for numerical
analysis, and ndnSIM 2.1 (an ns-3 based simulator) [40], [41]
for simulation.

A. BASELINE METHOD
As baseline methods, we use the following auction/game
models and cache replacement policies:

1) AUCTION AND GAME MODELS
In order to analyze our proposal, and compare it with other
similar schemes, we solve our ILP problem (13) by using the
Gurobi optimization solver. We choose Gurobi optimization

solver over other solvers, thus it can be used to solve integer
and mixed-integer programming problems by using a linear
programming approach called ‘‘branch and bound’’ [42].
Then, we compare optimal solution from Gurobi with the
solutions computed through the use the VCG and coalition
game described below:
• Auction model: We use the VCG mechanism in
RAPCON, where the VCG approach can be applied to
solve the winner determination problem once each bid
is analyzed one after the other [43]. In VCG, a winner of
the auction and price of the content are determined via
Algorithm 1 and Algorithm 2, respectively.

• Game model: We compare the VCG mechanism in
RAPCON with the caching game model proposed
in [28], where the A-ISP and CPs split the cache deploy-
ment cost and profit through the use of the coalition
game.

2) CACHE REPLACEMENT POLICIES
We compare our PBCR with other well-known cache place-
ment policies [44], which are described below:
• Least Recently Used (LRU): In LRU, when the cache
storage is full, in order to give room to new incoming
content that needs to be cached, LRU replaces the least
recently used content first.

• First-In First-Out (FIFO): FIFO replaces the first
cache content. However, during content replacement,
FIFO does not consider how often or how many times
the content was used.

• Least Frequently Used (LFU): In LFU, the node keeps
records on howmany times the content is used. On cache
fullness, LFU replaces the content with the smallest
frequency number.

• RandomReplacement: In the random cache replacement
(RANDOM) policy, when the cache is full, the node
randomly selects the content to replace in order to give
room to new incoming content that needs to be cached.

B. EVALUATION SETUP
1) EVALUATION SETTINGS 1
In our numerical analysis, we consider three settings (one
setting per each row), which are described in Table 2. In the
first row, we consider that the number of customers of
A-ISP varies in the range from |I| = 1, 000 to |I| = 10, 000.
Furthermore, we consider that the A-ISP has cache-enabled
routers |V| = 200, and the cache size at each router
cv = 100GB. We use the number of bidders (T-ISPs)
|N | = 50. In the second row, the number of consumers is
fixed, where |I| = 10, 000, andwe vary the cache size at each

TABLE 2. Evaluation settings 1.
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router from cv = 100GB to cv = 1, 000GB. In the last row,
we fix the number of routers, cache size, and number of con-
sumers, and we vary the number of bidders from |N | = 50
to |N | = 100. From the ranges given in Table 2, we generate
randomly the bid bnd and content size rnd (in terms of GB)
of each bidder n ∈ N . Furthermore, for caching the contents,
we assume that the average cost of each 1MB of cache storage
is pc = 0.003625$.
We use γa = 50$ per 1 Gbps as monthly Internet access

fee that each consumer i ∈ I has to pay to the A-ISP [12].
Moreover, for the Monthly Transit Fee (MTF) calculation,
i.e., monthly transit bandwidth fee that the A-ISP has to pay
to its T-ISP for each link l ∈ L, we use 95th percentile mea-
surement described in [25]. MTF is defined as the product of
the Monthly Transit Volume (MTV) and the Transit Fee (TF)
per unit of Data. TF for one month is set at γl = 0.63$ per
1Mbps [25]. We adopt the calculation of the MTV based on
a large amount of Data transmitted per second in one of two
transmission directions, called uphill and downhill [12]. Fur-
thermore, for calculating MTV, we assume that the number
of days in each month is 30.

2) EVALUATION SETTINGS 2
During the simulation, we use a realistic and mesh A-ISP
topology called the Rocketfuel topology [45]. The key set-
tings of this topology are summarized in Table 3, but more
details of these settings are available in [46].

TABLE 3. Evaluation settings 2.

In the Rocketfuel topology, we consider 45 GW routers,
where each GW router Rv ∈ V has CC functionality. Con-
sumers 1 to 9 request video content through use of the content
name /video, consumers 10 to 19 request music content
through the content name /music, and consumers 20 to 29
request books through the content name /book . Furthermore,
T-ISPs 1 to 5 are able to return video content to the A-ISP,
T-ISPs 6 to 10 are able to return music content,
and T-ISPs 11 to 15 are able to return book content. The bids
bnd range from $5 to $10 for each content d .

C. PERFORMANCE METRICS
1) NETWORK PLAYER’S PROFITS
Profit is one of our key evaluation metrics, and thus
our proposal focuses on incentive mechanism and cache

replacement policy that improves the profits of both A-ISP
and T-ISPs/CPs. The A-ISP maximizes its profit (6) through
minimizing its payment (13). When A-ISP sells content
at pid , its customers can receive the cached content with
minimized delay. Otherwise, consumers will be experienced
high delay. Moreover, receiving the contents in reduced delay
can increase the customer satisfaction, and contribute to
increasing the number of customers for both the A-ISP and
T-ISPs/CPs. Furthermore, in case we separate the T-ISPs and
the CP, the utility of a CP becomes:

Up(pid , pad )=


∑

i∈I(a)

∑
d∈D

padλid (1− hid ),

if the A-ISP caches content,∑
i∈I(a)

∑
d∈D

pidλid (1−hid ), otherwise,

(16)

while the utility of T-ISP n ∈W becomes:

UT (ρl) =
∑

l∈L
γlρl . (17)

2) CACHE HIT RATIO
In PBCR, we trace the number of cache hits and misses.
A cache hit hd occurs when the requested content d ∈ D
is cached and retrieved from the cache storage. On the other
hand, a cache miss occurs when the requested content d ∈ D
is not available in the cache storage. Therefore, the probabil-
ity of a cache hit for content d ∈ D is expressed as follows:

Phd =

∑
Rv∈V N

hd
Rv∑

Rv∈V N
hd
Rv + N

1− hd
Rv

(18)

where Phd is the probability of cache hit for content d ∈ D,∑
Rv∈V N

hd
Rv is the total number of cache hits, and∑

Rv∈V N
hd
Rv +N

1−hd
Rv is the sum of the total number of cache

hits and cache misses.

3) CONTENT POPULARITY AND ZIPF PARAMETERS
The caching performance depends on the popularity of the
contents. As shown in [47], we consider that the popularity
of the content follows a Zipf distribution. Therefore, in our
simulation, the content requests follow a Zipf-Mandelbrot
distribution with q and s as the parameters of the distribu-
tion [41]. During the evaluation, we fixed the rank parameter
to be s = 0.6, and we varied the exponent parameter that
describes the Zipf-Mandelbrot distribution from q = 0.6 to
q = 1.0.

4) DELAY
We consider the total delay as time interval between the
time of sending Interest packet and the time of receiving
corresponding content d . In other words, consumer request
for content d moves from place to place in the network until it
reaches a cached-enabled node, which has requested content
in its cache storage, where the node returns the requested
content to the consumer. Otherwise, the content d has to be
retrieved from CP server [33], [48].
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D. EVALUATION RESULTS
In Figs. 6, 7, and 8, the solution of RAPCON-TPM (13) via
VCG (the Algorithm 1 and the Algorithm 2) and the optimal
solution computed via Gurobi optimization solver [42] are
compared. VCG uses WD Algorithm 1 to choose a winner of
the auction and PD Algorithm 2 to determine the price of the
content. The simulation results in these Figs. show that our
proposed algorithms (which use VCG) performs closely to
the optimal approaches. In addition, we compare the profits
from our VCG-based RAPCON with the profits from the
game model (denoted CGCPISP) proposed in [28].

FIGURE 6. Monthly A-ISP profit vis-a-vis the CP profit.

FIGURE 7. Monthly T-ISP profit vis-a-vis the CP profit.

In Fig. 6, the monthly profit of the A-ISP vis-Ã -vis the
CP profit is shown, where the number of customers per
day is the range from 1, 000 to 10, 000. We assume that
customers of A-ISP pay bothmonthly Internet access fees and
content fees (for downloaded paid contents). The A-ISP is
equippedwith cache-enabled routers for caching the contents,
where the A-ISP caches the contents in its cache-enabled
routers based on demands from its customers. In other words,
A-ISP caching approach does not use content prefetching.
This results in linearly increasing the profit of the A-ISP

in our proposal. However, in the A-ISP network, without
considering content selling and customer-to-provider links,
cachingmore non-paid contents does not remarkably increase
the A-ISP’s profits for CGCPISP. This issue of reducing
A-ISP’s profits due to caching (without selling cached con-
tent) was also highlighted in [12] and [15].

Fig. 7 shows the monthly profit of the T-ISP vis-Ã -vis the
CP profit. The T-ISP, as a content distributor, is able to serve
the contents on behalf of CPs, i.e., the T-ISP caching is based
on content prefetching. In our proposal, when the number of
customers is less than or equal to T = 3000, the profit of
T-ISP n ∈ W does not considerably increase, and thus the
cache deployment cost needs to be compensated by transit
bandwidth fees. However, once T ≥ 3000, the T-ISP’s profit
starts to increase. Furthermore, T-ISP’s profit from CGCPISP
is lower than the profits from optimal and VCG, because
CGCPISP does not consider paid content distribution in
T-ISP networks.

Fig. 8 shows the profit of CP vis-à-vis T-ISP profit. For CP,
the increase in profit is due to the payment that CP gets from
T-ISP n ∈W and the A-ISP for each content d sold. In other
words, the A-ISP pays to T-ISP n ∈ W , while T-ISP n ∈ W
pays the CP. However, the CP needs to have central repository
of its contents, in which involves storage cost. When the
number of consumers of contents is less than or equal to
T = 2000, the profit of CP does not increase, and thus the cost
of central repository deployment needs to be compensated by
content prices. Once T ≥ 2000, the CP’s profit considerably
starts to increase. Furthermore, the CGCPISP does not con-
sider content selling inside the ISP or T-ISP networks, each
CP is in charge of selling its contents.

FIGURE 8. Monthly CP profit vis-a-vis the T-ISP profit.

Figs. 9, 10, and 11 show the performance evaluation of
PBCR, where the A-ISP caches the most expensive con-
tents or contents retrieved from the most expensive links,
keeping them in the cache storage for a longer period than
the others. The A-ISP caches each content d ∈ D with its
ωd value, and in the state of cache fullness, the A-ISP replaces
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FIGURE 9. Normalized cache hits for PBCR.

the content based on the cache freshness parameter defined
in (15).

Fig. 9 shows a normalized cache hit, while Fig. 10 shows
Zipf parameter vis-a-vis the total number of packets sent
over transit links in PBCR. In both figures, the Zipf expo-
nent parameter q varies between 0.6 and 1.0. During the
simulation, each node Rv ∈ V has a storage capacity cv of
caching 500 files, while the content catalog is 10, 000 files.
Based on the cache capacity of each node, the total content
catalog, and the Zipf parameter, the normalized cache hit ratio
varies from 0.15 to 0.23, while the total number of packets
range from 797810 to 1004267. Furthermore, when the Zipf
exponent parameter q increases, the content becomes more
popular. This results in caching more contents and reducing
the number of packets needed to be sent over the transit links.

In Fig. 10, when q = 0.6, the nodes sendmore packets over
the transit links, while for q = 1.0, the contents become more
popular and the nodes keep the most requested and expensive
contents in the cache storage for a longer period than the
others. This increases the cache hits (Fig. 9) and reduces the
number of packets needed to be sent over the transit links
(Fig. 10).

FIGURE 10. Zipf parameter vis-a-vis the total number of packets sent
over transit links.

The simulation results in Fig. 11 shows a comparison
between PBCR and other five well-known cache replacement
policies, namely LFU, LRU, RANDOM, and FIFO [44] as
implemented in [41]. PBCR yields a better performance than
those of the other policies in terms of cache hits. This is due
to the fact that when the cache is not full, the nodes cache
all most requested contents and contents retrieved from most
expensive links passing through them. This results in making
cache always used at themaximum. However, when the cache
is full, the nodes replace contents based on the ωd parameter.
Furthermore, in all five cache replacement policies compared
to PBCR, they treat all contents in a coupled manner, where
the link and content prices are not considered during the cache
decision and cache replacement processes.

FIGURE 11. Comparison of cache replacement policies.

The proposed PBCR has computational module, which
may cause network delay during the computation of cache
freshness parameter ωd . Therefore, we analyze the effect
of PBCR on network delay defines in Section V-C.4
and compare the PBCR with LFU, LRU, RANDOM,
and FIFO. In Fig. 12, the horizontal black line in the box
represents median. The simulation results in this figure show
that with PBCR consumers are experienced lower delay than

FIGURE 12. The effect of PBCR over total network delay.
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other cache replacement policies. In other words, compu-
tation of cache freshness parameter ωd does not increase
the network delay. Furthermore, the good performance of
PBCR is due to the fact that it allows cache storage to be
always used at the maximum.

VI. CONCLUSION
The ability to cache the content in routers is one of the
NDN features that can help the ISPs to reduce the net-
work traffic crossing their networks and increase their prof-
its, where the bandwidth usage costs will be reduced. For
both the ISPs and CPs, caching improves their customer
satisfaction, where customers can retrieve cached contents
with minimized delays. However, ISPs serve cached contents
independently without any coordination with CPs. Therefore,
for CPs, by authorizing the ISPs to cache the paid contents,
it may complicate the tasks of controlling content utilization
and payments. As a solution, in this paper, we proposed
an incentive mechanism, where the ISP generates revenue
from caching by selling cached contents to its customers.
In addition, we proposed PBCR as a cache replacement policy
for paid content, where PBCR triggers the content needs to
be replaced when the cache storage is full. The effectiveness
of our proposal is demonstrated via simulation, where our
proposal increases the cache hit ratio and the profits of both
ISPs and CPs.
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