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ABSTRACT The main objective of e-learning systems is to improve the student learning performance
and satisfaction. This can be achieved by providing a personalized learning experience that identifies and
satisfies the individual learner’s requirements and abilities. The performance of the e-learning systems can
be significantly improved by exploiting dynamic self-learning capabilities that rapidly adapts to prior user
interactions within the system and the continuous changes in the environment. In this paper, a dynamic
multi-agent system using particle swarm optimization for the e-learning systems is proposed. The system
incorporates five agents that take into consideration the variations in the capabilities among the different
users. First, the project clustering agent is used to cluster a set of learning resources/projects into similar
groups. Second, the student clustering agent (SCA) groups students according to their preferences and
abilities. Third, the student-project matching agent is used to map each learner’s group to a suitable
project or particular learning resources according to specific design criteria. Fourth, the student-student
matching agent is designed to perform the efficient mapping between different students. Finally, the dynamic
SCA (DSCA) is employed to continuously track and analyze the student’s behavior within the system such
as changes in knowledge and skill levels. Consequently, the DSCA adapts the e-learning environments to
accommodate these variations. Experimental results demonstrate the effectiveness of the proposed system
in providing near-optimal solutions in considerably less computational time.

INDEX TERMS Dynamic environment, e-learning, multi-agent, particle swarm optimization.

I. INTRODUCTION
E-learning systems have become one of the most prevalent
teaching methods in recent years. This broad adoption of
e-learning presented new potentials as well as new chal-
lenges. One of its conventional modes is the blended learning
paradigm where learners can access the teaching material
asynchronously and collaborate with their colleagues while
conveying physical operation in the classroom [1]–[3]. Cur-
rent research focuses on improving the learning experience
in this type of education by introducing innovative tools and
methods.

Adapting the e-learning experience to students preferences
and needs is an imperative objective of modern e-learning
systems. The system should combine the ability to detect the
learners’ affective skills, knowledge levels, and specific needs
in the context of learning to improve the overall learning pro-
cess. The system should continuously capture and incorporate
knowledge of prior tasks within the system as an implicit
source of knowledge about the learners.

Various approaches have been proposed to support person-
alized learning in e-learning systems [4]–[6].

Many studies have considered the development of
e-Learning systems by using data mining techni-
ques [7], [8], artificial intelligence (AI) [9]–[11], and
fuzzy theory [12], [13]. One of the foremost challenges in
e-learning systems is the continuous change in the user
characteristics as they interact within the system. Exten-
sive effort has been devoted to developing intelligent
e-learning systems to capture the dynamic nature of the
learning process [9], [11].

Particle swarm optimization (PSO) is metaheuristic
derived from the cooperative intelligence of insect colonies
that live and interact in large groups. PSO has been suc-
cessfully applied to many static optimization problems [14].
Applying PSO to dynamic systems requires the optimization
algorithm to not only find the global optimal but also to
continuously track changes and adapts the optimal solution
accordingly [15]–[17]. A complete reset of the particle’s
memory is one possible approach to address the changes in
the system environment. However, this is inefficient since the
whole population has already converged to a small region of
the search space and it might not be easy to jump out of likely
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local optima to track the changes. Several PSO algorithms
have been recently proposed to address problems associated
with dynamic systems [18]–[20].

Other dynamic tracking algorithms used in this area
employ evolutionary programming and strategies [21], [22].
Shi and Eberhart [23] utilized the dynamic tracking pro-
cedures with PSO and demonstrated successful tracking of
a 10-dimensional parabolic function with a severity of up
to 1.0. Carlisle and Dozier [24] used PSO to track dynamic
environments with continuous changes. In [25] PSO has been
extended to adaptive particle swarm optimization (APSO)
which incorporates two main stages. First, the population
distribution and particle fitness is evaluated. Second, an elitist
learning strategy is performed when the evolutionary state is
classified as convergence state.

PSO has shown to have successful applications in the
e-learning field. De-Marcos et al. [26] employed PSO to
solve the learning object (LO) sequencing problem, and then
proposed a PSO agent that performs automatic (LO) sequenc-
ing. Cheng et al. [27] proposed a dynamic question gener-
ation system based on the PSO algorithm to cope with the
problem of selecting questions from a large-scale item bank.
In [6], PSO was utilized to comprise appropriate-learning
materials into personalized e-courses for different learners.
Ullmann et al. [28] developed a PSO-based algorithm to form
collaborative groups based on uses level of knowledge and
interest in Massive Online Open Courses (MOOCs).

Two main e-learning design issues are considered in this
paper. First, the clustering of students or tasks/projects within
the system based on their profiles or characteristics. Second,
the mapping schema utilized between students and available
tasks/projects. A good clustering or mapping schema based
on prior knowledge and performance within the system can
lead to a significant improvement in the learning process and
user satisfaction.

To address the problem of clustering large datasets, many
researchers used the well-known partitioning K -means algo-
rithm and its variants [29]–[31]. The main drawbacks of the
K -means algorithm are that the selection of the initial cluster
centroids considerably affects the clustering results and that it
needs a former knowledge of the number of clusters. In recent
years researchers have proposed various approaches inspired
by biological behaviors for the clustering problem, such
as Genetic Algorithm (GA) and Ant clustering [31], [32].
Cui et al. [29] presented a hybrid PSO+K-means docu-
ment clustering algorithm that performed document cluster-
ing. Premalatha and Natarajan [32] presented Discrete PSO
with crossover and mutation operators that enhanced the
performance of the clustering algorithm. Ghali et al. [33]
investigated a new technique for data clustering using expo-
nential particle swarm optimization (EPSO). The EPSO con-
verged slower to lower quantization error, while the PSO
converged faster to a large quantization error. In [34] a new
approach to particle swarm optimization (PSO) using digital
pheromones is proposed to coordinate swarms within an
n-dimensional space to improve the efficiency of the search

process. Izakian et al. [35] investigated a hybrid fuzzy cluster-
ing method based on Fuzzy C-means and fuzzy PSO (FPSO)
to gain the benefits of both algorithms.

A multi-agent system (MAS) is a lightly joined network of
problem-solvers that work collaboratively to solve complex
problems that are beyond the capabilities of the individual
solvers [36]–[41]. Several researchers proposed the use of
multiple agents’ implementation approach to deal with the
complicated tasks. This involves dividing the task of into
several subtasks and handles these subtasks by employing
several software agents [40], [41].

Various attempts to develop MAS for Educational sys-
tems were presented in the literature [38], [39], [41].
Pireva and Kefalas [39] proposed that a student in a learn-
ing environment should be placed within the framework of
the surrounding entities that support the student’s access to
the learning resources and participation in different learning
activities.

In this paper, we present a dynamic multi-agent technique
for e-learning systems using PSO (DMAPSO). The objective
is to incorporate the intelligence of a multi-agent system in
a way that enables it to effectively support the educational
processes.

The first two agents are the Project Clustering Agent
(PCA) and the Student Clustering Agent (SCA). The two
agents are based on the subtractive-PSO clustering algo-
rithm that is capable of fast yet efficient clustering of
projects and students within the e-learning system [44], [45].
The third agent is the Student-Project Matching Agent
(SPMA). This agent utilizes PSO to recommend appropriate
e-learning projects to a particular student group. The map-
ping is performed based on various design criteria depend-
ing on the learner’s performance within the system. The
fourth agent is the Student-Student Matching Agent (SSMA).
This agent tracks the student’s knowledge, preference, learn-
ing style and time availability and maintains a dynamic
learner profile. The agent recommends the best matching
helpers for collaboration based on PSO. The Fifth agent
is the Dynamic Student Clustering Agent (DSCA). This
agent is used to achieve dynamic student clustering using
PSO. DSCA substantially enhances the performance of the
conventional PSO algorithm to conform to the dynamic
environment.

The remainder of this paper is organized as follows:
Section II presents an overview of the related work such
as PSO and subtractive clustering algorithms. In Section III,
the proposed dynamic multi-agent system using PSO
(DMAPSO) is described. Experimental results are reported
in Section IV. Finally, concluding remarks are summarized
in Section V.

II. RELATED WORK
A. PARTICLE SWARM OPTIMIZATION
In 1959 Eberhart and Kennedy developed PSO based on
the phenomenon of cooperative intelligence inspired by
the social behavior of bird flocking [42], [43]. PSO is a
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Algorithm 1 Basic PSO Algorithm
1: Generate the initial swarm;
2: Evaluate the fitness of each particle;
3: repeat
4: for Each particle i do
5: Update particle i according to (1) and (2);
6: if f (xi) < f (xpbest i ) then
7: xpbest i = xi;
8: if f (xi) < f (xgbest ) then
9: xgbest = xi;
10: end if
11: end if
12: end for
13: until the stopping criterion is satisfied

population-based algorithm consisting of a swarm of process-
ing elements identified as particles. Each particle explores
the solution space to search for the optimum solution. There-
fore, each particle position represents a candidate solution
for the problem. When a particle moves to another location,
a new problem solution is formed. Each particle compares
its current fitness value to the fitness of the best previous
position for that particle pbest and to the fitness of the global
best particle among all particles in the swarm gbest . The
particle velocity characterizes the position deviation between
two consecutive iterations. The velocity and position of the
i′th particle are updated according to the following equations:

vid (t + 1) = ω ∗ vid (t)+ c1∗rand1 ∗ (pbestid (t)− xid (t))

+ c2 ∗ rand2 ∗ (gbest (t)− xid (t) , (1)

xid (t + 1) = xid (t)+ vid (t + 1) , (2)

For i = {1, 2, 3, . . . ,N } and N is the size of the swarm,
t is the iteration number, rand1, rand2 are two random real
number ∈ [0, 1]. Constants c1 and c2 are learning factors
that control the weight balance of pibest and gbest during the
iterative process. The inertia weight ω balances the local
and the global search during optimization process [33], [43].
The performance of the PSO algorithm is enhanced if the
inertia is initially set to a large value to stimulate global
exploration at the initial stages of the search process. This
value should be gradually reduced to acquire more refined
solutions as we approach the end of the search process. The
inertial weight (ω) is calculated as follows [43]:

ω = (ω − 0.4)
(MAXITER− t)
MAXITER

+ 0.4, (3)

Where MAXITER represents the maximum number of itera-
tions, and t is the current iteration. The framework of the basic
PSO algorithm is shown in Algorithm 1.

B. DATA CLUSTERING
In most clustering algorithms, the dataset is represented by
a set of vectors called the feature vectors [46]. Each fea-
ture vector should include proper features to characterize the

object. Objects are grouped in the same cluster according to a
specific similarity measurement. Therefore, a measure of the
similarity between two data sets from the same feature space
is essential to most clustering algorithms. The most popular
metric to compute the similarity between two data vectorsmp
and mj is the Euclidean distance, given by:

dist(mp,mj) =

√∑dm

k=1

(
mpk − mjk

)2
dm

, (4)

Where dm is the dimension of the problem is space; mpk and
mjk are weight values of the data mp and mj in dimension k .

The term ‘‘dist’’ is used to quantize the similarity between
two data sets from the same feature space. Small ‘‘dist’’
values indicate a high similarity level between two objects
in the dataset. In the E-learning domain, ‘‘dist’’ refers to
the deviations between students or assignment/projects to be
clustered. The Euclidean distance is a special case of the
Minkowski distance [29], represented by:

distn
(
mp,mj

)
=

(∑dm

i=1

∣∣mi.p − mi,j
∣∣ n)1/n

, (5)

Cosine correlation measure is another widely used similarity
measure in data clustering [31] calculated as follows:

Cos(mp,mj) =
mp.mj∥∥mp∥∥ ∥∥mj∥∥ , (6)

Where mp.mj denotes the dot product of the data vectors and
‖ ‖ indicates the length of the vector.

C. SUBTRACTIVE CLUSTERING
Subtractive clustering is a simple and effective approach to
approximate estimation of cluster centers on the basis of a
density measure. In subtractive clustering, each data point is
a possible cluster center [44], [45]. Assume the dataset consist
of n data points {x1, . . . , xn} in the dm-dimensional search
space. A density measure at data point xi is given as follows:

Di =
∑n

j=1
exp

(
−
‖ xi − xj ‖2

(ra/2)2

)
, (7)

where ra is a positive constant which defines the radius of the
neighborhood for a specific point. The data point that has the
highest number of neighboring points will have the highest
density ratio and will be selected as the first cluster center. Let
xc1 be the point selected and Dc1 is its corresponding density
measure. The density measure Di for each data point xi in the
following iteration is recalculated as follows:

Di (t + 1) = Di (t)− DC1 (t) exp

(
−
‖ xi − xc1 ‖2

(rb/2)2

)
, (8)

where t is the iteration numbers and rb is a positive constant
that defines the neighborhood that has a considerable reduc-
tion in the density measure. Consequently, data points close
to xc1 will have low-density measure and are improbable to
be chosen as the next cluster center. In general, constant rb
is usually larger than ra to prevent closely-spaced cluster
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Algorithm 2 Subtractive Clustering Algorithm
1: Initialize all the n data points;
2: Evaluate the density measure Di for each xi according to

(7);
3: Select the first cluster center C ;
4: repeat
5: for Each data point xi do
6: recalculate the density measure Di according

to (8);
7: choose the next cluster center;
8: end for
9: until sufficient number of cluster centers k are produced;

centers. A value of rb = 1.5 ra was suggested in [44]. The
framework of the basic subtractive clustering algorithm is
shown in Algorithm 2.

D. SUBTRACTIVE- PSO CLUSTERING ALGORITH
The subtractive-PSO clustering algorithm initially proposed
in [45] includes two main modules: the subtractive clustering
module and the PSO module. Initially, the subtractive clus-
tering module predicts the optimal number of clusters and
estimates the initial cluster centroids. Subsequently, the pre-
liminary information is conveyed to the PSO module for
refining and generating the final clustering solution. Each
particle in the swarm represents a candidate solution for clus-
tering the dataset. Each particle i maintains a position matrix
xi = (C1,C2, . . . .,Ci, ..,Ck ), where Ci is the ith cluster
centroid vector and k is the total number of clusters. Each
particle iteratively updates its position matrix based on its
own experience (xpbest i ) and the experience of its neighboring
particles (xgbest ). The search process is guided by a fitness
value to assess the quality of the solution represented by
each particle. The average distance between the data objects
and their corresponding cluster centroids is used as the PSO
fitness function.

III. PROPOSED DYNAMIC MULTI-AGENT SYSTEM
USING PSO (DMAPSO)
The main objective of the proposed DMAPSO is to enhance
the performance of collaborative e-learning systems. In order
to adapt the learning process according to the needs and
preferences of each user, the system should maintain a
databank of the learner profiles to be used in subsequent
agents of the system. The learner profile integrates both
explicit user demographic information and preferences with
implicit information gathered thru assessment of prior system
tasks/projects. The learner profile should be adaptive in the
sense that it should capture the dynamic nature of the learning
process. Similarly, the system maintains a databank of the
available task/project profiles.

Five attributes are used to characterize each learner profile
whereas four attributes are used for each task/project. For
the learner profile, the five attributes are the proficiency
(difficulty) level of student, the weight of association between
the student and each topic, availability time, number of

completed tasks/projects, and the exposure frequency of the
student. Consider an e-learning system with S students. Each
student sr (1 ≤ r ≤ S) has a specific difficulty level Dr and
availability time (tr ). Assume that M topics are to be taught
through the system. Each topic (cj), (1 ≤ j ≤ M ) has its
specialized learning objectives. Each student has a different
knowledge level for the different topics quantified by the
weight value wsj assigned by the instructor. Additionally,
the system records the exposure frequency of the student fsr
which is the number of times the user was designated as an
assistant/helper by another student.

For task/projects profiles, the four attributes are the diffi-
culty level of each project, the weight of association between
the project and each topic, the average projected time for
completing the project t(pm), and the exposure frequency
of the project. Assume we have P projects, 1 ≤ m ≤ p
with a specific difficulty degree dm. Each project is rele-
vant to each topic with different weight wpj. Additionally,
the system records the exposure frequency of each project fpm
which defines the frequency of selection of the project by the
students.

Fig. 1 presents the framework of the dynamic multi-agent
system using PSO (DMAPSO). Figs. 1(a-e) present an illus-
tration of the PCA, SCA, SPMA, SSMA and DSCA agents,
respectively. The five agents are explained in more detail in
the following sections.

Algorithm 3 Project Clustering Agent
1: Initialize all the P projects in the dm-dimensional space;
2: Subtractive clustering;
3: Generate swarm with cluster centroid vectors CP and the

number of clusters kp into the particles as an initial see;
4: while stopping criteria is not satisfied do
5: for each P-particle i do
6: Assign each project vector in the data set to the

closest centroid vector using (4);
7: Calculate the fitness value f according to (9);
8: Local Search( );
9: end for
10: end while

A. PROJECT CLUSTERING AGENT (PCA)
The main objective of this agent is to cluster the available
projects into homogenous groups based on their attributes.
The PCA architecture is shown in Fig. 1(a).

In the PCA the subtractive-PSO clustering algorithm is
utilized to perform fast clustering of the projects according to
their level of difficulty and the degree of similarity between
their topics attributes [45]. First, the subtractive clustering
module estimates the optimal number of clusters and the
initial cluster’s centroid locations. Next, this information is
sent to the PSO module for generating the final optimal
clustering results as shown in Algorithm 3. Each particle is
represented by a matrix Xp = (Cp1,Cp2, . . . ,Cpl, ..,Cpkp),
where Cpl represents the l

th project cluster centroid vector
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FIGURE 1. Architecture of the proposed DMAPSO system, (a) PCA architecture, (b) SCA architecture, (c) SPMA architecture,
(d) SSMA architecture, (e) DSCA architecture.

and kp represents the number of project clusters. The fitness
function is represented by the equation below:

f =

∑kp
l=1

{∑al
m=1 d(Cpl ,plm)

al

}
kp

, (9)

where plm represents the mth project that belongs to cluster l,
Cpl denotes the centroid vector of l th cluster, d(Cpl, plm)
is the distance between project plm and the cluster cen-
troid Cpl , al is the number of projects that belong to
cluster l.
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Algorithm 4 Local Search Algorithm
1: for each particle i do
2: Update particle i according to (1) and (2);
3: iteration = iteration+1;
4: if particle i is better than pbesti then
5: Update pbesti;
6: if particle i is better than gbest then
7: Update;
8: end if
9: end if
10: end for

B. STUDENT CLUSTERING AGENT (SCA)
Clustering learners according to their abilities is vital to help
them attain their optimum performance and increase their
motivation to learn. Nonhomogeneous student placement
in groups may result in providing less assistance to weak
students, obstructing the advancement of excellent students
and increase the instructor’s workload. The student profile
is used to gather and analyze student abilities and charac-
teristics. Each student profile is represented by static and
dynamic attributes. Static attributes are demographic infor-
mation such as name, age, etc. collected from the user through
a questionnaire or a registration form. Dynamic attributes
are parameters associated with learner’s interaction with the
system, such as the proficiency level, number of finished
projects, etc.

The SCA performs two main tasks. The first task is to
cluster students into homogenous groups to maximize the
collaboration of the members within each cluster. This allows
students to better achieve their learning goals and objectives.
The second task is to call the DSCA agent when a change is
detected in the e-learning environment. The architecture for
the SCA is shown in Fig. 1(b).

Similar to PCA, SCA uses the subtractive-PSO clustering
approach [45] for making quick and intelligent student clus-
tering as shown in Algorithm 5. Each particle has a matrix
Xs = (Cs1,Cs2, . . . ,Cso, ..,Csks), where Cso denotes the
oth cluster centroid vector and ksrepresent the number of stu-
dent clusters. The fitness value is represented by the equation
below:

f =

∑ks
o=1

{∑ao
r=1 d(Cso,sor)

ao

}
ks

, (10)

where sor stands for the r th student, which belongs to
cluster o, Cso represents the centroid vector of oth cluster,
d(Cso, sor ) denotes the distance between student sor and the
cluster centroidCso, ao represents the number of students that
belongs to cluster o.

C. STUDENT-PROJECT MATCHING AGENT (SPMA)
The SPMA is used to match appropriate e-learning
projects/learning resources to the student groups depending
on various design criteria. The different project and student
clusters generated from the PCA and SCA are used as the

Algorithm 5 Student Clustering Agent
1: Initialize all the students S in the dm -dimensional

space;
2: Subtractive clustering;
3: Generate swarm with cluster centroid vectors CS and the

number of clustersks into the particles as an initial seed;
4: while stopping criteria is not satisfied do
5: for each S-particle i do
6: Assign each student vector to the closest centroid

vector using (4);
7: Calculate the fitness value f according to (10);
8: Local Search;
9: end for
10: Detect Change( );
11: end while

Algorithm 6 Detect Change Algorithm
1: Re-evaluate the global best particle over all particles;
2: if T then

he fitness of the re-evaluated position change
3: Save the gbest of the swarm;
4: Dynamic Student Clustering Agent( );
5: end if

inputs for this agent. The main function of this agent is
to map projects with specific difficulty levels to suitable
student groups based on the student’s average ability level.
The average ability of the students depends on the scores
of prior contributions in the system. This includes projects
that the student has successfully completed and whether
the time taken to finish the projects matches its estimated
finish time. The SPMA is described in algorithm 7 and the
SPMA architecture is shown in Fig. 1(c).

The selection probability of a particular project group to
be assigned to a specific student group is based on a selec-
tion rule. The rule provides a high selection probability to
the project group that has a close average difficulty to the
student’s average difficulty level. In particular, the selection
probability of project group pgrpl is to be assigned to student
group sgrpo is defined as follows:

probl = mino=1∼ks{|d l − D0|}, (11)

Where dl represents the average difficulty level of all the
projects belonging to the same group l(1 ≤ l ≤ kp).
D0 represents the average difficulty level of all the students
in group o, (1 ≤ o ≤ ks).
The fitness function of SPMA is described as follows:

f (Pm) = C1 + C2 + C3, (12)

The fitness function consists of three main components C1,
C2, and C3 defined as follows:

C1 = min
o=1∼ks

|dml − Do|, 1 ≤ m ≤ P (13)
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Algorithm 7 Student-Project Matching Agent
1: for each sgrpo, o = 1 to ks do
2: Calculate the average knowledge weight ws for all

students in sgrpo;
3: Choose the pgrpl which has the min. probl ;
4: Initialize all the projects pml in pgrpl in the dm-

dimensional space;
5: while stopping criteria is not satisfied do
6: for each particle i do
7: Calculate the fitness value f according to (12);
8: Local Searc;
9: end for
10: Choose pm with the minimum fitness;
11: end while
12: end for

C1 is an indicator of the difference between the degree of
difficulty of each project pml in the selected group l and the
average difficulty level of the students in the same group.

C2 = min
o=1∼ks

|wso − wpml |, (14)

C2 is an indicator of the difference between the degree of
relevance of each project pml in the selected group l and the
average knowledge level of the students in the same group.

C3 = min
m=1∼p

fpml
max(fp1l,.....,fpml ,.........fppl )

, (15)

C3 represents the exposure frequency of project pml in
cluster l.

Once a student group successfully completes the assigned
project pm within its expected completion time t(pm),
the dynamic attributes for each student in the group are
updated. The student performance in the most recent system
interaction is reflected in student and project attributes such
as difficulty level and the number of accomplished projects
for the students and the exposure frequency for the selected
project.

D. STUDENT-STUDENT MATCHING AGENT (SSMA)
The SSMA tracks the student’s knowledge, preferences, learn-
ing style and time availability and maintains a dynamic
learner profile. The agent recommends the best matching
helpers for collaboration based on PSO. Consider that student
s̀r ∈ `sgrpo have a question about project (pm), the agent
will suggest a helper student sr from another group sgrpo
who is available at the same time slot. The SSMA recom-
mends the student with the minimum exposure frequency
and with high knowledge about project pm. The SSMA is
described in algorithm 8 and the SSMA architecture is shown
in Fig. 1(d).

Each student profile (sr ) maintains the number of times that
the student completed project pm successfully (hrm) and the
time slots in which the student is available (tr ). The selection
probability of a particular students group is based on the
selection rule which gives a higher selection probability to

Algorithm 8 Student-Student Matching Agent
1: for each student s̀r in group `sgrpo for project pm do
2: Calculate the average experience hrm for all students

for project pm;
3: Choose the sgrpo which has the max Sprobo;
4: Initialize all the students sr in sgrpo;
5: while stopping criteria is not satisfied do
6: for each particle i do
7: Calculate the fitness value f according to (17);
8: Local Search;
9: end for
10: Choose sr with the minimum fitness;
11: end while
12: end for

the group that has higher previous knowledge for project pm.
In particular, the selection probability of student group sgrpo
is defined as:

Sprobo = maxo=1∼ks hrm, (16)

Where hrm is the average number that students in sgrpo that
completed project pm. Once the group selection process is
complete, SSMA has to choose the best available helper sr
among the members of sgrpo.
The fitness function of SSMA is calculated as follows:

f (Sr ) = C4 + C5 + C6, (17)

The fitness function consists of three main components C4,
C5, and C6 defined as follows:

C4 = minr=1∼s |1− norm(hrm)|, (18)

C4 indicates the number of times that a student sr ∈ sgrpo
completed project pm.

C5 = min
r=1∼s

|str − `str |, (19)

C5 represents the deviation between the available time slots
of students sr and s̀r .

C6 = min
r=1∼s

fsro
max (fs1o,.....,fsro,.........fsso)

, (20)

C6 represents the exposure frequency of student sr . After
SSMA matches a suitable helper sr for each s̀r , the dynamic
attributes for students will be updated.

E. DYNAMIC STUDENT CLUSTERING AGENT (DSCA)
The function of this agent is to efficiently re-cluster the stu-
dents when changes in student information are perceived. The
DSCA is described in algorithm 9 and the DSCA architecture
is shown in Fig. 1(e).

The DSCA agent incorporates two new parameters that
enable the automatic control of the algorithmic parameters to
improve the search efficiency and convergence speed through
the different stages of the search process. The first factor is
the dynamic factor (α) which controls the number of particles
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that will reset their position vector periodically to the cur-
rent positions, thus forgetting their experiences to that point,
this process is different from restart the particles in that the
particles, in retaining their current location, have retained the
profits from their relationship to the goal at that point. The
second factor is called gradual reset factor (β), which makes
the gradual reset. This means that the reset value will not
be the same for all particles. Particles which are farthermost
from gbest aremore likely to change their positions compared
to other particles.

Algorithm 9 Dynamic Student Clustering Agent
1: for each S-particle i do
2: Calculate the distance between each S-particle i and

best S-particle in the swarm (gbest ) and construct a
distance matrix dist(i, gbest );

3: Calculate the dynamic factor α according to (22);
4: Calculate the number of particles that will reset its

position vector (num) according to (23);
5: Calculate gradual reset factor βi according to (24);
6: Reset the xpbest i for (num) S-particles which are the

furthermost from gbest according to (25);
7: Adjust the number of iterations itnew according to

(26);
8: Student Clustering Agent( );
9: end for

In DSCA the distance between each S-particle i and the
global best solution (gbest ) in the dm-dimensional space is
calculated by the Euclidean distance initially described in (4)
as follows:

dist(i, gbest ) =

√∑dm

k=1

(
xik − xgbestk

)2
dm

, (21)

Consider an e-learning system with S students. Each student
sr (1 ≤ r ≤ S) is represented by a set of vectors S =
{x1, x2, . . . ., xdm}, where each xi is a feature vector. The
dynamic factor α is calculated as follows:

α = norm
∑S

r=1
(
∑dm

i=1
|Snewi − Si| ), (22)

Where Snewi is the new student’s feature vector after the
changes have been detected, Si is the students’s feature vector
before the last changes in the system.
The number of particles that will reset its position vector
(num) is given by:

num = α∗N , (23)

where N is the total number of particles in the swarm.
The gradual reset factor (βi) for each particle is calculated as
follows:

βi = dist(i, gbest)/maxdist, (24)

Wheremaxdist is the distance of the farthermost particle from
the gbest .

FIGURE 2. Cluster results obtained by the subtractive clustering
algorithm.

The particles will reset their pbest according to the following
formula:

xpbest i = xi ∗ βi, (25)

Where xi is position of the i′th particle in the swarm.
The new iteration number will be adjusted also according to
the dynamic factor α as follow

itnew = round(MAXITER ∗ α), (26)

WhereMAXITER is the maximum number of iterations used
in algorithm 5.
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TABLE 1. Descriptions of the ‘‘project’’ and ‘‘student’’ banks.

TABLE 2. Performance of the subtractive, PSO, and subtractive-PSO clustering algorithms.

TABLE 3. Percentage error of the subtractive, PSO, and subtractive-PSO clustering algorithms.

IV. EXPERIMENTAL RESULTS
Several groups of experiments were performed to evaluate
the performance of the proposed DMAPSO algorithm. The
objective of the first group of experiments is to investi-
gate the efficiency of the proposed PCA and SCA algo-
rithms. In the second and third groups, the performances
of the SPMA and SSMA are compared with competing
approaches. Finally, in the fourth group, the performance
of the DSCA is evaluated. The experiments examine the
effect of the key design parameters and compare the per-
formance of DSCA to other algorithms in the dynamic
environment.

The proposed algorithm and the comparative algorithms
were implemented usingMATLAB and experiments were run
on an Intel i7-4702MQ 2.2 GHz CPU with 16 GB of RAM
using 64-bit implementations to ensure maximum utilization
of the hardware.

PSO parameters were chosen experimentally in order to
get an adequate solution quality in the minimal time span.
Different parameter combinations from the PSO literature
were tested [23], [33]. During the preliminary experiment,
four swarm sizes (N ) of 10, 20, 50, and 100 particles were
chosen to test the algorithm. The outcome of N = 20 was
superior and used for all further experiments. The maximal
number of iterations was set to 200. The inertia weight (ω)
is calculated according to (3). Learning parameters c1 and c2
were set to 1.49.

The percentage error performance metric is used to assess
the overall clustering or matching results. The percentage
error is calculated as follows:

Percentage error

=
Number of incorrectly clusterd instances

Total number of instances
∗ 100 (27)
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TABLE 4. Fitness values of the SPMA, RSFS and the exhaustive search algorithms.

TABLE 5. Error and time measurements of the SPMA, RSFS and the Exhaustive search algorithms.

TABLE 6. Fitness values of the SSMA, RSFS and the exhaustive search algorithms.

Any student/project object that has a distance to its
corresponding cluster center greater than a predefined
threshold is considered as incorrectly clustered. Due to

the non-deterministic nature of the PSO algorithm and
to ensure result consistency, 10 independent runs for
each problem instance were performed and the average
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TABLE 7. Error and time measurements of the SSMA, RSFS and the Exhaustive searchalgorithms.

TABLE 8. Fitness values of the student datasets.

fitness value was recorded to ensure meaningful
results.

A. EXPERIMENT 1
The aim of this experiment is to investigate the quality of
the solutions obtained from the PCA and SCA algorithms
based on the attained fitness values. Four project banks with
a number of projects ranging between 150 and 1500 were
constructed. Similarly, four student banks with a number
of students ranging from 350 to 4200 were tested. Table 1
illustrates the characteristics the student and project banks.

The fitness functions given in (9) and (10) are used to quan-
tify the clustering quality. Table 2 compares the student and
projects clustering results obtained by the subtractive clus-
tering, PSO clustering, and the subtractive-PSO clustering
algorithms. In each experiment, the PSO and the subtractive-
PSO clustering algorithms are run for 200 iterations. Results
reported in Table 2 demonstrate that the subtractive-PSO clus-
tering approach generates clustering result with the lowest
fitness value for all eight datasets.

Fig. 2 displays the cluster centers obtained by the sub-
tractive clustering algorithm which is used subsequently as
the seed for the PSO algorithm. Fig. 3 presents the relation
between the convergence rate and the number of items in the
object bank for the three algorithms. Fig. 3 demonstrates that
the subtractive-PSO algorithm yields the best fitness values
across the various-size objects banks.

Table 3 shows the percentage error of the different algo-
rithms for the eight data sets. The percentage error of the
subtractive clustering algorithm ranges between 1.2 and 19.3.
The error of the PSO clustering algorithm ranges between
0.4 and 15.8. The error of the subtractive-PSO clustering
algorithm ranges between 0.2 and 3.4.

B. EXPERIMENT 2
The objective of this experiment is to evaluate the per-
formance of the proposed SPMA algorithm. A series of
experiments has been conducted to compare the execution
time and the solution quality of the SPMA, Random Selec-
tion with Feasible Solution (RSFS), and Exhaustive search.
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FIGURE 3. (a) Variation of the fitness function for project item banks
(b) Variation of the fitness function for student item banks.

FIGURE 4. (a) Fitness values (b) Average execution time of the SPMA,
RSFS and the Exhaustive search algorithms.

The RSFS generates a random mapping between the stu-
dent groups and the projects subject to the specified design
constraints. On the other hand, the Exhaustive search exam-
ines every feasible combination to find the optimal solution.
Sixteen student- project combinations were examined. The
fitness function f (Pm) given in (12) is used to quantify the
quality of the obtained solution.

FIGURE 5. (a) Fitness values (b) Execution time of the SSMA, RSFS, and
the Exhaustive search algorithms.

Table 4 presents the fitness values f (Pm) obtained using
the three algorithms. We observe that the SPMA yield
optimal/near optimal solutions in all test instances.
Table 5 shows the percentage error and the execution time of
the three algorithms for all dataset pairs. SPMA and Exhaus-
tive search obtain similar percentage error values. However,
Exhaustive search requires more execution time compared
to SPMA, especially for large-scale banks. RSFS algorithm
shows an execution time similar to SPMA but with the highest
values of percentage error.

Fig. 4(a) shows that the average fitness values obtained
by SPMA were similar to the optimal solutions obtained by
the Exhaustive search and significantly better than the values
obtained by RSFS. Fig. 4(b) shows that the average execution
time of the proposed system was similar to that of RSFS and
is significantly less than the time required by the Exhaustive
search, particularly for large data banks.

C. EXPERIMENT 3
The objective of this experiment is to evaluate the perfor-
mance of SSMA. In this experiment, the execution time and
fitness values of three approaches, SSMA, Exhaustive search,
and RSFS were compared. Table 6 presents the fitness value
of each student’s bank. Table 7 shows the percentage error
and time measurements of all datasets using SSMA, RSFS,
and the Exhaustive search. SSMA and Exhaustive search yield
less percentage error than RSFS. However, Exhaustive search
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FIGURE 6. Convergence rate of student banks (a) S1 bank, (b) S2 bank,
(c) S3 bank, (d) S4 bank.

requires a significantly longer execution time than SSMA
and RSFS.

Fig. 5(a) shows the average execution time for each
algorithm, the SSMA is much more efficient than RSFS,
particularly when dealing with the large scale item banks.
Fig. 5(b) indicates that the average best fitness values

obtained by SSMA were very close to the optimal solutions
obtained by the Exhaustive search.

D. EXPERIMENT 4
The objective of this experiment is to evaluate the per-
formance of the DSCA once a change is detected in
the student’s attributes by SPMA or SSMA. The experi-
ment compares four techniques to handle the variations
in the dynamic environment; no change is performed,
re-randomize 15% of particles, re-randomize all particles
and DSCA. The fitness values attained by the DSCA
and the different re-randomization methods are presented
in Table 8. The DSCA clustering approach generates the
clustering result that has the minimal fitness values across
all the datasets as shown in Table 8. For example, in the
S4 data set, the mean, standard deviation, and range val-
ues indicate that theDSCA adapts to the changes rapidly
and yield the min. fitness values. For all datasets, using the
PSO algorithm without any modification obtains the lowest
mean and standard deviation values and the largest range
because it tapped in Local optima and it didn’t adapt to the
changes in the environment. Re-randomize 15% of particles
gives us better results than the no-change PSO, especially
for small datasets. However, it fails to adapt to the changes
for large data set such as trapping in local optima in the S4
data set. Randomization of all particles is not efficient since it
starts a new search process regardless of the dynamic change.
This causes an increase in the mean, standard deviation, and
range without an improvement in the solution quality.

Fig. 6 presents the convergence rate of the various student
banks. The changes in the e-learning environment increase
with the increase in the size of the dataset. the DSCA was
the best in tracking and adapting to the dynamic changes in
the environment. DSCA reaches to the optimal value after
350 iterations for S1 data set, 420 iterations for S2 data set,
370 iterations for S3 data set and 550 iterations for S4 data
set.

V. CONCLUSIONS
In this paper, a new dynamic multi-agent system using
PSO (DMAPSO) to optimize the performance of e-learning
systems is proposed. The system incorporates five intelligent
agents that enable the system to effectively improve the edu-
cational processes.

The first two agents are the Project ClusteringAgent (PCA)
and the Student Clustering Agent (SCA). The two agents
are based on the subtractive-PSO clustering algorithm that
is capable of fast, yet efficient clustering of projects and
students within the e-learning system. The third agent is the
Student-Project Matching Agent (SPMA). This agent utilizes
PSO for mapping appropriate e-learning projects/material to
the student’s group dynamically according to various design
criteria. The fourth agent is the Student-Student Match-
ing Agent (SSMA). This agent tracks the student’s level of
knowledge, learning style, time availability and maintains a
dynamic learner profile. The acquired information is then
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used to recommend the best available helpers for collabora-
tion based on PSO. The fifth agent is the Dynamic Student
Clustering Agent (DSCA). This agent is used to achieve
dynamic clustering of students using PSO. The DSCA incor-
porates two new parameters, a dynamic factor (α) and gradual
reset factor (β). First, the dynamic factor regulates the number
of particles that will reset their position vector periodically to
the current positions omitting their private experiences up to
that point. Second, the gradual reset factor is used to perform
gradual particle reset. Particles that are the farthermost from
gbest are more likely to change their positions compared to
other particles.

To evaluate the performance of the proposed system, four
groups of experiments were carried out. The objective of the
first experiment is to investigate the efficiency of the pro-
posed PCA and SCA algorithms. Experimental results show
that subtractive-PSO algorithm presents efficient clustering
results in comparison with conventional PSO and subtractive
clustering algorithms. In the second and third experiments,
the performance of SPMA and SSMA are compared to com-
peting approaches. Finally, the fourth experiment evaluates
the performance of DSCA. The performance of DSCA is
compared to several techniques in the dynamic environment.
Experimental results demonstrate that the proposed agents
yield optimal or near-optimal results within reasonable exe-
cution time.
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