IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received May 4, 2018, accepted June 8, 2018, date of publication June 15, 2018, date of current version July 25, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2847641

Set-Point Tracking and Multi-Objective
Optimization-Based PID Control

for the Goethite Process

XIAOJUN ZHOU -, JIAJIA ZHOU, CHUNHUA YANG™, AND WEIHUA GUI

School of Information Science and Engineering, Central South University, Changsha 410083, China

Corresponding author: Xiaojun Zhou (michael.x.zhou@csu.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 61503416, Grant 61533021, and
Grant 61725306, in part by the 111 Project under Grant B17048, in part by the Innovation-Driven Plan in Central South University
under Grant 2018CX012, in part by the Foundation for Innovative Research Groups of the National Natural Science Foundation

of China under Grant 61621062, in part by the Hunan Provincial Natural Science Foundation of China under Grant 2018JJ3683,
and in part by the Fundamental Research Funds for the Central Universities of Central South University

under Grant 2017zzts492.

ABSTRACT The goethite process is complicated since its chemical reactions interact with each other,
making its control and optimization in industrial production difficult. The goal of the goethite process is
to make the outlet ion concentration satisfy the technical requirements with minimal process consumption.
To simplify the difficulties of optimization in the goethite process, an optimization method based on a set-
point tracking strategy is proposed. The set-point tracking strategy is used to transform the complex state
constraints into an additional objective. Therefore, the single optimization control problem for the goethite
process is transformed into a bi-objective optimization control problem. Furthermore, PID controllers are
adopted to control the addition amounts of zinc oxide and oxygen in the goethite process. The optimal
parameters of the PID controllers are obtained via a multi-objective state transition algorithm (MOSTA).
The performance of MOSTA is verified by several benchmark test functions with performance matrices.
The control performance reveals that the proposed method is an effective way to control the process and can
not only reduce the zinc oxide and oxygen addition amounts compared with manual operation and traditional
PID control but also reject disturbances. The proposed method can satisfy the industrial requirements with
less energy consumption.

INDEX TERMS Goethite process, multi-objective optimization, PID control, set-point tracking, state

transition algorithm.

I. INTRODUCTION

As one of the most important metals, zinc is used in many
industry fields, playing an important role in the battery,
mechanical and chemical industries. Currently, hydrometal-
lurgical extraction is the major approach to smelting zinc [1].
In the zinc hydrometallurgy process, iron ions must be
removed from the leaching solution to enhance the efficiency
of zinc electrolysis and improve the quality of the zinc prod-
uct [2]. At present, the dissolved iron can be precipitated
in the form of jarosite [3], hematite [4], and goethite [5],
all of which are widely utilized in many smelting factories.
Compared with other forms of iron precipitate, the goethite
precipitate has many advantages. It contains higher concen-
trations of iron and larger crystal sizes, which can be utilized
to smelt steel and bring better economic returns [6], [7].

Therefore, goethite precipitation has always been considered
the best way to remove iron ions.

In the goethite process, oxygen is added to the zinc sulfate
solution, and the ferrous iron is oxidized into ferric iron.
Then, the ferric iron is hydrolysed to form the goethite poly-
mer precipitate. There are three major chemical reactions
involved in the formulation of the goethite precipitate that can
be simply described by the following chemical equations [8].
A schematic diagram of the reactions in the goethite process
is shown in Fig. 1.

Oxidation reaction :4Fe’T +4H' 4+ 0, — 4Fe** +2H,0 (1)
Hydrolysis reaction:Fe** + 2H,0 — FeOOH + 3H' (2)
Neutralization reaction:2H" + ZnO — Zn*tT + H,O  (3)
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FIGURE 1. The schematic diagram of reactions in goethite process.

These chemical reactions are sensitive to the pH value [10].
If the pH is too high, other ions present in the zinc sulfate
solution, such as Cu(OH);, will form precipitates. However,
if the pH value is too low, the iron precipitate will redissolve,
which will impede the process of iron ion removal. Therefore,
zinc oxide powder is added to the zinc solution to keep the
pH in equilibrium during the goethite process. The chemical
equations mentioned in (1) — (3) reveal that the goethite
process is complicated and that these reactions interact with
each other. Thus, the process is difficult to control and must
be optimized for industrial production. In industrial practice,
manual operators adjust the amount of O, and ZnO added
to control the ion concentration and pH value. The control
objective of the goethite process is to satisfy the technical
requirements with minimal consumption. However, it is diffi-
cult to take into account technical requirements and minimal
consumption simultaneously.

There have been several previous achievements regarding
the goethite process. In [9], Xie et al. investigated the optimal
setting model of reactor outlet ferrous iron concentration
and utilized the control parameterization method to solve the
optimization problem for the iron precipitate production pro-
cess. Numerical simulations showed that both the formation
conditions of the goethite precipitate and the stability of the
production process were satisfied by this approach. In [6],
a dynamic model based on the rate-controlling step of the
goethite process was established. In addition, an optimal
control method was proposed that not only included pre-
setting the descent gradient of the outlet ferrous ion con-
centration but also included optimal control of oxygen and
zinc oxide. Industrial experiments showed that the average
oxygen and zinc oxide consumptions were decreased com-
pared to manual control. All of the previous studies provide
theoretical fundamentals and inspiration for control of the
goethite process. To the best of the authors’ knowledge, all
previous studies used the ion concentration requirements as
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constraints, which may have increased the difficulty of further
optimization.

During the goethite process, the concentrations of outlet
ferrous iron, ferric iron, and hydrogen ions need to be within a
certain range. Thus, the state variables in the goethite process
consist of the concentration of the outlet ions mentioned
above. Considering the difficulty of state constraints when
solving the optimization control problem for the goethite
process, inspired the approach of tackling the input constraint
in [12], a new optimization method based on a set-point
tracking strategy is proposed. First, proper ion concentration
set-points should be found with a reasonable approach. Then,
the outlet ion concentrations are supposed to track the set-
points such that the technical requirements of the outlet ion
concentrations are naturally satisfied. Therefore, the state
constraints of the outlet ion concentrations are transformed
into an additional objective, and the optimization control
problem for the goethite process is transformed into a bi-
objective optimization problem. The first objective is to min-
imize energy consumption, and the other is to minimize
the error between the outlet ion concentrations and the set-
points. Here we adopt PID controllers since they are the most
widely used controllers in industrial control and have great
set-point tracking performance. However, the parameters of
PID controllers have a significant influence on the control
performance. Thus, to find optimal parameters, a new multi-
objective optimization algorithm, named the multi-objective
state transition algorithm (MOSTA), is proposed to solve
the PID controller parameter tuning problem for the goethite
process. For the purpose of verifying the advantages of
optimization modelling methods based on set-point track-
ing strategies, several comparison experiments are conducted
using multi-objective optimization control, single-objective
optimization control, and manual control. The results indi-
cate that multi-objective optimization control modeling based
on set-point tracking strategies can ensure that outlet ion
concentrations satisfy the technical requirements. More-
over, the outlet ion concentrations fluctuate less, which
can provide smoother inlet ion concentrations for the next
subprocess.

The major contributions and novelties in this paper are
briefly summarized as follows. (i) A new optimization mod-
elling method based on a set-point tracking strategy is pro-
posed to address the state constraints in the optimization con-
trol problem for the goethite process. (ii) PID controllers are
adopted to control the addition amount of zinc oxide and oxy-
gen in the goethite process. Furthermore, the addition amount
of zinc oxide and oxygen can be used to control the concen-
tration of outlet ions. (iii) A multi-objective state transition
algorithm is proposed to obtain the optimal parameters for the
PID controllers. In addition, good performance is verified by
several benchmark test functions using performance matrices.
(iv) The effectiveness of the proposed method is presented
by comparing the simulation results. The parameters of the
PID controllers obtained by the proposed method can keep
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FIGURE 2. The schematic diagram of the goethite process.
TABLE 1. The desired specifications of the effluent in the goethite process.
Parameter| Unit #1 Effluent #2 Effluent #3 Effluent #4 Effluent
pH - 2.7-3.5 2.7-3.5 2.7-3.5 2.7-3.5
Fe?t g/L <2 <2 <2 <2
Fe® " g/L 6-8 2.5-5 1-2 0.3-0.8
TABLE 2. The oxygen and ferrous iron concentration in four reactors (unit: mmol/L).
Parameter #1 Effluent #2 Effluent #3 Effluent #4 Effluent
Cre2+ 107.4-214.9 53.7-107.4 17.9-71.6 3.6-35.8
Co, 3.8-6.4 13.9-15.0 9.6-10.4 5.0-8.7

ion concentrations steady and provide disturbance rejection
performance.

Il. ANALYSIS OF THE GOETHITE PRECIPITATION
PROCESS

The goethite process is a significant part of the atmosphere
direct leaching of zinc concentrates. The simplified schematic
of the process is shown in Fig. 2. One can observe that the
entire process consists of four large stirred tank reactors, each
with a volume of approximately 300 m?, and a thickener,
which is used to divide the outlet solution of the fourth
reactor # 4 into solid and liquid. Zinc solution, together with
the returned underflow solution from the thickener, flows into
the first reactor #1. Then, zinc solution overflows from the
first reactor # 1 to the other three reactors in series with
the first one [2]. The zinc oxide and oxygen are fed into
the reactors to ensure the occurrence of chemical reactions
and ensure the pH equilibrium of the solution. In actual
industrial production processes, the quantity of the added zinc
oxide is controlled by an electronic belt weigh feeder under
manual control, which depends on the operators’ experience
and may lead to fluctuations in the control result and energy
wastage. Therefore, it is important and necessary to design an
optimal control law for the addition of oxygen and zinc oxide
to obtain a satisfactory control performance with minimal
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process consumption. The ideal technical requirements of the
effluent from reactor #1 to reactor #4 and the compositions of
the influent flowing into reactor #1 to reactor #4 are shown
in Table 1 and Table 2.

A. MODELLING OF THE GOETHITE PROCESS
In this section, based on the theory of first order chemi-
cal reaction kinetics, the model of the goethite process is
established. This section includes two aspects: analysis of
the chemical reaction and construction of the optimization
problem for the goethite process. We make the following
assumptions in analysing the goethite process:

i. The temperature and agitation rate in each reactor are

assumed to be constant.

ii. In practice, the flow rate of the returned underflow and
influent are controllable. Therefore, they are assumed to
be constants.

iii. Because the pipes between the reactors are relatively
short, any chemical reaction that might occur between
two reactors is ignored [10].

1) ANALYSIS OF CHEMICAL REACTIONS IN THE

GOETHITE PROCESS

In the goethite process, the chemical reactions occurring
in the reactors are given in reactions (1) - (3). The outlet
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concentrations of ferrous ions, ferric ions and hydrogen ions
are denoted by = [Cip cé, cg], where i denotes reactor # i.
In [6], the historical measurement data of ferrous iron and
oxygen concentrations were obtained from a zinc hydromet-
allurgy plant with four reactors, which are shown in Table 2.
The addition rate of oxygen and zinc oxide is denoted as
u = [uﬁ, ué]. In the oxidation reaction, copper is considered
a catalyst, and the oxidation reaction in (1) can be divided into
two sub-step reactions:

Fe’ + Cu®>t — Fe’t + Cu't, 4-a)

4Cu™ + 0, + 4H' — 4Cu*T +2H,0.  (4-b)
According to the theory of the reaction rate control step,
the reaction rate relies on the concentration of the reactant,
and the overall reaction rate is determined by the lowest rate
in the sub-step reaction. In reactor # 1, the concentration of
ferrous iron is much higher than that of oxygen, as shown
in Table 2. Thus the reaction rate of the first sub-step reaction
is much higher than that of the second one. Furthermore,
the oxidation reaction rate is approximately equal to the rate
of the second sub-step reaction in reactor # 1. In contrast,
in reactors # 2, # 3 and # 4, The ratio of ferrous ion con-
centration to oxygen concentration is comparable to that of
stoichiometric coefficient of chemical reaction in oxidation
reaction. Thus the oxidation reaction rate in reactors # 2, # 3
and # 4 is controlled by (1). The oxidation rate v’i of reactor
#i can be described as follows:

RGP ey i=1, s
PR D Ch Ry =234,

where k{ and 7' are the rate constant and the catalytic action
coefficient in reactor # i, respectively. C ,. and Cy), are
the concentrations of Cu?T and O, in reactor # i, respec-
tively. Furthermore, Cé)z = ln()u/1 + 1) and A is the coef-
ficient of dissolved oxygen. «, 8 and y are the reaction
orders.

With respect to the hydrolysis reaction described
in (2), ferric iron is hydrolysed to goethite, and the
hydrolysis rate vé of reactor # i can be computed as
follows:

v =kich i=1,2,3,4, ©6)

where ké is the rate constant in reactor # i.

Regarding the neutralization reaction described in (3),
hydrogen ions are neutralized by zinc oxide. The neutraliza-
tion rate vé of reactor # i can be computed as follows:

v =klubel i=1,2,3,4, @)

where ké is the rate constant in reactor # i.

As mentioned in the previous description of the goethite
process and the analysis of the reaction rate, based on the law
of the conservation of mass and the continuously stirred tank
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reactor (CSTR) model, the dynamic model of the goethite
process is proposed to be the following:

¢l = Ajch +Abc’ + ¢/ u) = fi(ch, | ul 1), ®)
- F
v 00
F
F
0o 0 =
L %
~F +F,
% 0 0
e B~ I R S E S
F+F
0 0 +
L 1%
'_F—‘f—/Fu 0 0
Ai=1 o —F*;F“ 0 i=1,23.4
F+F
0 0 I
L ' 1%
. K —4v]
¢ = _4v’1 —'v’2 ' i=1,2,3,4,
| —4v| + 3V, — 21,

where i is the reactor number, c6 is the inlet ion con-
centration in reactor # i, F and F, are the flow rates of
the leaching solution and the underflow, respectively, and
V denotes the volume of the reactors. The model parame-
ters of the goethite process adopted in this paper are shown
in Table 2.

2) FORMULATION OF THE OPTIMIZATION PROBLEM FOR
THE GOETHITE PROCESS

The control objective of the goethite precipitation process
is to satisfy the technical requirements with minimal pro-
cess consumption. Therefore, the objective function can be
described as follows:

4 Ty . )
min J = Z/O [p1 * () + po * u(1)]dr, 9)
i=1

where Ty denotes the residence time of solution from
reactor # 1 to reactor # 4, Ty = 4V /(F + f), and p; and
p2 are the price of oxygen and zinc oxide, respectively.

In fact, there are several constraints on the optimization
problem for the goethite process. First, considering the equip-
ment capacity and production requirements in actual practice,
the addition amounts of oxygen and zinc oxide should have
lower and upper bounds. Second, the inlet reactant concen-
tration of reactor # i is the outlet reactant concentration of
reactor # (i — 1). Third, as Table 1 shows, the outlet ion con-
centrations should satisfy technical requirements. Integrated
with an objective function and several constraints, the opti-
mization problem for the goethite process can be described by
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TABLE 3. The model parameters of the goethite process.

Parameter| reactor #1 reactor #2 reactor #3 reactor #4
k1 1.0908e-4 0.08075 0.3208 0.4227

ko 1.5196 4.0096 2.8096 1.7457

ks 3.864 65.7658 35.7562 37.9162

«a 2 2 2 2

B 1 1 1 1

A -0.36 -0.36 -0.36 -0.36

the following:

4T . .

min J = Z/ [p1 % U (2) + po * ub(1))dt
. 0
i=1

¢l = fi(ch, ¢, ul, 1) i=1234,
c=c @) i=1,23,4,
U in SO =0y 1=1,2,3,4,

stoquh L Sub(@) <uh, i=1,2,3.4, (10)
cll,min = cll(t) = Cll,max i= 1’ 2’ 3’ 4’
A1) < ¢ o i=1,2,3,4,
omin S BO < i=1,2,3,4.

1lll. MULTI-OBJECTIVE OPTIMIZATION PROBLEM BASED
ON THE PID CONTROL STRATEGY FOR THE

GOETHITE PROCESS

The optimization problem for the goethite process is given
in the previous section. The optimization problem for the
goethite process is a single objective optimization problem
with several complex, nonlinear constraints. Specifically, for
each reactor, the outlet ion concentrations should lie within
a desired range, called state constraints, which are difficult
to satisfy. To simplify the optimization difficulties caused by
these state constraints, a new optimization method based on a
set-point tracking strategy is proposed in this section. Based
on the set-point tracking strategy, a single objective optimiza-
tion problem with complex state constraints for the goethite
process can be transformed into a bi-objective optimization
problem. Furthermore, PID controllers are adopted to control
the goethite process, and a multi-objective state transition
algorithm (MOSTA) is proposed to obtain the optimal param-
eters of the PID controllers.

A. OPTIMIZATION METHOD BASED ON A SET-POINT
TRACKING STRATEGY

The optimization method based on a set-point tracking strat-
egy is designed for single objective optimization problems
(SOPs) with complex state constraints. Although there are
many ways to cope with these problems, single objective con-
strained optimization problems are still a difficult task [13].
In this section, an optimization method based on a set-point
tracking strategy is proposed. The set-point tracking strategy
is designed for single objective optimization problems that
have upper and lower bounds on the state constraints of state
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variables. The procedures for set-point tracking strategies are
as follows:

Step 1. Set proper set-points for state variables.

Step 2. Establish an objective in which the error between set-
points and state variables is minimal; then, the single
optimization problem with state variable constraints
is converted into a bi-objective optimization problem.

Step 3. Use the state transition algorithm to solve the bi-
objective problems.

The optimization method based on set-point tracking strate-
gies converts the single objective optimization problem for
the goethite process mentioned in (10) into a bi-objective
optimization problem. The single objective optimization
problem for the goethite process mentioned in (10) indicates
that the problem has high nonlinearity and strong coupling.
Moreover, the state variables (ion concentrations) and control
variables (zinc oxide and oxygen addition amounts) with
upper and lower bound constraints are functions of time rather
than scalar quantities, which indicates that the problem is an
infinite dimensional problem. The set-point tracking strategy
applied to the optimization problem for the goethite process
simplifies the difficulties of the problem.

According to [6], when the proportion of descent gradient
in the four reactors is approximately close to (11), the goethite
process will have a higher quality,

L2 g3
dFEZ+ . dFEZJr . dFez+

tdy, =4:3:25:05. (11)
The set-points for the ferrous ion concentrations are set
according to (11). The set-points for the ferric ion and hydro-
gen ion concentrations in each reactor are set to values in
accordance with the production data. The set-points for the
ferrous iron, ferric iron, and hydrogen ion concentrations in
reactor #i are denoted by c’i cer? cés ot and cé cer? respectively.
The procedures of determining the set-points for the goethite
process are as follows: first, according with the inlet con-
centrations of ferrous ion from the production data and (11),
calculate the set-points for the ferrous ion concentrations in
each reactor. Then, according with the ratio of stoichiometric
coefficient of chemical reaction occurring in the goethite
among the ion concentrations of ferrous ion, ferric ion and
hydrogen ion, the ferric ion and hydrogen ion concentrations
are determined. Finally, the calculated value should be modi-
fied according to the expert knowledge. Another objective is
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established as follows:

n )
min J; = Z/O {Ic)ser — 11}t
i=1
S .
£y fo (E—— ¥
i=1

S _
+Z/O {Icher — 1 (DN}t (12)
=1

Therefore, the optimization problem for the goethite pro-
cess is transformed into the bi-objective optimization prob-
lem based on set-point tracking strategy shown in (13), which
is much simpler than (10).

min J; = Y0, [ (et — @)l
+ X fy Ik — @
+ X fy Ik, — ci0Ndi
min Jy = Y0 [0 (1% (1) + p2 = i (1)), 13)
s.t.cl =fi(c6, cul ),
cf) = cf)*l(t),

i i i
ul,min = ui(t) = ul,max’

i i i
u2,min = u2(t) = u2,max'

wherei e 1,2, 3, 4.

The goethite process is a dynamic and nonlinear process
that makes it difficult to acquire a sound control effect. Con-
sidering that proportional, integrative, and derivative (PID)
controllers are among the most used in industrial control
applications and given the multi-objective optimization prob-
lem for the goethite process mentioned above, we adopt
PID controllers to control the goethite process. The optimal
parameters of the PID controllers are obtained by MOSTA.

B. RELATED KNOWLEDGE FOR MULTI-OBJECTIVE
OPTIMIZATION AND PID CONTROLLERS

Two important things are described in this section: con-
cepts of multi-objective optimization and the structure of
PID controllers.

1) BASIC CONCEPTS OF MULTI-OBJECTIVE OPTIMIZATION
There are several concepts in  multi-objective
optimization [11].

Definition 1 (General Multi-Objective Optimization
Problem): A general multi-objective optimization problem
is defined as the minimization (or maximization) of the
objective function set F(x) = {fi(x),...fm(x)} subject to
inequality constraints g;(x) < 0, i = {1, 2, ...} and equal-
ity constraints #; (x) = 0, i = {1,2,...}, where x is an
n-dimensional decision variable vector x = (x1,...,Xy;) in
the decision space 2. Its peculiarity is that a solution is good
for some objective functions and bad for others [14], [15].
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This can be formulated as follows:

min F(x) = (fi(x), LX), ..., fm(x))

ot gix)<0 i=1,2,3...,
Ty =0 j=1,2,3....

Definition 2 (Pareto Dominance): A vector u =
(uy, ..., ug) is said to dominate v = (v, ..., vg) if u; <
and u; < v; for at least one i € I. This is denoted by u > v,
I1=11,2,...K].

Definition 3 (Pareto Optimality): With respect to the deci-
sion (variable) space €2, a solution x* € € is said to be
Pareto optimal if and only if there is no x € 2 for which
F(x) dominates F(x*).

Definition 4 (Pareto Optimal Set): For a given MOP,
the Pareto optimal set P* is defined as

P* = [x*|-3x € Q, F(x*) < f(x)} (15)

within the decision space. Pareto optimal solutions are those
solutions whose corresponding variables cannot be improved
when all the objectives are considered simultaneously.
Definition 5 (Pareto Front): For a given MOP and the
Pareto optimal set P*, the Pareto front PF*, is defined as

PF* :={u = F(x)|x € P*}. (16)

2) THE STRUCTURE OF THE PID CONTROLLER

The PID controller compares the measured process value with
a reference set-point value. The difference or error is then
processed to calculate a new process input. This input will
be used to try to adjust the measured process value back to
the desired set-point. The PID controller is able to manipulate
the process inputs based on the history and rate of change of
the signal, which can give a much more accurate and stable
control method [24]-[26]. The transfer function of the PID is
the following:

H(s) = K,(1 + Tis + Tus). (17)

The continuous form of a PID controller can be described as
follows:
1 [ de(t)
u(t) = Kple(t) + —/ e(o)do +Tg——}, (18)
T; Jo dt
where e(?) is the error signal between the set-point and the
actual output of the process, and u(¢) is the control force.
Approximate the integral and the derivative terms, the dis-
crete form of the PID controller can be given by the following
using fot e(c)do =T ZnN:O e(k) ,% ~ w,

N
uk) = Kp(e(k) + Ki Y _ e(k) + Ka(e(k) — e(k — 1)),
n=0
(19)
where k is the discrete step at time ¢, K; = K;—,T, and
K; = @.
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TABLE 4. The range of PID controller parameters.

Bound K; K K}
low bound 200 0.0001 0.0001
up bound 800 5 2

Zn0
PID controller 1

I

Fe2 PID controller 2 Fe?*

FIGURE 3. The schematic diagram of reactions in goethite process.

Furthermore, the incremental form of the PID controller
can be given as follows:

Au(k) = Kple(k) — e(k — 1)] + K;e(k)
+ Kale(k) — 2etk — 1)+ e(k —2)].  (20)

The relationship between u and the parameters of the
PID controller can be simply described as u(k) =
8(Kp, Ki, Kq, e(k)).

C. OPTIMIZATION PROBLEM FORMULATION
The parameters of the PID controllers determine the control
performance and the concentrations of outlet ions for the
goethite process. The optimization control problem for the
goethite process can be transformed into an optimization
problem for the parameters, which aims to find optimal
parameters of the PID controllers to satisfy the technical
requirements of the outlet ion concentrations. It can be con-
cluded from the goethite process that oxygen can directly
influence the ferrous ion concentration and that zinc oxide
can directly influence the hydrogen ion concentration. How-
ever, the ferric ion concentration can not be changed by
oxygen or zinc oxide directly. Therefore, for each reactor, two
PID controllers are employed. One is employed to control the
zinc oxide addition amount according to the error between
the hydrogen ion concentration and its desired set concen-
tration, and the other is employed to control the oxygen
addition amount according to the error between the ferrous
ion concentration and its desired set concentration. Ferric ion
concentrations are controlled indirectly by oxygen and zinc
oxide addition. The schematic diagram of PID control for the
goethite process in each tank is shown in Fig. 3.

There are three important parts of the optimization problem
for the PID controller parameters:
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(1) Decision variables: The parameters of the PID controllers
are chosen to be the decision variables of the model. Each
PID has three parameters, and each reactor needs two
PID controllers. Therefore, there needs to be eight PID
controllers, and the dimension of the decision variables
in the optimization problem is 24, which can be denoted
by K = [K!,...K’], where K/ = [Kj), K], K] and j
indicates the jth PID controller with j € [1, 8].

(2) Objective function: As mentioned above, minimizing the
first objective will provide good reference tracking, and
minimizing the second reduces the quantity of oxygen
and zinc oxide and thus the cost of the control.

(3) Constraint condition: In addition to the constraint con-
ditions mentioned in (13), the parameters of the PID
controllers have a desirable range shown in Table 4,
namely,

K

min,p

K

min,i

j j
< Kp < Kmax’p,

J J
< Ki < Kmax,i’

K .. <K<K

m max,d*

2

In summary, the bi-objective optimization problem based on
PID control for the goethite process can be written as follows:

min J; = Y0 [ 1el,, — ol
+ Y o Ik, — 0N
+ X o Ik — ¢,
min Jo = Yi, I (1wl () + p2 % b (1)),
s.t. cl(t) = fi(ch(@), ' (t), ui(t)),
()= i),
(1) = gi(ch (1), K, clyy (1)), (22)
wh (1) = gach (1), K, ¢l oy (1)),
U < W) S U e
U iy S W0 S WS
K{_m.n’p < K;, < K{nax,p,
< Kf <K

K’
min,i max,i’

K, . <K,<K

min, max,d*

where i € 1, 2, 3, 4. To reveal the fact that PID control based
on the set-point tracking strategy can effectively simplify the
difficulty of the optimization control problem for the goethite
process, single objective PID control is adopted for the sake
of comparison. Focusing on several complex constraints,
the penalty function method is adopted. In accordance with
the technical requirements in Table 1, the optimization objec-
tive function of the single objective PID controller can be
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FIGURE 4. The schematic diagram of distance update operator.

TABLE 5. The parameters of MOSTA.

Parameter value
SE 40

Ea 1—1e-4
€p 1

€y 1

£s 1

fc 2

described as follows, where s, are the penalty factors and are
equal to 10e3:

4 N 3
minQ=> "> (plxui(k) + p2xub(k))+>_s.G,. (23)

i=1 k=0 =0
where
N 4
G = Z Zmax(c’l’mm —c, ¢ — cll,max’ 0),
k=0 i=1
N 4
_ i i i
G = Z Z max(cZ,min = €2, 6 = € jaxs 0),
k=0 i=1
N 4
_ i I A
Gz = ZZmax(clmm €35 €3 = €3 axs 0).
k=0 i=1

IV. PROPOSED MULTI-OBJECTIVE STATE TRANSITION
ALGORITHM

To solve the bi-objective optimization problem for the
goethite process mentioned above, a multi-objective state
transition algorithm (MOSTA) is proposed. MOSTA inte-
grates the state transition algorithm (STA) [19], [20] with
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FIGURE 5. The flow chart of MOSTA.

the concept of Pareto dominance to solve multi-objective
optimization problems. The nondominated individuals found
along the evolutionary process are stored in the archive.
By using convergence and spacing metrics for evaluation,
MOSTA shows fast convergence. Solutions can approximate
the true Pareto front compared with other algorithms, which
indicates that the algorithm we proposed is a valid approach
to solving multi-objective problems. There are three main
goals in multi-objective optimization problem solving [16]
: to preserve nondominated points in the objective space
and associated solution points in the decision space, which
is called the “search engine,” to keep making algorithmic
progress towards the Pareto front in the objective function
space, which is called the “selection strategy,” and to main-
tain the diversity of points on the Pareto front, which is called
“diversity preservation.” The description of MOSTA will
pursue these goals.

A. SEARCH ENGINE OF MOSTA

Four special state transformation operators are designed to
solve continuous optimization problems with single objec-
tives [17], [18]. Because these operators present good search
performance in global and local searches, these operators are
adopted in MOSTA to search for Pareto optimal solutions
in the feasible space. For a given solution, many different
candidate solutions can be generated by the state transition
operators. All the candidate solutions are generated by four
operators and will be selected in the next period.
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TABLE 6. Bechmark test functions of multi-objectives optimization algorithms.

problems dimension variable domain objective functions
fi(z) = Z?:_f —10e 02V e
KUR 3 [-5.5]
fo(w) = 350 |2i]™® + bsin(@)®
fi(z) =z
ZDTI1 30 [0,1] fo@) = g(@)[1 — | /505
9(r) = 1+ "
fi(@) =2
ZDT2 30 [0,1] fa(@) = g(@)[1 — (5¢5)7]
9 7-17 X
gx) =1+ =
fi(z) = a1
ZDT3 30 [0,1] fo(z) = g(z)[1 — 367~ 30 sin(107z;)]
glr) = 1+ "R
(1) Rotation transformation 2 KUR | ZDT
1 ,:“ \ 0.8
Xi+1 =X + 8¢ ———Ryxy, 24 o 0.6
ol 2

where g, is a positive constant, called the rotation factor, R, is
a random matrix with its entries being uniformly distributed
random variables defined on the interval [-1, 1], and || - ||2 is
the 2-norm of a vector. This rotation transformation’s func-
tion is to search in a hypersphere with a maximal radius.

(2) Translation transformation

Xl — X]—1

_ (25)
lxr — xi—1ll2

X1 = X1 + epR;

where &g is a positive constant, called the translation factor,
and Ry is a uniformly distributed random variable defined on
the interval [0,1]. The translation transformation’s function is
to search along a line from x;_1 to x; with the starting point x;
and a maximum length of &g.
(3) Expansion transformation
Xi+1 = X1 + &y Rexy, (26)
where ¢, is a positive constant, called the expansion factor,
and R, is a random diagonal matrix whose entries obey a
Gaussian distribution. The expansion transformation’s func-
tion is to expand the entries in x; to the range [—o0, +0o0],
searching the entire space.
(4) Axesion transformation
Xj+1 = X + &5Raxy, 27
where €5 is a positive constant, called the axesion factor, and
R, is arandom diagonal matrix whose entries obey a Gaussian
distribution with only one random position having a nonzero
value. The axesion transformation’s aim is to search along the
axes, strengthening the single dimensional search.
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B. SELECTION STRATEGY BASED ON AN ARCHIVE

We consider the fact that a solution that is nondominated with
regard to its current population is not necessarily nondomi-
nated with respect to all the candidates. Moreover, the final
solution we obtain should be nondominated with regard to
every other solution. Thus, an archive is used to store all
the nondominated solutions. If a solution is to enter the
archive, it cannot be dominated by any one solution stored
in the archive. Conversely, if a solution dominates any solu-
tions stored in the archive, the dominated solution must be
removed. In this way, solutions in the archive will be the
Pareto optimal solutions.

C. DIVERSITY PRESERVATION BASED ON THE
EUCLIDEAN DISTANCE

A new approach without any user-defined parameters is pro-
posed to preserve the diversity of MOSTA. The approach
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TABLE 7. The mean and variance of convergence metric on benchmark functions.

| Algorithm | Value | KUR | zpT1 | zpT2 | zp13 |
| | mean | 449934 | 10041e5 | 751177 | 490d2e6 |
MOSTA
| | variance | 0.0019 | 5.4796e7 | 3.7306e7 | 9.0063e7 |
| | mean | 44776466 | 8.2049e-6 | 3.4319¢-6 | 0.0248 |
NSGA-II
| | variance | 1.4108e-6 | 8.8819e7 | 1.7294e-6 | 0.0011 |
| | mean | 0.0017 | 0.0140 | 0.0017 | 0.0055 |
SPEA2
| | variance | 0.0029 | 0.0071 | 0.0027 | 0.0052 |
| | mean | 0.0022 | 0.0305 | 8.8416e-5 | 0.0224 |
PESA2
| | variance | 0.0060 | 0.0168 | 1.0697e-4 | 0.0106 |
TABLE 8. The mean and variance of spacing metric on benchmark functions.
| Algorithm | Value | KUR | zDT1 | zpT2 | zpT3 |
| | mean | 0.1356 | 0.0037 | 0.0038 | 0.0068 |
MOSTA
| | variance | 0.1213 | 3.5049e-4 | 31330e4 | 0.0012 |
| | mean | 0.1126 | 0.0073 | 0.0072 | 0.0094 |
NSGA-II
| | variance | 0.0192 | 840934 | 6.0694e4 | 57832e4 |
| | mean | 0.5361 | 0.0689 | 0.0547 | 0.0605 |
SPEA2
| | variance | 0.4215 | 0.0385 | 0.0245 | 0.0361 |
| | mean | 0.2552 | 0.0329 | 0.0231 | 0.0741 |
PESA2
| | variance | 0.0859 | 0.0184 | 0.0062 | 0.0611 |
is used to estimate the density of solutions surrounding a T -
particular solution. There are several definitions used in this o
approach. 185) e
Definition 6 (Boundary Individual): Solutions with the
smallest or largest value of the objective function are bound- o
ary individuals. - " O%%
Definition 7 (Crowd Distance): The crowd distance of a g s g
solution that does not belong to the set of boundary individu- 1757 %
als is the minimum value of the geometric distance between 2.
it and other solutions adjacent to it. The crowd distance of 17 %0 o
boundary individuals is assigned as inf.
d(i) = min {d(i, i — 1), d(, i + 1)}, (28) L T a—
.. . . J1(x) %107
d(i,j) =Il F) — F() |l2 - (29) b

Definition 8 (Position flag): A position flag is used to
reflect which two individuals are relatively near. Consider
these individuals, which do not belong to the set of boundary
individuals: If the crowd distance d(i) = d(i,i — 1) of
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FIGURE 7. The Pareto front of PID parameters obtained MOSTA.

individual i, then the position flag is assigned to 1. If the
crowd distance d(i) = d(i, i+ 1) of individual , then the posi-
tion flag is assigned to 2. If the crowd distance of individual i
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FIGURE 10. The schematic diagram of disturbance II.

is equal to 2 and the neighbour distance of individual i + 1 is
equal to 1, then individual i and individual i + 1 are relatively
near. Note that the position flag of a boundary individual is
assigned as 1. The steps of the distance update operator are
as follows:

Step 1. Sort individuals stored in the archive according to the
first objective function value in ascending order of
magnitude.
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FIGURE 11. Ferrous iron ion concentration by PID control with set-point
tracking strategy with disturbance (1). (a) Ferrous iron ion concentration
in reactor #1. (b) Ferrous iron ion concentration in reactor #2.

Step 2. Set the neighbour distances and position flag values
of the boundary individuals.

Step 3. Calculate the neighbour distances and position flags
of other intermediate individuals.

Step 4. Sort the individuals in accordance with the neighbour
distance in ascending magnitude.

Step 5. If i is in the top 1/3, its position flag is 2 and the
position flag of i + 1 is 1, then remove i from the
archive.

Fig. 4 is a schematic diagram of the distance update oper-
ator. The circles represent nondominated solutions stored in
the archive. The number above the circle is the position flag
of an individual. The individuals in the green circle indicate
that the distance between them is too small. The archive is
updated by the distance update operator, and solutions with
good distributions are obtained.

All the main parts of MOSTA are described above. The
flow chart of MOSTA is shown in Fig. 5.

D. PERFORMANCE EVALUATION FOR MOSTA
Several benchmark test problems have been constructed by
previous experts to test multi-objective algorithms. In this
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FIGURE 12. Ferrous iron ion concentration by PID control with set-point tracking strategy with disturbance (2). (a) Ferrous iron ion
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FIGURE 13. Ferrous iron ion concentration by single objective PID control with disturbance (1). (a) Ferrous iron ion concentration in
reactor #1. (b) Ferrous iron ion concentration in reactor #2.

paper, four benchmark functions are chosen to verify the TABLE 9. Related parameters of industrial production condition.
performance of MOSTA, which are bi-objective optimization

problems with different forms of expression and properties. Parameter Unit Influent
The parameters of MOSTA are shown in Table 5. A non- pH - 2.1
continuous function named KUR is adopted to test MOSTA. Cu**t g/L 0.03
Meanwhile, three of the ZDT test problems are adopted. Fe3t mol/L 0.0195
ZDT1 is convex functions, ZDT?2 is non-convex functions, Fe?t mol/L 0.1964
and ZDT3 is disconnected functions. The benchmark test Flow rate of underflow m3/h 49
functions are described in Table 6. The Pareto fronts of the Flow rate of leaching solution | m3/h 150
four benchmark functions obtained by MOSTA are shown

in Fig. 6.

To quantitatively analyse the convergence and diver-
sity of MOSTA, two performance metrics are used for
comparison with other classical multi-objective algorithms,
NSGA-II, PESA-II and SPEA-II [21]-[23]. These are
described in (30) - (32). A set P* = {py, p2, ...} is defined as

« Convergence metric: A metric for convergence is used to
evaluate convergence towards a reference set. For each
point i in A, the smallest Euclidean distance to P* can be
computed as follows:

a reference set, which is the set of true Pareto-optimal points P | N Folas) — )

and the set of A={aj, az, ...} is the nondominated points d; = min E ”‘a‘—m_f)z’ (30)
. . j— max __ fnun

obtained by an algorithm. =N\ I Im
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where £7% is the maximum and £™" is minimum of
the k-th value of the objective function in reference
set P*. Then, the average of the normalized distance is
computed for all points in A, and the convergence metric
can be obtained,

A
E:ledi

CA) =
(4) A

3D

Thus, its value is nearly zero if the solutions are well
convergent.

o Spacing metric: The value of the spacing metric reflects
the distribution of solutions throughout the reference
set, which is proposed to evaluate the range variance
of neighbouring vectors in the reference set. A value of
the spacing metric close to zero means that the solutions
are well distributed. |Al is the number of the solutions
obtained by the algorithm. The definition of the spacing
metric is given as follows:

S Zivzl (daverage - di)2
S(4) 2 \/ e, (32)

where

N
d; = min Y~ |fin(@i) — fin(ay)

m=1

fora;,aj € A,i,j=1,2,...]A|, and

Zly,/:‘zl di

Al

Table 7 and Table 8 show the comparison results for algo-
rithms on the four benchmark test functions using the above
metrics. The values of the algorithms on the four bench-
mark test functions for the convergence metric are less than
le-3, which means that MOSTA can approximate the true
Pareto front very well. It can be seen that the mean values
of MOSTA, with respect to the convergence value on the
ZDT?2 and ZDT3 benchmark test functions, are much smaller
than those of other algorithms. Meanwhile, the spacing metric
values of performance on ZDT1 to ZDT3 for MOSTA are
better than those for other algorithms, which indicates that
MOSTA has a better distribution. In other words, MOSTA is
a valid algorithm for solving multi-objective problems.

(33)

daverage =

V. SIMULATION AND RESULTS FOR GOETHITE
PRECIPITATE PROCESS

In this section, a goethite process in a zinc hydrometallurgy
plant in China is investigated, and some industrial data from
July 2016 are collected for analysis. Under the same industrial
production conditions, including the same leaching solution,
underflow and inlet ion concentration flow rates, several com-
parison experiments are conducted. Related parameters of
industrial production conditions for the goethite precipitation
process are shown in Table 9. Two kinds of optimal models
based on PID control mentioned in (22) and (23) are solved,
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FIGURE 14. Ferrous iron ion concentration by single objective PID control
with disturbance (2). (a) Ferrous iron ion concentration in reactor #3.
(b) Ferrous iron ion concentration in reactor #4.

and two series of PID parameters are obtained. Taking into
account the industrial production conditions and the ideal
ferrous iron ion descent gradient mentioned in (11), the set-
points of the PID controllers are shown in Table 10.

To illustrate the effectiveness of the set-point tracking
strategy, two series of PID parameters are compared: (1)
the solution of (22) based on the set-point tracking strat-
egy obtained by MOSTA with minimal energy consumption,
shown in Table 11, and (2) the solution of (23) obtained by
STA, shown in Table 12. Several comparison experiments are
conducted among PID control based on the set-point tracking
strategy, PID control without the set-point tracking strategy
and manual control. The addition rates of zinc oxide and
oxygen are compared under these three control approaches
in Fig. 8. The results show that the PID control method
based on the set-point tracking strategy is a valid approach
to controlling the goethite process.

Furthermore, considering that in the actual industrial pro-
cess, the influence of the last working procedure of hydromet-
allurgical extraction of zinc on the inlet concentration of
the first reactor in the goethite process and the measure-
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TABLE 10. The set-points of PID controllers for the goethite process.

Set-points ion Unit #1 Effluent #2 Effluent #3 Effluent #4 Effluent
H* mol /L 0.001 7.94c-4 7.94c-4 78704
Fe?t mol /L 0.1340 0.060 0.0235 0.010
TABLE 11. The parameters of PID controller with set-point tracking strategy.
| Reactor | PID | K, K, K |
| | PIDI | 200 | 3.6391 | 05939 |
#1 reactor
| | PID2 | 200 | 19911 | 1.200e-4 |
| | PIDI | 283.1798 | 1e-4 | 1e-4 |
#2 reactor
| | PID2 | 200.1900 | 0.6067 | 1.200e-4 |
| | PIDI | 305.6134 | 0.8581 | 1.000e-4 |
#3 reactor
‘ ‘ PID2 \ 200.1939 \ 0.6622 \ 1.200e-4 ‘
| | PIDI | 487.6502 | 0.8473 | 1.000e-4 |
#4 reactor
| | PID2 | 200.1720 | 1.9234 1 |
TABLE 12. The parameter of PID by single objective optimization.
‘ Reactor ‘ PID ‘ K, ‘ K; ‘ K, ‘
| | PIDI | 3445615 | 4.5440 | 1.621e-4 |
#1 reactor
| | PID2 | 800 | 1.0168 | 1.295¢-4 |
| | PIDI | 800 | 1.5207 | 0.759 |
#2 reactor
| | PID2 | 100 | 10168 | 1.295¢-4 |
| | PIDI | 200 | 316434 | 265504 |
#3 reactor
| | PID2 | 200 | 1.1680 | 2.295¢-4 |
| | PIDI | 2282916 | 0.0025 | 3.907¢-4 |
#4 reactor
| | PID2 | 200 | 1.1680 | 2.295¢-4 |

ment noise for the outlet ion concentration may lead to a
degradation of control performance, the effects of the above
disturbances are taken into account to test the reliability of
PID parameters. Gaussian noise with a standard deviation of
4 7% is introduced into the inlet and outlet ion concentrations
to simulate the disturbances. The noise added into the inlet
ion concentration to simulate the influence of a previous work
procedure is called disturbance I, which is briefly described
in Fig. 9. The noise added into the outlet ion concentration to
simulate the measurement is called disturbance II, which is
briefly described in Fig. 10.
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Comparison experiments between the disturbance and
ideal conditions of the two series of PID parameters are
conducted. The results of the outlet ferrous iron trends of
reactor # 1 to reactor # 4 under different conditions are shown
in Fig. 11 —Fig. 14. It can be seen that the ion concentrations
can be stable at the set-point ion concentrations using the PID
parameters obtained based on the method we proposed under
both disturbance and ideal conditions. The trend of the hydro-
gen ion concentration without noise is shown in Fig. 15(a)
and Fig. 15(b). The pH value of the four reactors satisfies
industrial requirements and can be stable at the desired level.
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FIGURE 15. The comparison results of pH value trend beween PID control
with set-point tracking strategy and single objective PID control. (a) The
pH value trend by PID control with set-point tracking strategy. (b) The

pH value trend by single PID control.

On the whole, under the proposed PID control method, the ion
concentrations can satisfy production requirements with less
consumption. Meanwhile, the PID parameters have the ability
to reject disturbances.

VI. CONCLUSION

This paper gives a comprehensive analysis of the goethite
process based on chemical kinetics. Considering complex
state constraints in the goethite process, PID controllers based
on a set-point tracking strategy are adopted to control the
process. The set-point tracking strategy is used to transform
the single objective optimization problem with complex state
constraints into a bi-objective optimization problem. A multi-
objective state transition algorithm (MOSTA) is designed
for finding the optimal parameters of the PID controllers.
Compared with PID control without the set-point tracking
strategy and manual control, the proposed method has more
advantages. The outlet of the ion concentrations can satisfy
production requirements with less consumption, and distur-
bances can be rejected. Moreover, as verified by several
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benchmark test functions, MOSTA can approximate the true
Pareto front and has a relatively high convergence precision,
which indicates that it can be applied to more complex indus-
trial practices.
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