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ABSTRACT Indoor localization based on visible light and visible light communication has become a viable
alternative to radio frequency wireless-based techniques. Modern visible light position (VLP) systems have
been able to attain sub-decimeter level accuracy within standard room environments. However, a major
limitation is their reliance on line-of-sight visibility between the tracked object and the lighting infrastructure.
This paper introduces fused application of light-based positioning coupledwith onboard network localization
(Falcon), a VLP system, which incorporates convolutional neural network-based wireless localization to
remove this limitation. This system has been tested in real-life scenarios that cause traditional VLP systems
to lose accuracy. In a hallway with luminaires along one axis, the Falcon managed to attain position estimates
with a mean error of 0.09 m. In a large room where only a few luminaires were visible or the receiver was
completely occluded, the mean error was 0.12 m. With the luminaires switched off, the Falcon managed
to correctly classify the target 99.59% of the time to within a 0.9-m2 cell and with 100% accuracy within
a1.6-m2 cell in the room and hallway, respectively.

INDEX TERMS Indoor positioning systems (IPS), indoor localization, visible light communication (VLC),
visible light positioning (VLP), zigbee localization, convolutional neural network (CNN).

I. INTRODUCTION
Indoor localization techniques could be classified into two
categories: Device-Free Passive (DFP) and Active Track-
ing [1]. In DFP systems, the tracked target does not actively
contribute to the localization effort. This allows these systems
to provide generic services like intruder detection or auto-
mated lighting schemes based on human presence. Active
Tracking systems are ones that require the tracked entity con-
tributes to the localization effort. These systems benefit from
knowing the identity of each tracked entity, enabling them
to provide targeted services like individualized advertising,
patient monitoring and asset tracking.

Most indoor localization implementations require sensors
to be embedded within the target environment at regular inter-
vals to ensure the localization error is minimized across the
whole area of interest. For this reason, initial implementation
costs for existing buildings can be high. In this paper a system
that utilizes the existing infrastructure to provide indoor local-
ization as a secondary service is proposed. It is based on an

Active Tracking approach and incorporates fusion between
visible light positioning (VLP) and radio frequency (RF)
wireless localization.

In a preexisting built environment, the position of light
sources or luminaires is dictated by the need for adequate
illumination as per indoor lighting standards, e.g. AS/NZS-
1680 [2]. The position of the luminaires may not be optimum
from the perspective of localization. For smart lights, there
is often a Wi-Fi/Zigbee radio incorporated as part of the
light to allow for the light to be controlled through a net-
work.We overcome the inaccuracies resulting from non-ideal
placement of smart lights by combining location informa-
tion from both luminaire and wireless sources. Visible Light
Positioning (VLP) systems rely on the target to maintain
Line-Of-Sight (LOS) with the luminaires mounted within the
environment. This means that VLP approaches suffer from
blind spots when the target does not maintain LOS with an
adequate number of luminaires, e.g. when the target passes
under a table. Another problem arises in hallways which are
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typically illuminated by a single row of lighting sources. This
causes issues with traditional VLP trilateration techniques
as the system only has access to position information along
a single axis. Since wireless signal experiences complex
multipath propagation, wireless transceivers can contribute
to horizontal awareness even when arranged in a single row.
VLP systems also require the luminaires to be switched on
which limits their use in many situations. This can be rectified
by wireless augmentation. The fusion of two techniques for
localization also makes the system robust, provides redun-
dancy and fault tolerance.

The proposed solution uses slightly modified commercial
luminaires and a collocated ZigBee radio to represent com-
mercial smart lights, a photo diode coupled with a ZigBee
radio as a target entity and a computer to collect all informa-
tion and infer a targets location.

We propose a VLP implementation using carrier frequency
allocation by inserting small amplitude sinewaves [3] biased
close to the nominal voltage of the luminaire driver to provide
unique ID for each luminaire. The implementation is similar
to Intensity Modulation / Direct Detection (IM/DD) [4] with
the difference being there is no data on the carrier. Since the
lights are primarily utilized for illumination, On Off Keying
(OOK) with 100% modulation depth [5] is not suitable for a
VLP system using an existing lighting infrastructure since it
causes a significant reduction in transmitted power resulting
in lower brightness. Another major concern is that OOK cre-
ates harmonics which require more complicated multiplexing
and reduce its scalability.

II. RELATED WORKS
In recent years indoor localization has been a popular
research topic, partially due to the accuracy limitation of GPS
signals within indoor environments. If accurate indoor local-
ization schemes could be developed there would be many
potential uses including smart robotics, elderly healthcare,
targeted marketing, search and rescue etc. Wireless meth-
ods include RFID [6], ZigBee [7]–[9], Wi-Fi [10], [11] and
Bluetooth [12], [13]. A common problem with traditional
wireless approaches is that they suffer from multipath degra-
dation [14], [15], interference [16] and struggle to attain a
sub meter resolution. Some recent approaches have used vis-
ible light communication (VLC) for visible light positioning
(VLP). Currentmethods either use a camera to take decodable
images of the luminaires [17], or utilize a photodiode ranging
methodology [18].

A. RF LOCALIZATION
Range-based localization methods attempt to create a func-
tional model that accurately describes the relationship
between received signal strength and distance, i.e. the path-
loss regression model. After this model has been established,
there are several methods for locating a remote Radio Fre-
quency (RF) entity.

Lateration approaches require the tracked RF entity to
be in contact with at least 3 known anchor nodes. Once

this requirement is met, they use a least squares method
to derive the entity’s location [19]. These types of method
can work well in open spaces, but often struggle to attain
acceptable accuracy in indoor environments as they do not
properly account for multipath propagation. Attempts have
been made to enhance the accuracy of RF based lateration
approaches by dynamically changing the propagation model
in real time [20], but the systems are still unable to attain sub
meter level accuracy.

The Maximum Likelihood Estimation (MLE) approach to
localization works by treating the distance between known
nodes and unknown nodes as an unknown random variable
with Gaussian distribution [21]. The algorithm then finds the
location of maximum probability, by minimizing the variance
of estimated error. This approach is more accurate than tradi-
tional ranged approaches, but its performance is determined
by the number of static nodes, and the assumption that the
channel model for each TX-RX pair is independent.

RSSI Map approaches, also known as RSSI fingerprint-
ing, [10], [22], [23] are implemented in a two-stage approach,
offline training and online estimation. During the offline
training stage, RSSI signatures are collected with the tracked
entity present in multiple known locations within the deploy-
ment region. These signatures are then stored in a database
for later use. In the online estimation stage, the system tries
to match current RSSI readings with a known location in the
stored database. The closest match to the live values is used
to infer the entity’s current location.

In an Active tracking approach, where the target caries a
radio [10], [22], [23], the RSSI signature is made up of a
vector of RSSI values measured between known nodes and
an RF emitter the tracked entity carries. Liu, Darabi et al clas-
sify RSSI Map based algorithms into five further categories:
k-nearest neighbour (KNN) [9], [24], probabilistic meth-
ods [25], neural networks [26], [27], support vector machines
(SVM) [28] and smallest M-vertex polygon (SMP) [29].

This paper implements a neural network approach for
the RF section as it requires minimal pre-knowledge of the
expected distribution and characteristics of the measured
RSSI data.

One of the major applications of the developed system
could be asset trackingwithin built environment (e.g. tracking
beds and medical equipment in a hospital). Therefore it is
very important that the roaming target nodes are low cost,
have long battery life, and do not interfere with existing
infrastructure. Zigbee was chosen as the wireless resource as
it is more energy efficient than Wi-Fi [30]. Zigbee networks
also have been shown to have little impact on the throughput
of neighboring Wi-Fi networks [31], [32], which means our
implementation would not adversely affect existing wireless
infrastructure. Finally, thoughWi-Fi networks can impact the
throughput of Zigbee networks, they do not affect the RSSI
values of correctly received packets which are required for
localization [16].

Channel State Information (CSI) has been shown to be a
better metric for implementing indoor localization systems
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than RSSI as it can mitigate the effects of multipath prop-
agation [33], [34] resulting in higher accuracy. However,
the CSI metric is not commonly accessible in Off-The-Shelf
wireless equipment, and current localization implementations
are based around custom drivers for a very limited set of
Intel [35] or Atheros [36] hardware. CSI has not been utilized
in Falcon for this reason. However, it is advised that future
implementations should use CSI over RSSI if the metric
receives widespread commercial adoption.

Even though RSSI localization is limited due to multipath-
channel effects and RF interference, it can still provide coarse
indoor localization estimates [7], [12], [37]. The role of RF
localization in Falcons sensor fusion is to help mitigate the
limitations of the more accurate VLP implementation.

B. VISIBLE LIGHT POSITIONING
Visible Light Positioning systems benefit from very dom-
inant line-of-sight (LOS) components which help mitigate
the effect of multipath which allows implementations to
attain a higher accuracy than traditional RF based sys-
tems [38], [39]. Recent research into VLP largely falls into
two approaches; photodiode-based localization or image-
sensor based localization. Photodiode approaches typically
aim to triangulate/trilaterate a receiver node with reference
to multiple stationary luminaires. This is accomplished by
transforming chosen metric readings into an angle/distance
from a specific luminaire. Some common metrics available
to photodiode based VLP systems include received signal
strength (RSS) [5], [40], time of arrival (TOA) [41], time
difference of arrival (TDOA) [42], [43] or angle of arrival
(AOA) [44], [45]. When multiple luminaires are concurrently
visible, a multiplexing scheme [3], [46] needs to be employed
to ensure the receiver can decode and isolate the metric for
each luminaire. For VLP approaches using phosphor-coated
white LEDs, the accuracy is limited by the signal bandwidth
since the response speed of the phosphor coating is slow.
However, the bounds on position estimation accuracy are
typically within the order of centimeters which is suitable for
most indoor localization systems [41], [47].

Image-sensor based VLP uses a camera to capture an
image of the visible luminaires. This approach benefits from
less multi-luminaire interference than photodiode approaches
as the image contains physically separated luminaires.
A downside of this approach is that the off-the-shelf camera
sensors may be required to exploit the rolling shutter effect
to attain decodable images [38]. Since physical characteris-
tics vary between camera sensors, image-sensor based VLP
results may not translate between camera platforms. Another
limitation is that the separation between the transmitter and
receiver must be small to ensure each luminaire contains
enough pixels within the image to localize [17]. Simula-
tions involving typical indoor scenes, where the Cramer-Rao
Lower Bound (CRLB) was derived show that the position-
ing accuracy of an Image-sensor approach is in the order
of centimeters, with an azimuth angle error of less than
1 degree [47].

Recent VLP implementations include a novel Gaussian
Process approach tracking a Tablet [48], with an average
accuracy of 0.56m. However this work does not consider
occlusion, as the receiver alwaysmaintain LOSwith the lumi-
naires. A hybrid solution was presented in [44] using simu-
lated Wi-Fi and VLP with a reported accuracy of 0.1395m.
However they did not implement a working system, and
simulation also assumes ideal luminaires with no furniture
within the room.Many implementations rely on a trilateration
based approach [49] and recent implementations have been
able to attain sub decimetre level accuracy within standard
indoor environments [5], which is significantly better than the
performance of most RF based RSSI implementations.

One of themajor limitations of the reported physical imple-
mentations of VLP is that they do not properly account for the
intermittent light occlusion that VLP receivers suffer from
in common indoor, furniture rich environments. Our pro-
posed system seeks to rectify the problem with occlusion by
implementing a practical implementation featuring a fusion
of a VLP receiver and zigbee radio. The fusion will also
allow for localization in areas like hallways with row aligned
VLP sensors that cannot normally converge and will allow
for a coarse position estimate even when the luminaires are
turned off. This will also provide localization results from
multiple physical environments which is lacking in existing
literature.

C. SENSOR FUSION
Multiple sensor approaches have been proposed for indoor
localization in existing literature. Mobile phones are com-
monly used as localization targets which has allowed for the
fusion of Inertial Measurement Unit (IMU), Wi-Fi and Blue-
tooth metrics for localization efforts [50]–[52]. Simultaneous
Localization And Mapping (SLAM) was developed to help
robots define their current location whilst also creating a map
of the environment. SLAM implementations fuse information
from multiple sensors to improve the accuracy of localiza-
tion/mapping. Traditionally these systems have had a high
implementation cost. However, recent research has looked
into solving SLAM using low-cost sensors which typically
fuse a camera with odometers and ultrasonic rangefinder
sensors [53]–[55]. A comparison of the proposed Falcon and
existing Sensor Fusion approaches is given in Table 1. As we
can observe, the Falcon is very low cost, flexible and robust
compared to the other existing systems.

D. CONTRIBUTION
As far as the authors are aware, this is the first reported work
to physically implement a hybrid VLP/RF solution. The work
also contains the following novel components:

1) The hybrid Falcon system (incorporating both VLP and
RF) solves the problem of visible light occlusion within
existing VLP approaches. This allows Falcon to work
in realistic environments when the lights are not always
turned on. Falcon also offers superior accuracy over
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TABLE 1. Sensor fusion implementations.

existing wireless approaches, when a lighting resource
is available.

2) The proposed Falcon system presents a new hybrid
Potential Fields andNeural Net based approach that has
not previously been implemented for VLP or RF Indoor
Localization.

3) Falcon is designed to work in hallways that feature row
aligned luminaires, a scenario in which traditional VLP
approaches are unable to converge.

III. SYSTEM OVERVIEW
The Falcon system tracks a target node based on its relative
position to known ceiling mounted anchor nodes. The target
node features a tag equipped with both a zigbee radio and
a photodiode, whilst each anchor features a collocated VLP
transmitter and zigbee module. VLP is the primary localiza-
tion system in Falcon as it provides a higher accuracy than
the wireless based localization. Wireless localization using
zigbee is incorporated to overcome several key issues with
the VLP localization approach. Firstly, it enables the sys-
tem to remain operational when the lights are off. Secondly,
it allows for localization even if the luminaires are mounted in
a straight line or some of the luminaires are occluded. Finally,
it prevents the VLP approach to converge to incorrect local
minima.

The Falcon system works in two stages, as outlined
in Fig. 1. During the Offline phase, the system collects both
optical and RF samples. The RF samples are used to train a
convolution neural net [56] that infers which region of interest
(cell) a target is likely residing within. The optical samples
are used to create two models. The first model maps the rela-
tionship between the received lights power intensity and the
distance between the receiver and anchor nodes. The second
model applies weights to the distance model based on how
reliable the model is at varying distances from an anchor
node.

The Online phase can be broken down into a further two
stages. In the first stage, the RF neural net classifies a region

of interest based on the trained model and the current
RF samples. The system also uses the current optical sam-
ples to calculate a weighted distance between the tag and

FIGURE 1. Falcon algorithm overview.

each anchor node. More details can be found in the Algo-
rithm 1 pseudo-code. In the second stage, the iterative Force
based Visible Light Positioning (FVLP) converges on a posi-
tion estimate by using the RF region of interest as a starting
point, and the VLP distances to refine a final estimate.

A. FALCON HARDWARE
The Falcon hardware was designed to use a remote tag node
to receive optical andRF signals from ceilingmounted anchor
nodes. The roaming target node periodically broadcasts a
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communications request. Each ceiling node in range of this
broadcast replies to the roaming node. The target records the
RF RSSI value, ID and VLP power of each reply it receives
and passes these to the processing computer for training
during the offline period, or classification during the online
phase. The Visible Light Positioning system consists of a
photo diode acting as a receiver to measure the intensity of
the received light at different frequencies. This approach was
chosen over an image-sensor based approach as it allows for
lower cost receivers (photodiode tags). One of the objectives
of the developed VLP is to employ it for asset tracking by
leveraging existing lighting infrastructure. Therefore a pho-
todiode approach has deliberately been chosen as it makes
the deployment of a large number of tags economically fea-
sible. We also recognize the fact that phosphor-coated white
LED luminaires are limited by their response time. However,
off the shelf luminaires have been chosen to represent the
realistic lighting infrastructure of a built environment. The
developed VLP is not a VLC based data communication
system. Rather than transmitting data, each luminaire is trans-
mitting an unmodulated sinewave of a unique frequency so
that the signal strength from each visible luminaire can be
estimated. Therefore, the bandwidth constraint of the LEDs is
not a major concern for our VLP approach. The bandwidth is
large enough to accommodate a sufficient number of unique
sinewave frequencies to be chosen to provide ID for each
luminaire.

The photodiode intensity information is passed through an
inverse Lambertian propagation model [64] to determine the
distance between the receiver and each transmitter. A custom
potential fields approach, FVLP, is then used to localize the
target receiver.

Since this paper is focusing on systems that are affordable
and could be implemented into preexisting built environ-
ments, a driver board was developed that can be retrofitted
into existing LED luminaires by sitting between their driver
and the luminaire itself.

The modulation/demodulation circuitry is based on
IM/DD. The modulator was designed to work on frequencies
between 2kHz and 4kHz. This allows the use of cheaper com-
ponents as lower frequencies could be more easily generated
and literature shows that any flicker generated above 1.25kHz
can be considered low risk for humans [65]. The five fre-
quencies chosen for modulation were 2.6kHz, 2.8kHz, 3kHz,
3.2kHz and 3.4kHz. A proportional integral systemfine-tunes
the oscillators. This results in a generated frequency error of
less than 5Hz even with cheap capacitors and potentiometers.

The custom modulation boards were installed as part of
the Anchor Nodes in two environments, a small Laboratory
(1.8m × 2.7m) and an adjacent hallway shown in Fig. 2.
A summary of the hardware used can be seen in Table 2.

IV. Algorithm
As discussed before, Falcon requires an offline phase fol-
lowed by an online one. During the Offline phase, Falcon is
given a list of cell locations. Each cell represents an area of

FIGURE 2. Anchor nodes installed in hall.

TABLE 2. Falcon hardware.

ground defined by user in advance. Further information about
the cell layout used is given in SectionV. Falcon takes the raw
RSSI fingerprint values collected during the offline phase and
allocates them to their appropriate known cell. These raw
RSSI values, and their associated cell form the input data for
training the CNN. During the Online phase, the trained CNN
will then output (classify) a cell of interest, for any given raw
RSSI input vector.

Falcon also creates a distance model between the tag and
each of the anchor nodes using the VLP resources.

It should be noted that a CNN was chosen as it offers a
simple implementation for classification based on raw RSSI
values that have not been pre-processed, and where the abso-
lute position of the anchor nodes may be unknown. Other
approaches such as SVM, Particles Filters or Euclidean dis-
tance are also viable for providing a coarse RF based position
estimate [66].
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At the beginning of the Online phase, Falcon collects live
RF and VLP samples. The RF section uses the live samples
to infer a region of interest (cell) from the pre-trained CNN.
The VLP section calculates the distances and weights from
the live samples, based on the pre-calibrated models. The
Potential Fields based VLP algorithm (FVLP) then uses the
RF CNN cell of interest, VLP distances and VLP weights to
iteratively converge on a final position estimate.

A. OFFLINE PHASE
During an initial calibration stage the target node collected
optical samples in 13 locations in the Laboratory andHallway
respectively. RF samples were taken at 26 locations in the
Laboratory and 18 locations in the Hallway. A raw RSSI
sample is 1 byte long and represents a estimation of the
received signal strength of a zigbee packet. The raw sample
is converted to dBm by subtracting a vendor specific offset.
A raw VLP sample is an estimation of the received power
from the receiving photodiode. The output of the photodiode
at location (x,y) is given by:

r (t) = 6L
i=1CiB sin (2π fit + θi) (1)

where L is the number of visible luminaires at location (x,y),
B is the amplitude of the sinewave, fi is the frequency of
the sinewave ID of the ith luminaire, θi is the phase of the
sinewave ID of the ith luminaire at location (x,y) and Ci
depends on the response of the photodiode at the frequency
fi and the optical channel between the ith luminaire and
location (x,y). This is essentially a function of the distance, di
between the photodiode at location (x,y) and the ith luminaire.

By assuming that the receiver and transmitter planes are in
parallel, we can simplify the well-known Lambertian propa-
gation model [64] for the received power to:

Pr,i =
Pt
d2i

(
m+ 1
2π

)
cosm(∅)Acos (ϕ) (2)

where di is distance between the transmitter / receiver, m is
the Lambertian order, ∅ is the irradiation angle, A is the area
of the VLP detector, ϕ is the incidence angle, Pt is the power
of the sinewave carrier and is given by (B/

√
2)

2
. This value

is constant for all luminaires, at all receiver locations. Pr,i is
the received power of the ith luminaires carrier.

Since the VLP transmitter and receiver planes are in paral-
lel, we have cos(∅) = cos(ϕ) = h/d . This allows for (2) to
be further simplified to:

Pr,i =
GPt

d (m+2+k)i

(3)

where G is a constant gain of A
(
m+1
2π

)
h(m+k), and k is a

constant added to adjust the fall off characteristics, which
are affected by unique hardware differences in the transceiver
pair.

Using the Pythagoras theorem, the radial distance is

given by dr,i =
√
d2i − h

2. Combining this with (3) and

FIGURE 3. Side view of VLP system.

rearranging, we have

dr,i =

√√√√(GPt
Pr,i

) 2
(m+2+k)

− h2 (4)

The relationship between the transmitting luminaire,
the receiving photo-diode and the radial distance from (4)
can be seen in Fig. 3. Since the environment contains mul-
tiple luminaires, we can estimate, Pr,i, the power for each
luminaire by using periodogram analysis.

Assuming that r (t) is windowed by a length-N window
w (n) , 0 ≤ n ≤ N − 1,where x (n) = r (t) · w (n) . The
discrete-time Fourier transform (DTFT) of x (n) is given by:

X
(
ejω
)
= 6N−1

n=0 x (n) e
−jωn (5)

This can be used to estimate the power spectrum as:

P̂xx (w) =
1
βN

∣∣∣X (ejω)∣∣∣2 (6)

where β is a constant normalization factor. We can ignore β
as it will act as a constant scaling factor that would remain
the same at all locations. We can use (6) and the known mod-
ulation frequencies to estimate the Pr,i for each luminaire.

During the Offline phase, we collect Pr,i estimates for each
luminaire, at multiple locations (18 for the Hallway, 26 for
the Laboratory) with known radial distances. We can then
minimize the error between the estimated radial distances
(dr,i) and the actual radial distances (da,i) to attain the best
values for G and k in (4). This can be defined as using
minimization to solve :

argmin
G,k

∥∥dr,i − da,i∥∥ (7)

where dr,i is a vector of the estimated radial distances
from the ith luminaires at the offline calibration locations
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FIGURE 4. Model relating received power (Pr) and radial distance (dr).

(18 for the Hallway), and da,i is a vector of the actual cor-
responding radial distances.

Once optimal values are calculated for G and k , (4) can
be used as a model to map a radial distance to any given
luminaires Pr in the Online phase.

A typical model showing the relationship between Pr,i and
dr,i is shown in Fig. 4. The Lambertian model has regions
with steep gradients, as shown in Fig. 4. Measurements from
this region are preferable as dr,i has a higher resolution when
predicted using equation (4). This can be exploited byweight-
ing each luminaire with an absolute of the derivative of (8).
This results in the region indicated in Fig. 4 receiving higher
weights. The weighting index model (W1:i) is created to act as
an index lookup table which contains a weight model (Wi) for
each luminaire within the system. When the system receives
a new Pr,i estimate, it is passed to the weighting index model
which returns an individual weight. The process for creating
each weight model (Wi) inside the weighting index model
(W1:i) is as follows. We rearrange (3) and (4) to obtain

Pr,i =
GPt

(d2r,i + h
2)

m+2+k
2

(8)

Let

´Pr,i =

∣∣∣∣ d
dd r,i

Pr,i

∣∣∣∣ (9)

Then it can be normalized by

qi =

 ´Pr,i −min( ´Pr,i)

max
(
Ṕr , i

)
−min( ´Pr,i)

 (10)

so that 0 ≤ qi ≤ 1. The ith luminaires weighting model is
then obtained by subtracting an LED’s offset to shorten the
tails, giving us

Wi = H (qi − gi) (11)

where H is the Heaviside step function, used to set any tail
with a negative weighting to 0, and gi is the ith luminaires tail
offset.

Once the VLP distance model (4) and weight model (11)
have been calculated, the system begins calibrating the wire-
less model. The wireless system uses the RSSI samples to
create a convolutional neural network that divides the physi-
cal environment into predetermined grid sizes. The structure
of the CNN used in Falcon is kept constant, but a separate
CNN is trained for each partitioned location present. This has
been done as it offers several benefits. Firstly, by having a
smaller CNN that only incorporates the RF resources visible
on a per location basis, CNN training is simplified. This
means that on average it takes less than 2 minutes to train a
room using the processing pc. RF localization systems based
on RSSI are highly susceptible to multipath, which means
their dynamics can significantly change due to environmental
changes such as moved furniture. By segmenting the system
per location, we can retrain the CNN on a per location basis.
This ensures that the system is scalable and doesn’t need
complete retraining when environmental changes occur, but
rather localized retraining should be sufficient.

A CNN was chosen as a fully connected architecture was
deemed to be unnecessary for RSSI based localization as
long as local features can be identified. Since RSSI data
arrives at regular intervals at a higher frequency than expected
movement, the data should exhibit strong autocorrelation
over small intervals. Since convolutional networks assume
locality, they should perform well with raw time series RSSI
data.

When collecting offline samples, 800 samples were taken
from each ceiling mounted radio within range, at each test
point. In the hallway 5 radios were detected and measure-
ments were taken at 18 test locations which resulted in a
[5 × 800 × 18] output RSSI array. To turn the RSSI samples
into RSSI ‘images’ ready for CNN training, we create square
matrices, grouping RSSI samples based on how many radios
were detected. For the hallway scenario, this meant splitting
each of the 18 test locations into 160 [5 × 5] matrices
where each column represents RSSI from each radio and each
row represents multiple samples from a single radio. These
images are then randomly split in a 3 to 1 ratio of training
images and validation images and passed to the CNN. The
structure of the CNN used is outlined in Table 3.

The training was controlled by an output function which
would stop the CNN training period if over any 6 consecutive
validations, there had been no accuracy improvement seen
in any of the validations. At this stage, the Falcon system
transitions from the Offline training phase to the Online local-
ization phase. A summary of the Offline phase is provided as
Algorithm 1.

B. ONLINE PHASE – STAGE 1
The first stage of the Online phase involves preparing the
inputs for the final iterative FVLP approach, as can be seen
in Fig. 1. During each update, the RF section uses the live
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TABLE 3. Convolution neural network parameters.

Algorithm 1 Offline Phase
1: procedure Calibration(trainingLocations,LEDs)
2: Cells = number of cells
3: K [1 : count(LEDs)] = a constant per light derivative

offset factor
4: for each location in trainingLocations do
5: VLPfft = fft(location.signal)
6: VLP Intensity = isolate per freq(VLP fft,

LEDs)
7: if location is inside a new predefined cell then
8: Cell id = Cell id + 1
9: end if
10: RF data = [location.RF RSSI ,Cell id]
11: end for
12: Distance vector = 0.01 : 0.01 : 8 F artificial

distance index from 0.01 - 8m
13: for i = 1 : count(LEDs) do F Calculate distance and

weighting models for each LED
14: VLP[i].model = lambertian(VLP Intensity[i, :

],LEDs[i])
15: Power vector =

inverse(VLP[i].model).predict(Distance vector)
16: tempw = normalize(−1 ∗

derivative(Power vector))− K [i]
17: VLP[i].weights = U (tempw) ∗ tempw FWhere

U(x) is the Unit Step Function
18: end for
19: [RF t,RF v] = random(RF data)F Randomly split

into training/validation sets
20: RF CNN = train(RF t,RF v) F Train the Neural

Net
21: Return [VLP,RF CNN ]
22: end procedure

RSSI samples to classify a region of interest (cell) based on
the pre-trained CNN from the offline phase. The VLP system
estimates the received power from each luminaire and uses
Equation (4) to map each received power measurement to a
radial distance between the tag and its respective luminaire.
Each luminaires distance is then assigned a weight by pass-
ing the distance through the weighting lookup table created

during the Offline phase. Finally, the VLP Distances, VLP
Weights and the CNN region of interest are passed onto the
FVLP algorithm for final position estimation. Online Phase –
Stage 1 is given by Algorithm 2.

Algorithm 2 Online Phase
1: procedure Localization(VLP,RF CNN ,RF RSSI ,
LEDs)

2: for each timestep do
3: VLP fft = fft(VLP.signal)
4: VLP Intensity = isolate per freq(VLP fft)
5: Cell = classify(RF CNN ,RF RSSI ) F Retrieve

the predicted cell from trained CNN
6: for i = 1 : count(LEDs) do F Calculate radial

distance and weight for each visible LED
7: VLP Distances[i] = VLP[i].model(VLP

Intensity[i, :])
8: weights[i] = VLP[i].weights(floor

(VLP Distances[i])+ 1)
9: end for
10: Position = FVLP(LEDs,VLP Distances,

weights,Cell)
11: end for
12: Return Position
13: end procedure

C. ONLINE PHASE – STAGE 2
The FVLP system initializes its initial position state reported
from the CNN as the center of the cell of interest. The FVLP
localization system is an iterative approach that is based on
the pathing method using Virtual Potential Fields [67], [68].
FVLP is passed a dr,i for each visible luminaire. This is
equivalent to creating a circle around each luminaire with
radius dr as shown in Fig. 5. We define the distance between
the previous position state and the current position state as:

−−→
d1,i = P− Li (12)

where
−−→
d1,i is the (x, y) distance vector between the previous

position estimate and the ith Luminaire, P is the (x, y)
coordinate of the previous position state estimate, and Li is

the (x, y) coordinate of the ith Luminaire.
If the previous position state lies outside the luminaire’s

circle, an attractive force is applied from the previous position
state towards the luminaire’s location. If the previous position
state lies within the circle, a repulsive force is applied from the
luminaires location towards the circles circumference. This is
detailed in Fig. 9. The force applied to P, with respect to Lican
be defined as:

−→
Fi = −

 −−→d1,i∣∣∣−−→d1,i∣∣∣
Fi (13)

where Fi is defined as:

Fi = S
(∣∣∣−−→d1,i∣∣∣− dr,i)Wi (14)
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FIGURE 5. (a) FVLP force = 0. (b) Attractive force. (c) Repulsive force.

Algorithm 3 Visible Light Positioning - Force based Local-
ization
1: procedure FVLP(LEDs,VLP Distances,weights,RF
Cell)

2: max iterations = 100
3: Position = center(RF Cell)
4: forceVector = [0, 0]
5: stepSize = 0.1
6: anchors.LEDs = LEDs
7: anchors.weights = weights
8:

9: for i=1:max iterations do
10: netForce = [0, 0]
11: for j=1:count(anchors) do
12: deltaPos = Position− anchors(j).LEDs
13: force = (mag(deltaPos)− VLP

Distances(j)) ∗ anchors(j).weights
14: netForce = netForce− 1 ∗ (deltaPos/mag

(deltaPos)) ∗ force
15: end for
16: Position = Position+ netForce ∗ stepSize
17: if mag(NetForce) < 0.01 then F If convergence

reached then return early
18: break
19: end if
20: end for
21: Return Position
22: end procedure

where S is a force scaling factor used to limit the maximum
movement per iteration, dr,i is the radial distance of Li, as
defined in (4), and Wi is a weight for Li, as defined in (11).

The total force applied at an iteration can be given by:

FT =
∑L

i=1

−→
Fi (15)

At the end of each iteration FT is applied to P to attain a new
position state estimate.

Pnew = P+ FT (16)

FIGURE 6. Laboratory and hallway cell layouts.

If FT is very small or FVLP reaches its maximum allowable
iterations, Pnew is returned as the final position estimate.
Otherwise Pnew is used as P in the next iteration. The pseudo
code for this process can be found in Algorithm 3.

V. EXPERIMENT AND RESULTS
The testing was undertaken in two locations (Laboratory
room andHallway) with two states (Smart Lights switched on
/off). It is assumed that when a Smart Light is switched off,
the luminaire is switched off but the radio resource remains
available.

The laboratory area was split into 6 contiguous cells
of 0.9m× 0.9m to define the test area. The Hallway was split
into 8 contiguous cells with an average cell size of 0.9m ×
2.4m. The test layouts can be seen in Fig. 6.

A summary of the Experimental Results can be found
in Table 4.

A. EXPERIMENT 1 – LABORATORY – LIGHTS ON
In an ideal environment where the luminaries have good
spatial separation across 2 axes, VLP localization can pro-
vide much higher accuracy than RF based active tracking.
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FIGURE 7. (a) FVLP Convergence issues. (b) FVLP forces direction.

TABLE 4. Experimental results.

The Falcon system uses the RF resource to define a region
of interest. The region of interest is passed to the FVLP
section which uses the VLP information to converge towards
a refined position estimate.

The target traversed from one side of the room to another,
passing under a table (where LOS to the luminaires was lost)
in the process. The system was 100% accurate at detecting
whether the target was underneath the table (and thus using
RF tracking) or within an unobstructed area (using VLP).
This translated to a real world error of less than 0.4m (cell
level) when the lighting was completely occluded by the
table. The system attained an average error of 0.12m for the
rest of the room. It should be noted that the system was able
to achieve a similar level of accuracy when partially occluded
(only two luminaires visible when the tag is partially under
the table) and when all luminaires were visible.

B. EXPERIMENT 2 – LABORATORY – LIGHTS OFF
When the lights are off the localization is estimated solely by
the RF section. The CNN had a cell level accuracy of 99.92%
during training. During the live period, the CNN was asked
to classify live data based on the trained network. The target
was positioned in 26 test locations within the laboratory,
with 800 samples taken per location. The live samples were

turned into RSSI ‘images’ in the same way as the training
samples. The system could correctly classify which 0.9m2cell
the target was in during the live phase with 99.59% accuracy.

C. EXPERIMENT 3 –HALLWAY – LIGHTS ON
In the hallway the luminaires are aligned in a single row.
Traditional VLP will not function as trilateration schemes
will not resolve due to the system only having information
from one axis. It should be noted that VLP fingerprinting
methods could also resolve this, but would require significant
offline training to attain decimeter level accuracy.

To rectify this convergence issue, we first used the RF
localization to determine a cell of interest. The center point
of the chosen cell is then used as the initial position state esti-
mate for the FVLP algorithm. As shown by Table 3, we were
able to attain an average error of 0.09m, and a maximum
error of 0.16m, as the system can correctly converge when
initialized with a course localization estimate.

D. EXPERIMENT 3 –HALLWAY – LIGHTS OFF
During the live phase the target was randomly positioned
10 times with 800 samples taken per position. It was also
ensured that at least one position was taken within each of the
8 cells. Both the trained CNN and live CNN classification had
100% accuracy. We attribute this localization improvement
to the fact that the average cell size (2.16m2) was larger
than the laboratory (0.9m2) and that the hallway was much
less cluttered than the laboratory, reducing the effects of
multipath.

E. RESULTS
F. CONVERGENCE
Typical trilateration schemes fail when the anchors are row
aligned as there are multiple solutions. In Fig. 7a this can be
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represented by the two red circles closest to the cluster centers
which represent the two possible (mirrored) solutions.

The FVLP Potential Fields localization method has five
possible locations of convergence as shown by all five red
circles in Fig. 7a. FVLP has more regions of convergence
than traditional trilateration because the dynamic weighting
method used allows for the springs to have a net force of
zero even if the current position estimate is not along the
radial distances. The complete Falcon solution solves this by
passing a cell center reference from the CNN implementa-
tion. The center of each cell (cluster) is represented by an
‘X’ in Fig. 7a. By passing the correct cluster center as an
initial starting condition, the FVLP approach will converge
towards the closest convergence candidate, which will always
be the correct solution. This allows for the Falcon approach to
correctly converge even if only two VLP anchors are visible.
It also works when only one anchor is visible as the visible
anchor will pull the coarse RF estimate towards a region of
interest which will always offer higher accuracy than solely
using the RF cell of interest.

Sensor fusion has been extensively studied in the litera-
ture and several common pitfalls have been identified [69].
In particular, the issue of poor performance due to incorrect
sensor information is a valid concern. In Falcon we can
identify 3 areas where performance may suffer; line of sight
obstructions between the VLP receiver and ceiling mounted
luminaries, multipath obstructions within the RF environ-
ment, and total loss of VLP information (e.g. the lights are
switched off). Falcon has been implemented in a way that
though these situations will cause performance degradation,
the chance of critical failure is minimized.

The proposed FVLP approach has several features that
facilitate its robustness. Namely, it runs in real time contin-
uously during the online phase. It can identify sudden unex-
pected changes in VLP signal quality and react appropriately.
In the case of complete VLP signal loss it can fall back to an
RF based coarse position estimate.

If line of sight is lost between the VLP receiver and cor-
responding luminaire, sudden unexpected change in received
power will result in a reduction of the weight/trust assigned
to that link distance estimate. If two luminaries remain within
sight of the receiver, the position estimate should not be
affected. The trust/weight will be restored to the lost link
when it reports a reasonable distance correlating with the
remaining links. This means that performance is only reduced
when only one luminaire is visible. The system’s accuracy
will still be higher than what can be achieved through the sole
utilization of the RF section.

In case of an RF failure due to a miss classification from
the neural-net, the final position estimate will be largely
unaffected. This is due to the fact that Falcon is primarily
reliant on VLP for localization. For example, consider a
situation where the location reported by the FVLP system
indicates that it is heading towards a region of uncertainty
within the environment (row aligned lights in a hallway).
At such a time, the system will start to add more weight to

the RF measurement to ensure it correctly tracks through the
region. The boundaries of the RF cells can be used as the
regions of uncertainty. This means that once the system has
a lock on where the target is, transient interference, even if it
causes significant misclassification of cell position, does not
significantly degrade the overall performance of the system.

In the extreme case where no luminaires are visible or the
lights are turned off completely, the system can fall back to
an RF based approach. This has no impact on the accuracy of
the RF section.

In the worst case scenario where the lights are turned
off and there is significant interference affecting wireless
propagation, Falcon will fail to function. However, it should
be noted that in these situations, standalone VLP or RF
Localization systems would also fail.

VI. CONCLUSION & FUTURE WORKS
Falcon has shown that fusing a RF RSSI localization system
with VLP can increase the robustness and performance in
real life scenarios. In the hallway, a traditional trilateration
based localization approach was impossible as the lights only
provided information along one axis. By using the collocated
RF resource to infer a region of interest, a horizontal dis-
placement offset could be achieved. The VLP system used
the displacement offset information provided as a secondary
axis to attain sub decimeter level accuracy in that scenario.
The wireless localization capability also keeps the system
functional when the lights are off or there is occlusion.

The CNN for the RF data only focused on a station-
ary target at given locations. RSSI data for moving targets
could be recorded and incorporated as a second channel to
the CNN input image. The Falcon RF Classification stage
uses the unique cell ID as the output. Sub cell RF local-
ization could potentially be obtained by using the proba-
bilities for each cell rather than the final cell id. By using
the probabilities as weights, trilateration could be performed
between the high probability cells to attain sub-cell reso-
lution. Another option would be to explore different wire-
less localization approaches such as using SVM, particle
filters or the Bayesian methodology.

A dynamic calibration scheme could be developed to check
the accuracy of the RF classification vs the VLP, and to
periodically retrain the CNN to ensure the accuracy remained
acceptable.

The Falcon transmitter and receiver were kept in parallel.
Receiver rotation due to the movement of the target would
introduce error to the Lambertian model. Further develop-
ment is required to measure the device rotation as it is being
tracked and calibrate the model accordingly.

The experiments were conducted in the evening to
avoid people walking through the target area. Therefore,
the receiver did not need tomitigate the effect of ambient light
as it was not strong enough to saturate the receiver. Further
work will explore using variable gain amplifiers to allow the
system to work under all lighting conditions.
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