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ABSTRACT Oil palm can be reflected as the main contributor to capital investment, technology, foreign
workers’ employment, and knowledgemanagement. There are risks and uncertainties arising from instability
of crude palm oil (CPO) prices. Therefore, this research develops a new CPO price forecasting method using
weighted subsethood-based algorithm in order to generate fuzzy rules of forecasting. The concept of fuzzy
rule-based systems was embedded in fuzzy time series application to generate fuzzy IF-THEN rules. This
paper aims to enhance the efficacy of time-series forecasting, which would in turn increase the accuracy of
the predictions. The CPO prices data set was used for validation purposes. The accuracy of forecasting of
the proposed method was compared with previous methods. The numerical results are comparable with the
previous methods. The outcomes of the proposed method have shown an increase in the accuracies of the
CPO price forecasts. As such, the above-mentioned method can be utilized for the creation of a new set of
fuzzy rules to better predict CPO prices.

INDEX TERMS Fuzzy time series, fuzzy rule-based systems, weighted subsethood based algorithm,
forecasting CPO prices.

I. INTRODUCTION
Malaysia was, and still is, the world palm oil leader in terms
of production and export in light of huge increases in its
production and export capacities [1]. To date, the largest
revenue of the agricultural sector in Malaysia is accounted
for by palm oil products [2]. Besides, people from 150 coun-
tries are currently consuming it. This demonstrates the vital
importance of this industry in Malaysia. From 2001 onwards,
it has been known that, palm oil has surpassed timber and
rubber in terms of contribution to the local gross domestic
product (GDP) [3].

Besides, it is found in the previous literature that the price
of palm oil is volatile and the instability of palm oil prices
will affect many sectors especially the country’s earnings
indirectly [4]. CPO price volatility is a form of insecurity
for the players in the palm oil industry, which includes the
producers, marketers, and end users. Therefore, accuracy of
price forecasting is required to ease decision making in the
event of immense economic instability [5]. It was also men-
tioned in [6] that predictions which a high degree of accuracy
are paramount, as the decisions devised with reference to the
same will have an effect on the true market performance of

this commodity. Thus, it is necessary to monitor the growth
of Crude Palm Oil (CPO) prices in the past as well as in
the future [7]. In order to improve CPO price forecasting
accuracy, one should take daily CPO price data to measure
whether there is any factor that would change the price [8].

Although there are many methods of CPO price forecast-
ing, the forecasting error is still debated due to high percent
errors. As all known that, the forecaster’s decision making
on forecasting is very important in order to maintain the
production in the oil palm business. Furthermore, the CPO
price instability due to factor uncertainties is the major issue.
Thus, the fuzzy method is useful in handling the uncertainty
in the data. In many cases, forecasting of future values of
CPO price has the limitations in terms of accuracy. A fore-
caster also faces difficulties in determining the appropriate
method to be used in forecasting. Although these methods
are well suited for measuring the efficiency and accuracy
of the forecasting, they do not intend to address the use of
fuzzy approximate reasoning, which reflects human thinking,
to allow decision-makers to make the best choice. There are
numerous forecasting methods that are well established by
multiple ways. However, the problem that arises in most
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forecasting methods is the inability of the method to reduce
forecasting error. The methods are also unable to produce
accurate prediction values. Therefore, certain approach has
to be adopted in finding a more suitable method which can
address these drawbacks. Thus, this research proposes a new
forecasting method using fuzzy rule based time series.

The new approach can be expected to offer several con-
tributions to enhance the forecasting method. The proposed
WSBA produces new fuzzy rules, which carry new infor-
mation, alongside with the previous rules obtained in the
previous method. This may help to confirm or refute rules
devised by humans or by other automated systems. The use
of linguistic hedges in fuzzy approach allows more flexible
judgment compared to numerical values, in particular when
comparing forecasting performance. A fixed number of rules
will be generated according to a number of classes which are
defined in the methodology. This method is imperative to the
field of forecasting as it can be used in different forecasting
applications.

II. LITERATURE REVIEW
Many methods have been proposed in relation to CPO
price forecasting. According to [9], many aspects should be
taken into consideration for selection of the methods. This
includes data, financial support, manpower and expertise,
accuracy, as well as significance level. Nevertheless, most
of the methods are relatively expensive and require various
data types and expertise, whose availability could be scarce.
Past methods have their respective advantages and disad-
vantages. The researcher in [10] used Box-Jenkins approach
to forecast monthly CPO prices. Autoregressive Integrated
Moving Average (ARIMA) was applied in finding the suit-
able time series to its past values but the results of the
residuals were orthogonal and not normal. Upon observation,
it is revealed that there were endured serial correlations in the
series. Not only that, there were also problems in deciding
the proper order of model identification stage of ARIMA,
such as parameters and residuals from the fitted model.
Re-identification of a model becomes necessary when an
incorrectly identified model gives rise to inaccurate estima-
tions. According to [11], copious data is required for the
ARIMA model, notwithstanding the difficulty in updating
its parameters in the presence of new data. These problems
raised the risk of selecting models that consist of biggest
error [12].

In another study, an Artificial Intelligence (AI) approach
was used in order to forecast the CPO prices [13]. As such,
this research suggested the utilization of the Artificial Neural
Network (ANN) and Autoregressive Fractionally Integrated
Moving Average (ARFIMA) models to predict the afore-
mentioned parameter with increased accuracy. Between the
two models, the ANN provided superior results compared to
ARFIMA’s. Nevertheless, both models had a weakness that
was more complicated underlying time series characteristics.
As both of them had relativelymore parameters, they required
larger amounts of data. As reported by [14], this downside

was also true for ARIMA. This issue was supported by [15],
who stated that excessive problems occur more frequently in
neural network models compared to other statistical models.
Meanwhile, [16] in their study compared the Multivariate
Autoregressive Moving Average (MARMA) model with an
econometric model to forecast CPO prices. The results indi-
cated that the efficiency of the predictions was higher when
theMARMAmodel was used instead of the econometric one.
However, the Root Mean Square Percentage Error (RMSPE)
result showed that the model produced high percentage of
errors.

In other cases, the researcher in [17] did their study
for stock price forecasting, which the proposed model
had significant performance than existing fuzzy time series
models. From the RMSE value for the proposed model,
the results indicated that it could reduce forecasting errors.
Furthermore, [18] mentioned that their proposedmodel based
on entropy discretization and a fast Fourier transform out-
performed the conventional time series models and could
effectively handle any kind of time series forecasting prob-
lems. There was also a study in [19] which proposed a
high-order fuzzy time series model for internet stock trading
and the results also outperformed the conventional fuzzy
time series models. The researcher did mention that the
study generated decision rules and effective high-order fuzzy
time series model, but needed more research to further
validate their performance. Besides that, according to [20]
and [21], the application of fuzzy approach-based reasoning
in forecasting was successful. In addition, fuzzy rule-based
systems (FRBS) employ semantic models to reason with
reference to intuition [22]. There were numerous applications
of FRBS in real world problem classifications in the area
of fuzzy systems. More and more studies over the past few
years have demonstrated that FRBS is readily available and
reliable in the sense that it produces results of higher precision
as what supported by [22]. Apart from that, FRBS has been
established as an alternative method to tackle various types of
less precise data, the outcomes of which can affect the thought
and decision-making processes [23]. Fuzzy rule determina-
tion is one of the most important things to be considered
in fuzzy forecasting. The use of these rules implemented in
the fuzzy time series increases the accuracy of the results
produced in forecasting situations that involves subjective,
vague, and imprecise information. Thus, in this research,
Weighted Subsethood-Based Algorithm (WSBA) is proposed
as it is suitable for generating fuzzy rules. WSBA is relatively
an easier method and there are likelihood of the generation of
highly-accurate outcomes in the presence of fewer rules vis-à-
vis other models [24]. The development of WSBA comprises
a modification of the Subsethood-Based Algorithm (SBA)
and generation of fuzzy rules using SBA values as weights.

III. METHODOLOGY
The method used to achieve the objectives was discussed in
this section. There are a total of 5 phases in the said method,
which are described in detail as follows.
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A. PHASE 1: DATA COLLECTION AND PRE-PROCESSING
Crude PalmOil (CPO) prices data of Malaysia were collected
based on the historical daily CPO prices data for the year 2012
until 2016. The data were obtained from the Malaysian Palm
Oil Board (MPOB). A small dataset was used in order to show
how this method works. The CPO dataset was divided into
two subsets: CPO-1, which was used for training and CPO-2,
which was used for testing. Each dataset contained 28 cases.
The CPO price data comprised of three attributes: One day
previous, Two days previous and Three days previous. The
classification outcomes of the CPO price were ranked as Low,
Medium, and High. The proposed fuzzy time series method
is shown as follow referred in [25].

Y = αXt−1 + βXt−2 + δXt−3 (1)

where

Xt−1 = one day previous,
Xt−2 = two days previous, and
Xt−3 = three days previous.

B. PHASE 2: FUZZY RULE GENERATION
In this phase, the process to produce the required fuzzy
model based on WSBA was proposed. To improve the com-
prehensibility of the resultant system, WSBA employs an
algorithm which generates rules with respect to the general
fuzzy laws or the extension of a Mamdani-type FRBS. Five
steps have been taken in this phase:
Step 1: The training dataset as in Table 1 was separated

into three subgroups based on the classification outcomes.
The classification outcomes are calculated based on measure
of location, Qk as follows.

Qk = Lk +

(
k
4N − Fk

fk

)
Ck (2)

where k = 1, 2, 3,

Lk = lower boundary of the class where Qk lies,
N = total number of observations,
Fk = cumulative frequency before the Qk class,
fk = frequency of the class where Qk lies, and
Ck = size of the class where Qk lies.

Step 2: The measure of locations Q1, Q2, and Q3 was calcu-
lated from (2) and this was followed by construction of the
fuzzy membership function for the CPO price dataset. The
fuzzy partition is defined according to the constructed fuzzy
membership function and it is used to transform crisp values
into fuzzy values.
Step 3: For each linguistic term, the values of the

fuzzy subsethood in each subgroup have been determined.
These rules have been created to address the issues per-
taining classification. The extent to which the fuzzy sub-
sethood value A was a subset of B denoted by S (B,A)

TABLE 1. Training dataset (CPO-1).

where S (B,A) ∈ [0, 1] [26], [27]:

S (B,A) =
M (B,A)
M (B)

=

∑
x∈U
∇ (µB (x) , µA (x))∑
x∈U

µB (x)
(3)

where S (B,A) refer to fuzzy subsethood value of fuzzy
set A to fuzzy set B, µA (x) and µB (x) refer to membership
value of x in set A and B respectively.
Step 4: Based on the subsethood values in Step 3, weights

for each linguistic term were calculated. The weightages in
this study ranged between 0 and 1, whereby the former repre-
sented minimum weightage (i.e. of lowest importance) while
the latter maximum weightage (i.e. of highest importance).
Through an expansion of the subsethood explication, fuzzy
sets could now be associated with various linguistic variables.
With the assumption that the value of the subsethood for a par-
ticular linguistic term, Aj, of linguistic variable Awith respect
to classification X was S(X, A), and that A1, A2, . . . ,Al were
within the set of possible linguistic terms for A, then Ai’s
relative weight, W , with respect X was:

W (X ,Ai) =
S (X ,Ai)

max S
j=1,...,l

(
X ,Aj

) (4)
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whereW (X ,Ai) ∈ [0, 1] and i = 1, 2, . . . , l. Hence, every
linguistic term in each conditional attribute now had a specific
weightage. Also, the most and least important subsethood
values of linguistic terms were the largest and smallest ones
respectively. The weightages assigned to every antecedent via
fuzzy rules were non-negative numbers, and these could be
modified with respect to the learning datasets. Additionally,
these weightages were incorporated into the linguistic terms,
which were in turn associated with the conditional attributes.
Thus, the following formula could be used to calculate the
compound weightage, T (A) of the weighted conjunction of
linguistic terms for each A:

T (A) =
(w1

w
(Ai)∇ . . .∇

wm
w

(Am)
)

(5)

where A was the conditional attribute, ∇ the t-norm oper-
ator, Ai, i = 1, 2, . . . ,m the linguistic terms of A which
have been conjunctively combined, and W the largest one
of m associated weights, W (X ,Ai). A t-norm (also called
triangular norm) is a kind of binary operation used in the
framework of probabilistic metric spaces and in multi-valued
logic, specifically in fuzzy logic. A t-norm generalizes inter-
section in a lattice and conjunction in logic.

In a similar manner, the formula below could be used
to determine the compound weight, T (B), of the weighted
disjunction of the linguistic terms related to variable B:

T (B) =
(w1

w
(Bi)1 . . .1

wn
w

(Bn)
)

(6)

where 1 was the t-conorm operator and Bi, i = 1, 2, . . . , n
the linguistic terms of variable B which have been com-
bined disjunctively. T-conorms (also called S-norms) are
dual to t-norms under the order-reversing operation which
assigns 1 – x to x on [0, 1].
Step 5: This step generated the set of rules. The weighted

conjunction T (A) and weighted disjunction T (B), which gave
rise to the weightage in the Subsethood-Based Algorithm,
were utilized to create the fuzzy IF-THEN rules. With ref-
erence to the initial SBA algorithm, ‘‘OR’’ and ‘‘AND’’
were deduced based on the t-conorm and t-norm operators
respectively. In the process, the linguistic rules generated
by the proposed WSBA could be expounded in terms of
an amalgamation of Fuzzy General Rules as well as Fuzzy
Quantifier Rules. Quantifiers like ‘‘some’’ or ‘‘all’’ could
be used to describe the weightages of individual linguistic
terms. To elaborate, ‘‘All’’ denoted a weightage of 1, while
‘‘some’’ otherwise. The interpretation of the degree of the
latter depended on the weightages of each linguistic term.
The execution of the FRBS utilizes these learned rules; the
rule with the largest overall weightage would be regarded as
the concluding classification.

C. PHASE 3: FINAL CLASSIFICATION OUTPUT
Once the rule set is obtained, the classification of CPO price
rank can be performed. Then, the rules were calculated using
the rule set generated and the transformed fuzzy values.

In this part, the Min-Max Operator is used and the classifi-
cation result is based on the highest truth-value.

D. PHASE 4: TESTING THE RULE SET
FOR CLASSIFICATION TASKS
The rule set trained using CPO-1 dataset for classification of
the CPO price rank was then tested using the CPO-2 dataset.
The rules of forecasting were created and these rules were
employed in the current phase to ascertain the forecast trend
for individual CPO prices. Then, the CPO price distribution
forecasting was commenced.

E. PHASE 5: TESTING FOR THE SIGNIFICANCE OF THE
PROPOSED FUZZY TIME SERIES METHOD
Test statistic is tested for occurrence within either of the two
critical regions on the two extremes of the distribution such
as

H0: β1 = β2 = β3 = 0

H1: at least one βi 6= 0

The test statistic used in this research is F0 =
MSR
MSE

, where
MSR = SSR

k and MSE = SSE
n−p with the rejection criteria is

F0 =
MSR
MSE

> fα,k,n−p.

IV. NUMERICAL EXAMPLE
The data collection was divided into two subset data, which
is CPO-1 for training dataset and CPO-2 for testing dataset.
Table 1 and Table 2 show the training and testing datasets
respectively that have been randomly determined.

Table 3 below displays the phrases utilized to denote the
linguistic terms in the entirety of the CPO price dataset. There
are twelve Linguistics terms that have been defined based
on the input and output that will be produced by the chosen
CPO prices. Meanwhile, Table 4 shows the subgroups with
respect to the classification outcomes calculated based on (2).
According to classification outcomes, the training dataset was
divided into three subgroups.

Figure 1 depicts the Fuzzy Membership Function of CPO
price dataset. This function is used to transform CPO price
data into fuzzy values. It is defined according to the criterion
of CPO price ranking.

The subsethood values for each linguistic term in each
subgroup were calculated and the subsethood values which
were calculated according to each classification results are
shown in Table 5, while Table 6 shows the weights for each
linguistic term.

The three rules that have been generated are as follows:
Referring to the values in Table 1, row 1, given that one day

previous, Ai: RM568.43, two days previous, Bi: RM527.50,
and three days previous, Ci: RM531.21, where Ai, Bi, and Ci,
i = 1, 2, 3 refer to the linguistic terms depicted in Table 3.
These prices need to be transformed into fuzzy values, µ(p)
based on the fuzzy membership function in Fig. 1. The cal-
culations are as follows:
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TABLE 2. Testing dataset (CPO-2).

(i) If the price, p falls in the low region (p ≤ 444.83),
the fuzzy value is equal to 1.

(ii) If the price, p falls in the low region (444.83 < p ≤
502.66), the fuzzy value is

µ (p) =
502.66− p

502.66− 444.83
(iii) If the price, p falls in the medium region (444.83 <

p ≤ 502.66), the fuzzy value is

µ (p) =
p− 444.83

502.66− 444.83
(iv) If the price, p falls in the medium region (502.66 <

p ≤ 560.49), the fuzzy value is

µ (p) =
560.49− p

560.49− 502.66

TABLE 3. Labels used for each linguistic term in CPO price dataset.

TABLE 4. Subgroups of CPO prices with respect to the classification
outcomes.

(v) If the price, p falls in the high region (502.66 < p ≤
560.49), the fuzzy value is

µ (p) =
p− 502.66

560.49− 502.66

(vi) If the price, p falls in the high region (p ≥ 560.49),
the fuzzy value is equal to 1.

(vii) Elsewhere, the fuzzy value is equal to 0.

Therefore, from the above calculations, the transformed
fuzzy values are as follows:

µA1(568.43) = 0, µA2(568.43) = 0, µA3(568.43) = 1,

µB1(527.50) = 0, µB2(527.50) = 0.57,

µB3(527.50) = 0.43,

µC1(531.21) = 0, µC2(531.21) = 0.51,

µC3(531.21) = 0.50,

Then, the following rules were calculated using the rule set
generated as shown in Fig. 2 and the above transformed fuzzy
values. In this part, the Min-Max Operator is used.
Rule 1:

X = min[max (0, 0, 0.04) ,max (0, 0.1254, 0.1161),

max (0, 0.1275, 0.32)]

= 0.04
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FIGURE 1. Fuzzy membership function for CPO price data.

TABLE 5. Subsethood values calculated from CPO price dataset.

TABLE 6. Weight for each linguistic term.

Rule 2:

Y = min[max (0, 0, 0.78) ,max (0, 0.57, 0.4257),

max (0, 0.51, 0.47)]

= 0.51

Rule 3:

Z = min[max (0, 0, 1) ,max (0, 0.1539, 0.43),

max (0, 0.1734, 0.5)]

= 0.43

FIGURE 2. Rule set generated.

TABLE 7. The rules of forecasting.

Based on the rules calculated above, the classification
result is Y, which is the CPO price rank is Medium because
the highest truth-value is associated with Rule 2.

Next, Table 7 shows the rules of forecasting that have
been generated and applied in order to determine CPO prices
data forecasting trend which depends on the rules’ terms and
conditions.

The CPO price data trend was defined according to the
classification of the rules and referring to the constructed sub-
interval based on [28] as in Table 8. Then, the CPO prices was
started to forecast.

V. ALGORITHM OF THE PROPOSED METHOD
By summarising the above discussion, an algorithm for the
proposed method is listed as follows:
(i) Acquire and pre-process the data (divide data into two

subsets: training and testing datasets).

VOLUME 6, 2018 32221



N. F. Rahim et al.: Forecasting CPO Prices Using Fuzzy Rule-Based Time Series Method

TABLE 8. The sub-intervals.

(ii) Generate fuzzy rule for training dataset (CPO-1) based
on Weighted Subsethood-Based Algorithm (WSBA).

(iii) Classify the output (CPO price rank) using the rule set
obtained.

(iv) Test the rules set using the testing dataset (CPO-2) and
determine the trend of forecasting.

(v) Use the trend to forecast CPO prices by referring to the
sub-interval obtained.

(vi) The forecast values using the proposed method and
Chen’sModel are evaluated and the percentage of accu-
racy is compared between both methods.

VI. RESULTS AND DISCUSSION
In this section, the experimental results of the forecasted CPO
price obtained are discussed. Table 9 illustrates the compar-
ison of the outcomes obtained by using the previous method
(Chen’sModel) and those by the present approach. In order to
test the rule set trained, the CPO-1 is tested for classification
of CPO price dataset, whereas the CPO-2 dataset is used for
testing. The differences between the forecasting methods are
depicted in Fig. 3.

Referring to Fig. 3, the blue line refers to the actual price
of the CPO. The dotted line refers to the forecasted value
using WSBA and the red line refers to the previous forecast-
ing method (Chen’s Model). The plotted graph shows that
the forecasted values of CPO prices using WSBA is very
close to the actual prices of the CPO. This means that the
forecasted values using fuzzy time series with the proposed
WSBA is better compared to Chen’s Model and performs
more accurate forecasting of the CPO prices. According to
the results in Table 9, it proves that by using present approach,
the forecast values obtained are almost similar to the actual

TABLE 9. Comparison of CPO price forecasting between proposed
method (WSBA) and Chen’s model.

FIGURE 3. The differences in CPO price between actual and the
forecasting methods.

price of the CPO. Nevertheless, among 28 cases, there are
20 worst forecasts from Chen’s Model and none from the
proposed method. This indicates that the proposed method
can consistently improve the forecasting results compare to
Chen’s Model.
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TABLE 10. ANOVA table for the regression.

TABLE 11. Evaluation of methods.

Table 11 below summarises the results of MSE, RMSE,
and the percentage of accuracy for each forecasting method.

From Table 11, the results of MSE and RMSE for the pro-
posedWSBA are found to be lower as compared to the Chen’s
Model. The MSE and RMSE results for the proposed WSBA
are 0.02 and 3.28 respectively, while the MSE and RMSE
results for the Chen’s Model are 0.65 and 17.39 respectively.
This shows that the proposed forecasting method is con-
sistent. The accuracy of forecasting by using the proposed
method is more accurate compared to the Chen’s Model.
Furthermore, Table 10 depicted the ANOVA table for the
regression analysis to proven the efficiency of the proposed.

By taking the significance level, α = 0.025, the value of
f0.025,3,24 from F table is 3.72. From Table 10, the value of F
obtained is 28.517, which is greater than the value of F table.
Thus, the hypothesis H0 can be rejected. Therefore, it can
be concluded that the proposed fuzzy time series method is
fitted. Besides, from the Table 10 we can also determine the
value of R2, which is equal to 78.1 percent. Thus, the pro-
posed fuzzy time series method is fitted and can be used for
generating fuzzy rules in time series forecasting.

VII. CONCLUSION
This research presented the area of data driven Fuzzy
Rule-Based System in the time series forecasting of CPO
prices. This research showed that this new approach have
several advantages that can be applied to strengthen the previ-
ous method. The development of the Weighted Subsethood-
Based Algorithm (WSBA) – a preliminary data-driven
FRBS – from the fuzzy subsethood values, provided ease of
use because default fuzzy rules could be churned out without
the requirement of threshold values. In light of the need for
a system which is easily comprehensible by most people,
particularly forecasters, the said algorithm could be highly
practical. The actual CPO prices data were processed first
by classifying the outcomes (CPO price rank). The data was
taken based on historical daily dataset. Then, the number
of class intervals and sub-intervals obtained from [28] in
the previous work were used to test the developed WSBA.

Utilising the rules created by using the WSBA, the CPO
price forecasting was performed. The comparison of the
CPO prices forecasting between the proposed method and
Chen’s Model also was conducted. This research focused
on generating fuzzy rules using WSBA systematically rather
than judgment by human expertise. Two types of statistical
indicators – Mean Squared Error (MSE) and Root Mean
Squared Error (RMSE) – had been employed to assess the
said model. As mentioned in the result, it can be seen that
the MSE and RMSE results for the forecasting values of
CPO prices using the proposed method were the smallest as
compared to Chen’s Model. The proposed method produced
new fuzzy rules, which carried new information, alongside
with the previous rules obtained in Chen’s Model. As such,
the rules generated by people or automated systems could
be validated or rejected via this model. It can be summa-
rized that the proposed method produced more effective and
accurate forecasting compared to Chen’s Model. Therefore,
the application of this method could facilitate the develop-
ment of systematic forms of forecasting application methods.
Extensive research had been done in solving the algorithms of
finding the best rule from training data. Embedding the rules
in the proposed forecasting method and trying to produce
good results were tedious work. To extend this research, an
improve in rebuilding of membership functions from numer-
ous training set data taken at random in generating the fuzzy
rules are suggested.
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