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ABSTRACT Link prediction is the task of evaluating the probability that an edge exists in a network,
and it has useful applications in many domains. Traditional approaches rely on measuring the similarity
between two nodes in a static context. Recent research has focused on extending link prediction to a
dynamic setting, predicting the creation and destruction of links in networks that evolve over time. Though
a difficult task, the employment of deep learning techniques has shown to make notable improvements to
the accuracy of predictions. To this end, we propose the novel application of weak estimators in addition to
the utilization of traditional similarity metrics to inexpensively build an effective feature vector for a deep
neural network. Weak estimators have been used in a variety of machine learning algorithms to improve
model accuracy, owing to their capacity to estimate the changing probabilities in dynamic systems. Exper-
iments indicate that our approach results in increased prediction accuracy on several real-world dynamic

networks.

INDEX TERMS Deep learning, link prediction, dynamic networks, weak estimators, similarity metrics.

I. INTRODUCTION

Graphs representing a network of nodes and edges can be uti-
lized to model a wide array of real life phenomena and are one
of the most valuable structures we have for understanding the
world around us. The interactions and relationships between
entities that govern this world contain meaningful patterns
that we seek to uncover. Social networks map friendships
between individuals and contain a treasure trove of infor-
mation about communities and influences in our societies.
Computer networks form the foundation of the Internet and
deliver information across nations, containing patterns on
how the digital world works as well as the signatures of
insidious threats to cyber security. And in bioinformatics,
protein interaction networks (PINs) contain vital informa-
tion about biomolecular behavior, containing secrets about
disease and potential cures. So much knowledge can lie in
the nodes and edges of these networks, but the analysis of
these graphs is not a simple task. Networks modeling large-
scale phenomena can contain millions to billions of nodes
and many more edges. Therefore efficiency is just as key
of a concern as effectiveness when designing algorithms for
network analysis.

Associated with these motivations is a particularly valu-
able challenge in network analysis called the link prediction
task. If given the current state of a network, link prediction
focuses on evaluating the probability of the existence of an
edge in a future state. This can be understood to represent
the likelihood of a future friendship in a social network,
a communication in a computer network, or a protein inter-
action in a PIN. It goes without saying that the ability to
forecast interaction events before they occur is a significant
but difficult endeavor. Traditionally, this task was performed
in a static context, meaning a single snapshot of a network is
used to forecast future links. But link prediction is intuitively
understood to be a time-dependent problem, where a network
evolves over time and we seek to predict the creation and
destruction of edges in a changing temporal landscape. To this
end, the concept of a dynamic network is introduced, con-
sisting of several snapshots of a network structure over time.
While link prediction in a dynamic context shares the same
motivations as static link prediction, it is both a more valuable
and challenging exercise. A history of network evolution
provides more information for which to make a prediction
in theory, but it also adds an entirely new dimension to the
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analysis. Thus, dynamic problems inherently involve more
complexity along the temporal dimension. Properties such as
concept drift, where the underlying statistical properties of
the network evolve over time, need to be accounted for.

There are both unsupervised and supervised techniques for
link prediction. Unsupervised approaches involve the devel-
opment of heuristics to assign a score for the probability of
each prospective link. Frequently used are similarity metrics
that gauge the strength of the relationship between two nodes.
These score functions are often based on topological proper-
ties of the nodes like common neighbors and graph distances,
and operate on the principle that a stronger relationship
implies a stronger likelihood of interaction. Alternatively,
supervised approaches attempt to treat the link prediction
task as a binary classification problem, with edges and non-
edges being used to train a classifier. Modern link prediction
research continues to explore both approaches, and there is
ongoing investigation into basic topological features that are
both easy to compute and contain a surprising depth of insight
into link probability. Given the complexity of networks and
particularly dynamic networks, a more recent development
is the application of deep learning techniques. Deep learning
is used to model complex relationships in the data, exhibit-
ing extraordinary capacity to expose previously unseen
patterns.

In this paper, we propose a novel method for building a
computationally efficient, network-size-independent feature
vector for neural network link predictions suitable for real
time applications. We accomplish this by extending similarity
metrics on static networks to the dynamic plane and also
applying weak estimators, which have shown marked effec-
tiveness in improving classification accuracy in dynamic sys-
tems. The result is a deep learning link prediction framework
sensitive to dynamicity that is simultaneously cheap to train
and accurate.

The remaining sections of our paper are as follows.
In Section 2, we perform a survey on existing research in
link prediction on dynamic networks and weak estimators.
Section 3 contains our proposed approach, including the con-
struction of the feature vector, training set, and deep learning
model. Then in Section 4 we apply the proposed method to
the real-world data, testing on three sizable networks and ana-
lyzing the results, and finally conclude the paper in Section 5.

Il. RELATED WORK

A. HEURISTICS AND SIMILARITY METRICS

In Liben-Nowell and Kleinberg’s seminal paper [1], they
formalize the link prediction problem and evaluate the accu-
racy of several heuristics for link prediction. They present
the notion that a future edge between two nodes can be
predicted with accuracy using the basic topological features
of the nodes that indicate the ‘““proximity” or “‘similarity”
of the nodes to each other such as common neighbors and
distance. They find that several such measures have a sig-
nificant correlation with the establishment of future links,
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notably Adamic/Adar [2] and heuristics based on the Katz
centrality [3].

Further research focuses on the development of similar
heuristics, often by extending neighbor-based metrics to sec-
ond or higher degree adjacency. Yao et al. [4] propose a
modification of common neighbors to include nodes sep-
arated by two hops. In addition, they propose the use of
time-decay to give greater weight to more recent snapshots.
Alternatively, Kaya et. al. [5] identify progressive, protec-
tive, and regressive events as the creation, maintenance, and
destruction of edges in a dynamic network respectively, and
utilize such events to score potential links in a time-weighted
manner. Wang et al. [6] approach link prediction from the
node level through the conception of a node evolution diver-
sity metric. Community detection, which involves identifying
clusters of high activity, has been employed for the purposes
of link prediction by Deylami and Asadpour [7]. Common
link prediction similarity metrics have also been utilized and
repurposed for event detection in social networks [8] and [9]
and contact prediction in cognitive radio networks [10].

B. MACHINE LEARNING AND DEEP LEARNING

In contrast to the metric-based approaches, machine learn-
ing techniques have been used to improve prediction accu-
racy. The primary challenge in such methods involves
feature representation, since clearly an entire graph cannot
be used as input in any reasonable manner. For instance,
Hasan et al. [11] employ a variety of graph features for
supervised learning using several algorithms including Naive
Bayes, k-Nearest Neighbors, and Decision trees. Likewise,
Bechettara et al. [12] use decision trees for topological
metric-based prediction in bipartite graphs. Doppa et al. [13]
introduce a supervised link prediction approach by building
a feature vector based on chance constraints for use in a
k-means classifier.

But a majority of recent techniques involve deep learning,
and particularly deep neural networks, for their unparalleled
learning capability. A deep neural network is a class of
models in machine learning involving a network of several
layers of connected, output-producing nodes whose param-
eters are iteratively tuned to minimize the error between
the final output and the true value. Li et. al [14] describe
a neural network architecture called a conditional tempo-
ral Restricted Boltzmann Machine (ctRBM) which extends
the structure of a typical RBM to incorporate temporal ele-
ments of a dynamic network. Meanwhile, Zhang et al. [15]
suggest a feature representation using what they term
SPEAK, or social pattern and external attribute knowl-
edge, as an alternative to traditional topology metrics, for
input in a deep neural network. Many recent contributions
have focused on semi-supervised or unsupervised repre-
sentation learning [16]-[18] to further enhance accuracy.
The disadvantage to such approaches is that they add a
new and potentially time-consuming step to the prediction
process.

VOLUME 6, 2018



C. Chiu, J. Zhan: Deep Learning for Link Prediction in Dynamic Networks Using Weak Estimators

IEEE Access

t=20

t=1

FIGURE 1. Two snapshots of a dynamic network with a link between nodes i and j considered.

C. DYNAMIC SYSTEMS AND WEAK ESTIMATORS

Dynamic systems pose unique challenges for classifiers
because the underlying distributions for the target can change
over time. Because this is a common characteristic of time-
dependent data, a variety of techniques have been proposed
to tackle this issue. One philosophy involves ignoring dynam-
icity at the algorithm level and employing classifiers that
assume static distributions. The task then becomes recog-
nizing when the distributions have changed, upon which
the classifier must be retrained. This problem is referred to
as concept drift detection, to which contributions have pro-
posed tests [19], [20] to recognize drift with high statistical
power. This approach comes with a few inherent flaws; the
accuracy is necessarily ‘‘stair-step” due to intermittently-
updating classifier over a continuously-transforming object
of interest. Furthermore, there are challenges with identifying
the data belonging to the approximate current state of the
phenomenon after concept drift has been detected which must
be addressed [21].

An arguably superior philosophy is to make use of algo-
rithms that are dynamic by design. There are straightfor-
ward ways of accomplishing this, such as estimating data
distributions by using a continually updating sliding win-
dow [22] or a weighted moving average [19]. These methods
too have their imperfections as they rely on parameters that
are inflexible to different instances of dynamic systems [23].
To overcome these deficiencies, Oommen and Rueda [24]
proposed the use of weak estimators derived from the prin-
ciples of stochastic learning, termed stochastic learning weak
estimators (SLWEs), to detect and estimate changes in dis-
tributions. SLWEs have proven to be flexible, with work
extending the application of SLWEs from binary to multiclass
classification [25]. Subsequent work [26], [27] has verified
that SLWEs can be applied to various types of classifiers
to improve accuracy. The link prediction task for dynamic
networks, which is very much so a dynamic system, stands
to benefit from the application of stochastic learning weak
estimators.

llIl. PROPOSED APPROACH

In this section, we first firmly establish the nature of the link
prediction problem we wish to solve. Then, we explain the
components of our deep learning approach for link prediction
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in dynamic networks. The first component is the format of
the input feature vector. Then, we build a training set from
the network using the specified feature representation, and
finally construct a deep neural network framework to build a
score function for link prediction on the network.

A. PROBLEM STATEMENT

We define a dynamic network as a series of snapshots in
time, 1 to ¢, each containing a set of edges denoting the links
present at that time. The link prediction problem is as follows:
given snapshots 1...7 of a dynamic network, return a score
for the likelihood of edge e at time ¢ + 1. Figure 1 depicts a
dynamic network with two snapshots. Given this information,
we would seek to predict the likelihood of a link between
nodes i and j at time t = 2.

Note that this problem formulation differs slightly from
that of other papers that define link prediction as the evalua-
tion of links that have not yet been added to a network. The
alternate definition supposes that links can only be added and
are persistent in later snapshots. We define the task in a more
flexible manner, with both the addition and removal of edges
permissible.

B. FEATURE REPRESENTATION

Our task is to build an input feature vector that is computa-
tionally inexpensive to compute and is length-independent of
the complexity of the network. These are necessary require-
ments for an algorithm that can process large networks in real
time.

1) SIMILARITY METRICS

A number of heuristics have been devised and utilized exten-
sively for link prediction on static networks. We selected five
such similarity measures which captured diverse aspects of
the network topology and are efficiently computable. Each
metric is a function of two nodes corresponding to the link,
identified as i and j, while N (n) indicates the nodes neighbor-
ing (adjacent to) n.

a: Common neighbors

The common neighbor metric is defined as |N (@) N N(j)|.
Common neighbors reflect the belief that a link is more
likely to be formed when the nodes share links with other
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nodes, analogous to the friend-of-a-friend (FOF) approach
used in friend recommendation systems [28]. This met-
ric has been applied extensively to existing link prediction
research [4], [29] as it is straightforward and cheap to com-
pute. In Figure 1, the value at time + = 0 is O since i and j
share no neighbors, but at time ¢ = 1 the value becomes 2.

b: Shortest path

The shortest path d(i, j) represents the distance of the shortest
path from i to j, reflecting the expectation that nodes with low
degrees of separation are likely to interact. In a dynamic con-
text, the shortest path can also encode the movement of two
nodes toward or away from each other over time. The short-
est path predictor has also found use in contemporary link
prediction research [30] as a summary of network topology.
The shortest path can potentially be demanding to calculate,
but given the small world property of networks, we can limit
the distance searched by the algorithm before stopping and
presuming no path exists. The shortest path between i and j
in Figure 1 decreases from 3 attimer = 0to 2 attime ¢t = 1,
illustrating how the shortest path can detect closing distances
in a dynamic network that are possibly indicative of a future
interaction.

c: Adamic/adar index
The Adamic/Adar predictor is defined as follows:

1
2 log(IN(K)D)”

keN(HNN()

It captures the notion that neighbors with fewer links are more
influential in facilitating future interaction. In other words,
the Adamic/Adar index is a variant of the common neighbor
metric that gives more weight to neighbors with lower degree.
Liben-Nowell and Kleinberg [1] found Adamic/Adar to be
among the most accurate predictors of the studied similarity
metrics. For Figure 1, the Adamic/Adar index is O at time
t = 0 due to an absence of common neighbors, but at t = 1
increases to log% + log% ~ 1.62.

d: Jaccard index

The common neighbors metric scores potential links highly
if they share many neighbors, but does not account for the
proportion of links shared. In this way, two nodes with many
neighbors may score highly even if the relative strength
of their relationship is week. The Jaccard Index, otherwise
known as Intersection over Union, compensates for this by
presenting common linkage as a probability. It is defined as

ING NN

INGOUNQG)|
For Figure 1, no neighbors are shared at time r = 0, resulting
in a value of 0. Atz = 1 the Jaccard Index becomes % =.5.

e: Preferential attachment
Defined simply as |N(i)| - |[N(j)|, Preferential Attachment
encodes the belief that nodes with many neighbors are more
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likely to form more in the future, and thus gives higher scores
to potential links whose nodes have high degree. At = 0
the score for Figure 1is 2 x 2 = 4, and at t+ = 1 the score
increasesto 3 x 3 =9.

These metrics are well-defined for static network link pre-
diction. To extend their application to a dynamic network
setting there are several options. However, in the context of
preparing an input vector for use in a deep neural network,
the most straightforward and information-preserving tech-
nique is to compute each metric for each snapshot. Previous
research [5] has explored aggregate metrics by weighting
snapshots, but the advantage of the deep neural network is
to automatically construct an optimal weighting function for
the snapshots. Altogether, given ¢ snapshots, the length of
the input vector corresponding to these five similarity metrics
is 5¢.

2) WEAK ESTIMATORS

While the adaptation of static metrics to the dynamic domain
is an adequate approach, the use of metrics that can natively
capture the patterns in dynamic systems is desirable. To that
end, we propose the use of stochastic learning weak esti-
mators (SLWEs) to characterize the changing likelihood of
the existence of a link over time. The goal of SLWEs is to
estimate class probabilities in a dynamic system by apply-
ing stochastic learning principles to update probabilities as
new instances are observed. Namely, the method by which
we update should satisfy the Markov property, where the
probability distribution update is dependent only on the cur-
rent state and not on the entire history. In our application,
the class probabilities refer to the probability that a link (1)
is or (0) isn’t present — a two-state process. Thus we can take
a binomially-distributed random variable X as follows:

X — 1 with probability p;
~ |0 with probability p, ’

where of course p; + p» = 1. To denote the changing
probabilities p; and p, in a temporal context, we can write
them as a function of time ¢ with p(¢) and p1(¢). According
to work by Oommen and Rueda [24] and Zhan et al. [26],
the change in the estimated likelihood of a link from time ¢ to
t + 1 can be expressed using the following update rule:

A= p1()
1 — Mp2(2))

In our specific context, x() is the existence of the link at
time ¢ and A is a learning coefficient where 0 < A < 1.
This learning coefficient can be understood to represent the
sensitivity of the estimator to new information in that lesser
values of A results in greater changes in p; and p; from 7 to
t + 1. This updating rule has been proven [25] to result in an
expected value E[p,(o0)] = p, independent of A.

For the purposes of providing an input feature for training
a deep neural network, we are primarily interested in pj,
the estimated likelihood of the presence of a link, and not so

ifx(t)=0

pl(ﬂrl):{ ifx(6) = 1
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for pg. Knowing that p; + p» = 1, we can omit calculation
of po by rewriting p; as a function of a single probability,
renamed p, as

ifx(t) =0
ifx()=1"

A - pl)
1) =
PEAD =0 a0 = poy

or alternatively as a single equation:
pt+1)=x-p(t)+x@)(1—21).

The application of stochastic learning weak estimators pro-
vides a uniquely valuable and efficiently computable prob-
ability measure that evaluates the likelihood of a link as
underlying network dynamics shift over time. This is a single
value regardless of the number of snapshots.

In total, the length of our input vector as a function of ¢
snapshots is 5¢ 4+ 1. The length is completely independent of
the size of the network, which is a highly desirable quality for
use in time-sensitive applications.

C. TRAINING SET CONSTRUCTION FROM

DYNAMIC NETWORK

With a input vector in place, it is necessary to construct a
training set to train a deep learning network. This is not a
trivial task as it often is in many deep learning applications,
since there is no direct relationship between the dynamic
network and the space of potential links; a network contains
only edges that are present, so we must also generate links
that are not present in the network. Algorithm 1 presents the
steps for construction of the training set.

The training set consists of teCt true edges from the lat-
est snapshot as well as reCt randomized edges from the
entire edge space. Due to the sparsity of the vast majority of
naturally-occurring networks, randomized edges have a low
probability of being present, so the generation of randomized
edges is approximately equivalent to yet computationally
cheaper than generating false edges. That said, in order to
obtain balanced classes in our training set, it is generally best
practice to satisfy teCt = reCt. Once all edges have been
generated in this manner, we build an input vector as specified
in Section 3.2 using the last s snapshots and then append
the classification label (1 if present at time ¢, otherwise 0).
The training set is finally returned once all edges have been
processed and added.

D. DEEP LEARNING FRAMEWORK

The final step is to build and train a deep learning network
for link prediction. While the training process is treated as a
supervised classification problem, the goal is for the network
to output a single value that represents the score for the edge.
Toward this end, we propose a single node in the output
layer with a sigmoid activation function to bound the score
strictly between O and 1. This score function can be used
analogously to the similarity metrics detailed in Section 3.2,
but it has the key advantage of having been trained based on
the properties of the network whose future states we wish
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Algorithm 1 Training Set Construction

Require: dynamic network DN, timespan ts, true edge count
teCt, randomized edge count reCt

1: te < sample(teCt edges from {e | e € DN(¢)})
2: re < sample(reCt edges from {n | n € N?})
3: TS < {}
4: for e in shuffle(ze, re) do
5: v < {}
6: for zi fromt — 1tot —ts do
7 iv <—append CN(e, ti) > Common Neighbors
8: end for
9: for ti fromt — 1tot — ts do
10 iv <—append SP(e, ti) > Shortest Path
11: end for
12: for ti fromt — 1 tot — ts do
13: iv <—append AA(e, ti) > Adamic/Adar Index
14: end for
15: for ti fromt — 1tot — ts do
16: iv <—append Jl(e, ti) > Jaccard Index
17: end for
18: for ti fromt — 1 tot — ts do
19: iv <—append PA(e, ti) > Preferential Attachment
20: end for
21: iv <—append WE(e, ts) > Weak Estimator
22: if e € DN(¢) then
23: iv <—append 1
24: else
25: iv <—append 0
26: end if
27: TS <—append iv
28: end for

29: return 7.5

to predict. The number of hidden layers and the nodes per
layer is not defined, and is flexible based on the hardware
capabilities and desires of the operator.

IV. EXPERIMENTS

Now that the proposed approach is laid out in full detail,
we evaluate our contributions on real-world data. Our results
show that our approach is effective and outperforms the base-
line similarity metrics.

A. DATASETS

Three real temporal networks were chosen to evaluate the
algorithm, sourced from [31], representing various graph
sizes, densities, and time spans. Each dataset was provided
with timestamps with precision in seconds. In order to obtain
coarse-grain snapshots, we discretized the timestamps into
five network snapshots using equal width binning. The basic
characteristics of each network are listed in Table 1.

1) MATHOVERFLOW
The MathOverflow dataset represents interactions
between users of the popular mathematics help forum
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TABLE 1. Dataset characteristics.

Dataset Edges

Nodes Timespan (Days)

MathOverflow

Eu-core

506550
332334

CollegeMsg 59835

24818 2350
986 803
1899 193

mathoverflow.net, recorded over the span of more than six
years. MathOverflow allows users to post math-related ques-
tions which others are encouraged to answer. In addition,
users can comment on questions and answers to provide
additional insights. The dynamic network captures three
types of communications: answering a question, commenting
on a question, and commenting on an answer. We opt to
consider these communications uniformly and as undirected
interactions.

2) EU-CORE

This dataset contains over 300,000 emails sent among faculty
at a European university, with an edge representing an email
sent from one to another institution member at a specific time.
The dataset is notable for a high graph density and a strongly-
defined community structure that poses both benefits and
disadvantages for a link prediction task.

3) COLLEGEMSG

The CollegeMsg dataset describes the student interactions in
a social network operating at the University of California
Irvine over half a year. Here, an edge represents a private
message sent from one student to another at a specific time.

B. EXPERIMENTAL SETUP

Our proposed approach was implemented in Python and
run on a single Windows 10 machine with a Intel Xeon
E5-1630 v4 @ 3.7 GHz processor and a NVIDIA GeForce
GTX 1080 GPU.

We constructed training sets of 8000 links for MathOver-
flow, 4000 for Eu-core, and 2000 for CollegeMsg. A param-
eter of A = 0.8 was used for the weak estimator learning
coefficient. Column normalization was performed with fea-
ture scaling to standardize the ranges of each metric. We used
a three-layer fully-connected deep neural network with hid-
den layers of 1024 ReLU neurons, minimizing cross-entropy
using an Adam [32] optimizer. The configuration of our DNN
is illustrated in Figure 2.

For evaluation purposes, we assembled testing sets by
extracting 20% from each training set. Area Under the Curve
(AUC) is the established metric to evaluate link prediction
accuracy and is utilized here. Two fundamental statistical
measures, the True Positive Rate (TPR) and the False Positive
Rate (FPR) are used to calculate the AUC:

n
TPR = — 2P
Npp +Mpa
n
FPR = o
Na,p + ng.a
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5t+1 x1024 x1024

FIGURE 2. Configuration of the deep neural network used in our
experiments.

Here, p denotes present, a denotes absent, and n; ; represents
the number of i € {p, a} links classified as j € {p, a}. In other
words, the True Positive Rate represents the percentage of
present links that were correctly identified as such, while
the False Positive Rate represents the percentage of absent
links incorrectly identified as present. From these measures
we can build an Receiver Operating Characteristic (ROC)
curve, generated by comparing the ratio of TPR and FPR
when treating a heuristic as a binary classifier at different
discriminating thresholds. The AUC is then calculated as
the area under the ROC curve. As a supplement, we also
compute the PRAUC, which is constructed similarly to the
traditional AUC, but instead uses the Precision and Recall
metrics respectively:

Precision = —22
Npp + Na,p
n
Recall = TPR = — 22|
Npp +Mpa

For comparison, we introduce ten baselines derived from
the five similarity metrics presented in section 3.2. Since
they are designed for static networks, we first use the metric
for the fourth snapshot to predict link existence in the fifth
snapshot, denoted as the ““single’” variant. Then, we calculate
an arithmetic mean of the four snapshots, denoted as the
“average” variant. We compare the AUC and PRAUC of our
approach with that of these baselines.

C. RESULTS

The experimental results are displayed in tabular form
in Table 2 (AUC) and Table 3 (PRAUC). A comparison
of AUCs for each dataset are presented in graphical form
by Figures 3, 4, and 5 for MathOverflow, Eu-core, and
CollegeMsg respectively. In addition, Figures 6, 7, and 8
depict a comparison of the ROC curves of the single variants
with our approach for each dataset. As can be clearly seen,
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TABLE 2. Experimental results: AUC.

Common Neighbors Shortest Path Adamic/Adar Jaccard Index Preferential Attachment
Dataset Our Approach
Single Average Single Average Single Average Single Average Single Average
MathOverflow 770 777 782 773 705 743 769 776 .780 778 .806
Eu-core .895 922 .956 924 896 934 .889 .930 771 755 .986
CollegeMsg 617 574 730 650 617 584 613 577 720 .590 .855
TABLE 3. Experimental results: PRAUC.
Common Neighbors Shortest Path Adamic/Adar Jaccard Index Preferential Attachment
Dataset Our Approach
Single Average Single Average Single Average Single Average Single Average
MathOverflow .880 869 864 .837 .843 .847 .876 867 .858 .845 .879
Eu-core .903 917 965 947 908 927 .894 917 .786 787 982
CollegeMsg .755 .542 .800 660 751 572 704 .551 769 .529 .864
1o MathOverflow 1o CollegeMsg
) Single Single
Average Average
~ 0.9 ~ 0.9
S 9
2
< <
v [
> >
508 508
o (]
() v
< <
=] =]
Lo Bo7
< c
o} o)
© ©
g g
<oe <os
0.5 0.5

Common  Shortest Path Adamic/Adar Jaccard

Preferential Our Approach
Neighbors

Attachment
Metric

FIGURE 3. Comparison of the AUC measure for each link prediction
approach for the MathOverflow dataset.

Eu-core
1.0

Single
Average

© o o
~ © ©

Area Under the Curve (AUC)

o
o

0.5

Common  Shortest Path Adamic/Adar Jaccard

Preferential Our Approach
Neighbors

Attachment
Metric

FIGURE 4. Comparison of the AUC measure for each link prediction
approach for the Eu-core dataset.

our approach produces superior results. This is particularly
notable in CollegeMsg, where our approach bests the runner
up AUC by over 12%. We theorize this may be due to the
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Common  Shortest Path Adamic/Adar Jaccard

Preferential Our Approach
Neighbors

Attachment
Metric

FIGURE 5. Comparison of the AUC measure for each link prediction
approach for the CollegeMsg dataset.
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1.0

0.8
]
]
©
o
o 0.6
2
=
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o
04
[
=]
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0.2 Shortest Path

' Adamic/Adar
Jaccard
Preferential Attachment
0.0 —— Our Approach
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

FIGURE 6. Comparison of the ROC curves for each link prediction
approach for the MathOverflow dataset.

compressed timespan that exposed dynamic trends on a finer
level. In addition, the AUC of .986% for Eu-core is impres-
sive. In comparison to the tRBM and ctRBM approaches
described by [14], our approach compares favorably when
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FIGURE 7. Comparison of the ROC curves for each link prediction
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FIGURE 8. Comparison of the ROC curves for each link prediction
approach for the CollegeMsg dataset.

assessing average AUC across the real datasets (.882 for our
approach versus .840 for the tRBM and .866 for the ctRBM).

It is also worth mentioning that the training of the deep
learning network was extremely fast; using the Adam opti-
mizer, the model reached near-optimal accuracy in the first
several iterations, taking mere seconds. The results affirm
our key objectives in building a deep learning link prediction
algorithm that is both accurate and efficient.

D. DISCUSSION

The improved accuracy of our approach over the baselines is
promising, and we have directions for further improvement.
A large selection of heuristics for link prediction have been
proposed and researched, each possessing advantages and
disadvantages in accuracy and computational cost. Therefore,
there exists a wide array of potential variations to an input
vector. Furthermore, there are extensions to be considered
regarding the handling of time snapshots, discretization, and
weighting. We too are curious about the potential of our
algorithm to address the related challenge of link weight
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prediction, where edges have values and the learning objec-
tive becomes a regression task rather than a classification
task.

V. CONCLUSION

In this paper, we explored the problem of link prediction
in dynamic networks. With applications from sociology to
cyber security and bioinformatics, link prediction is a signifi-
cant research problem, but also a difficult one. By utilizing
cheaply computable similarity metrics as well as stochas-
tic learning weak estimators, we proposed an algorithm for
constructing an input feature vector for use in a deep neu-
ral network. Compared to several baselines, the results on
three large real-world dynamic networks demonstrate that
our approach improves prediction accuracy while remaining
remarkably fast to build and train.
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