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ABSTRACT The stable and fair data transmission of vehicular networks can improve transport efficiency
and reduce traffic accident. It is challenging to ensure the stability and fairness of data transmission in
dynamic vehicular networks. However, existing works based on opportunistic scheduling cannot support
reliable transmission since stability and fairness are difficult to be guaranteed at the same time. In this paper,
we propose a stable scheduling scheme for dynamic vehicular networks based on fair allocation of available
channel resources. We formulate the problem of stability and fairness as network utility maximization, and
propose an algorithm, called SF-NUM, to solve it. SF-NUM uses the stability scheduling method based on
back pressure vector for the first time in vehicular networks. In order to achieve the fairness distribution of
channel resources of the vehicular networks in the distributed computing way, multiple factors are considered
in the SF-NUM algorithm. The experimental results show that the proposed algorithm outperforms other
algorithms.

INDEX TERMS Vehicular networks, stable scheduling, fair allocation, data transmission.

I. INTRODUCTION
With the rapid development of wireless communications
and increasing number of vehicles, vehicular networks have
received popularity in recent years. In order to reduce
the occurrence of traffic accidents and improve the effi-
ciency of traveling of the car and the management effi-
ciency of the intersection, many sensors are mounted on the
vehicles [1]–[5]. Communication is the most important issue
in vehicular networks. A vehicular network consists of Road
Side Units (RSU) and vehicles that communicate through
Dedicated Short Range Communication (DSRC). Generally
speaking, there are two kinds of communication in vehicular
networks: Vehicle to RSU (V2R) and Vehicle to Vehicle
(V2V) [6]–[9]. However, the vehicular networks are usually
dynamic due to high mobility of vehicles. This makes the
communication of V2V very unstable and resources alloca-
tion unfair. Therefore, it is essential and necessary to ensure
stable and fair transmission in vehicular networks.

Due to the instability of data transmission in the vehicular
networks and the uneven distribution of channel resources,

many traffic accidents will happen. The core goal of vehicular
networks is to ensure the reliable communication of vehicles.
It’s essential to ensure stable data transmission and fair alloca-
tion of available channel resources, which however is difficult
to be guaranteed. For example, controlling congestion by the
way of fair beaconing rate adaption [10], it lacks of consider-
ation of fair allocation of available channel resources. As a
consequence, reliable data scheduling is urgently required
to solve the problem of link stability and fair allocation of
available channel resources quickly and efficiently.

Vehicular networks mainly consist of V2I (Vehicle to
Infrastructure) communication and V2V (Vehicle to Vehicle)
communication. As shown in Figure 1. Vehicular networks
include vehicles, RSU and cloud servers. Vehicles can com-
municate with other vehicles, RSU and cloud servers. Due to
the mobility of vehicles, it is uncertain for the contact oppor-
tunity among the communication of vehicular networks. It is
unstable for the communication between vehicle and vehicle.
It is not fair for the allocation of channel resources due to
uneven contact opportunities between vehicle and vehicle,
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FIGURE 1. Vehicular networks architecture.

RSU, cloud servers. It is challenging to ensure reliable data
scheduling due to high dynamic of vehicular networks. Many
scheduling algorithms have been proposed to solve this prob-
lem, however, most of them did not consider to guarantee
the stability of the links and fair allocation of available
channel resources at the same time. Some works [11]–[15]
quantify the expected path delay by using carry-and-forward
mechanism and operate data scheduling cooperatively via the
hybrid of V2I and V2V communication or pure V2V com-
munication, which is often used for advertising. However,
they ignore the problem of the stability of the link and fair
allocation of available channel resources. Some works [2],
[7], [16]–[18] schedule the data by disseminating in large-
scale VANETs, e.g., emergency information. They focus on
the problem of congestion control and utility maximization,
which also involves fair allocation of channel resources.
However, their fairness is not enough to support reliable
data transmission. They didn’t consider stability of link in
vehicular communications. Moreover, some works [6], [8],
[19], [20] transmit the information by multi-hop probabilistic
forwarding, which can support safety applications on high-
ways. They exploite travelling information and matching-
based user association approach for data forwarding and
achieve stable data scheduling in the way of network coding
in low-speed mobility networks. However, they also didn’t
consider stable scheduling in vehicular networks.

It is challenging to realize stable and fair data scheduling in
vehicular networks. Firstly, the vehicles drive with different
speeds and vary from time to time and road to road. The
communication time among the vehicles is different accord-
ing to the number of fast vehicles in vehicular networks.
Secondly, the topology of network changes as time goes on.
It is unstable as the topology of network changes for the com-
munication among vehicles or between vehicles and RSU.
Moreover, data dissemination in vehicular networks is not
easy to be guaranteed due to different communication time
among vehicles. Allocation of available channel resources
is not evenly distributed on the basis of different contact
opportunities among vehicles or between vehicles and RSU,
cloud servers.

In this paper, we propose an algorithm, called SF-NUM,
to realize stable data scheduling and fair allocation of avail-
able channel resources in vehicular networks. In particular,
SF-NUM consists of two phases: back-pressure vector based
stable scheduling and distributed computing based fair allo-
cation. In the back-pressure vector based scheduling part,
we first determine the stability of the average rate, and then
compute the preferred service vector according to the back
pressure vector. We notice that the linear variation of the
difference between the input queue length and the output
queue length tends to infinity. We apply the Logarithmic
function to make the data scheduling tend to be stable. If the
queue length is average-rate stable, the virtual queue length,
the intermediate virtual queue length, the intermediate actual
queue length, and the actual queue length are updated. The
cloud servers compute the total number of null activities
based on the intermediate actual queue length. Through the
comprehensive estimation of the weight value, the utility
function achieves the goal of fair distribution, which max-
imizes the utility function under the condition of adaptive
selecting transmission probability in a certain range. The pro-
posed algorithm is general and can be used in communication
among vehicles on urban roads.

The main contributions of this work are summarized as
follows:
• We propose to utilize opportunistic scheduling for stable
transmission in vehicular networks. Based on the back
pressure vector, we have proposed a new way to deter-
mine the stability.

• We develop a novel network utility maximization model
to analyze the fair allocation of SF-NUM in a distributed
computing way.

• We conduct extensive simulations to evaluate the per-
formance of SF-NUM. The experimental results show
that SF-NUM outperforms other algorithms in terms of
the probability of data transmission, the packet receiving
probability and service ratio.

The remainder of the work is presented as follows.
Section II gives an overview of some related works in recent
literature. The system model is described in Section III. The
problem analysis is presented in section IV. Section V pro-
vides an analysis of stability scheduling of vehicular networks
and the fairness of available channel resources. Section VI
evaluates the performance of the proposed algorithm. Finally,
the conclusion of the paper is presented in Section VII.

II. RELATED WORK
Many works focus on reducing channel load to avoid conges-
tion. D’Aronco et al. [16] proposed a new distributed delay-
constrained congestion control algorithm that can adapt the
sending rate to both loss and delay-based congestion events.
Lovewell et al. [21] designed the packet-scale paradigm for
end-to-end congestion control protocols. Specifically, it can
continually probe for available bandwidth at short timescales,
and adapt to the data sending rate so as to avoid overload-
ing the network. The analysis showed that it gains high
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performance along several dimensions. The network load can
be reduced further in some cases by introducing optimization
of latency. Lee et al. [17] proposed a DX algorithm to perform
fine-grained control to achieve very low queuing delay. This
method aims to perform practical and fine-grained congestion
control and reflect the one-way queuing delay in single packet
level. Egea-Lopez and Pavon-Marino [10] was motivated by
the observations that the problem of controlling the beaconing
rate on each vehicle can be modeled as a Network Utility
Maximization (NUM) problem. Thus, the proposed algo-
rithm in [10] employs a particular scaled gradient projection
algorithm to solve the dual of the NUM problem. However,
they ignore fair allocation of available channel resources.

Some schemes detect network load using either oppor-
tunistic communication or distributed method. Pan et al. [22]
proposed a distributed re-routing system to offload a large
part of the rerouting computation at the vehicles. It is a
hybrid system due to that a server and Internet communica-
tion are still used to determine an accurate global view of
the traffic. Han et al. [23] proposed to exploit opportunis-
tic communications to facilitate information dissemination
and reduce the amount of mobile data traffic in the mobile
social network. It successfully alleviates the load problem
in the mobile network, and the target-set selection prob-
lem is investigated for information delivery as a case study.
Tong et al. [24] presented an analytical study of adaptive
approach, which aims to find a small set of seed users that are
able tomaximize the spread of the influence. This is called the
influence maximization problem. However, stable scheduling
have not been exploited for achieving global optimization of
vehicular networks.

Some works focus on optimizing information transmis-
sion problem. Zhang and Valaee [2] proposed Distributed
Network Utility Maximization (D-NUM) algorithm that the
transmission probability is superior than the PULSAR algo-
rithm. They take the safety benefit of packets transmitted on
each wireless link into account for the adaptation of trans-
mission probability. The performance evaluation showed that
the algorithm can respond quickly when vehicles change the
driving environment. While Kuo and Wang [19] proposed
an opportunistic scheduling solution that is provably optimal
for time varying channels, using the corresponding stability
region to match the optimal Shannon capacity. Then, a queue
length-based scheduling scheme was developed. The pro-
posed algorithm is also generalized to include the capability
of rate adaptation. Chiti et al. [6] used the user association
methods to optimize the information dissemination in Inter-
net of Vehicle (IoV). To solve the user association problem,
the authors considered the vehicles’ quality of service (QoS)
requirement and the information gained through communi-
cation, which is also formulated as a mix integer liner pro-
gramming (MILP) problem.While Baron et al. [25] proposed
an embedding algorithm that computes an offloading over-
lay to alleviate the ever growing traffic load by offloading.
Specifically, the data transfer assignment problem was for-
mulated as a novel linear programming model. Employing

the model, the optimal logical paths which match the per-
formance requirements of data transfer can be determined.
However, the algorithm cannot provide a fair allocation of
available channel resources in the network. Furthermore,
problems such as the adaptive selecting transmission prob-
ability and the fairness of the resource utilization should
be considered. In this paper, we exploit fair allocation of
available channel resources and stable scheduling to achieve
global optimization in vehicular networks.

III. SYSTEM MODEL
In this section, we present the communicationmodel of vehic-
ular networks.

FIGURE 2. Communications of vehicular networks.

Figure 2 shows the communication in hybrid vehicu-
lar networks. The system consists of RSU, Cloud Servers,
Vehicles (member vehicles and forward vehicles). The RSU
is intended to collect and distribute information, and the
cloud server handles information in the vehicular networks.
The member vehicles are common vehicles that need to
send or receive information, while the forward vehicles are
the vehicles that are capable of transmitting information as
quickly and accurately as possible to the destination vehicles.

A scheduling period consists of three phases:
• At the first phase, all vehicles are set to V2I mode, and
broadcast their heartbeat messages so that each vehicle
is able to discover the neighboring vehicles.

• At the second phase, all vehicles switch to the V2V
mode. They communicate with the RSU and the cloud
servers. Each vehicle informs the RSU with its updated
information, including the list of its current neigh-
bors, and the identifiers of the retrieved and newly
requested data items [26], [27]. This information is
transmitted into the Probe VehicleMessage as defined in
SAE J2735 [20]. Each request contains only one data
item, and the request is valid as long as the correspond-
ing data item is retrieved via either V2I or V2V commu-
nication [28].

• At the third phase, each vehicle is involved in
V2I or V2V communication mode according to the
scheduling decision. Multiple instances of data trans-
mission may occur simultaneously at this phase [29].
Specifically, some vehicles will be instructed to enter the
V2I mode and retrieve data items from RSU and cloud
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computing, while other vehicles will be instructed to
enter the V2V mode for data transmission or reception.

In order to achieve the collaborative data transmission of
V2I and V2V, the proposed algorithm is expected to make
the following scheduling decisions. Firstly, the vehicles are
divided into two groups, one runs the V2I communication
mode and the other runs the V2V communication mode.
Secondly, the algorithm selects a data item to be sent from
the RSU or the cloud server so that the vehicle in the V2I
group can retrieve the data item through the V2I service
channel [30]. Thirdly, for the vehicle in the V2V group,
the algorithm confirms a set of vehicles and the sender
according to the corresponding data items of transmission of
each sender vehicle. The neighbors of each sender vehicle
have the opportunity to retrieve the requested data items via
V2Vmode.We assume that these vehicles remain in the same
community in a short time.

We model the vehicular network with an undirected graph
G(V ,E), where V = {1, 2, . . . , n} represents the set of
vehicles and n is the total number of vehicles, and E is the set
of communication edges among vehicles. It is supposed that
the communication range of a vehicle is r0. There is an edge
E(i, j) between vehicle i and vehicle j and E(i, j) = 1 if their
distance c(i, j) is smaller than r0, otherwise, there is no edge
and E(i, j) = 0. Let Ni denote the set of neighbor vehicles
of vehicle i, so we have Ni = {j|c(i, j) ≤ r0 & j 6= i}. Note
that the topology changes as the vehicles’ movement, so we
let Gt (V ,E) denote an instantaneous graph at time period t .

IV. PROBLEM FORMULATION
In this section, we present the problem as a Network Utility
Maximization (NUM) problem.

The notations used in this paper are summarized in table 1.
We assume that each incoming packet gets a value from a
finite field and a session denotes that there are data trans-
mission between two vehicles. At the beginning of each time
period t , there are n1(t) session-1 packets and n2(t) session-2
packets waiting for the response of the source node s. It is
assumed that n1(t) and n2(t) are integer-valued random vari-
ables with mean M1 and M2 respectively. For time-varying
channels, the time-varying channel quality is simulated as a
Markovian random processMP(t) that determines the proba-
bility of reception of the broadcast. It can be seen that our
scheme can also be applied directly to Markovian random
process MP(t). Let SM represent the support of MP(t) and
we assume that the |SM | is limited. For any constant number
λ ∈ SM , we use fλ to represent the steady state frequency of
MP(t) = λ. It is assumed that fλ > 0 for all λ ∈ SM [19].
Our network utility contains the concept of packet delay

and security benefits among neighbors, where the latter is a
multiplicative weight. The utility function ui,j(α) is expressed
as:

ui,j(α) = −wi,jE[Di,j]

Where E[Di,j] is the minimum expected delay, wi,j is the
non-negative multiplicative weight. It shows that under the

TABLE 1. Summary of notations.

conditions of minimization expected delay and stability of
transmission, the network utility is maximized on the basis
of ensuring fair allocation of available channel resources. It is
necessary to consider the weight of different factors and the
delay problem. The packet delay from the sending node i to
receiving node j is determined by many factors, including the
distance among vehicles, relative velocity and the trend of the
movement. This delay in number of time slots is represented
as random variable Di,j [2].

The problem is that how to maximize the network utility
in vehicular networks in a certain range of adaptive selecting
transmission probability. Vehicular networks can acquire reli-
able communication by the way of fair allocation of available
channel resources. The network utility is determined by the
safety weight and the expected successful transmission of
the node. we formulate the problem as a NUM optimization
problem:

max
∑
i∈�

∑
j∈Ni

ui,j(α)

s.t. αmin ≤ αi ≤ αmax

where αi is the adaptive selecting transmission probability,
αmin is the minimum adaptive selecting transmission prob-
ability, i.e., the minimum probability of data transmission
under the influence of speed, distance, movement trend, and
channel conditions. αmax is the maximum adaptive selecting
transmission probability, i.e., the maximum probability of
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data transmission under the influence of speed, distance,
movement trend, and channel conditions. The objective is
to maximize network utility in vehicular networks under the
condition of stable transmission of data. The constraint indi-
cates that the vehicle transmits data with a certain probability.

V. STABILITY WITH FAIRNESS NETWORK UTILITY
MAXIMIZATION (SF-NUM)
In this section, we aim to derive the optimal scheduling
policy, which can provide stable data scheduling and realize
fair allocation of available channel resources by using safety
weight distribution.

We design an algorithm of stable data scheduling with
fairness by exploiting sensor information of vehicular net-
works, named Stability with Fairness Network Utility Maxi-
mization (SF-NUM). The algorithm works in both connected
and intermittently connected networks. When the vehicle is
in connected networks, the algorithm routes a packet along
the shortest path. Otherwise, stability scheduling based on
Dirac function and queue lengths is used. The Dirac delta
is used to model a tall narrow spike function (an impulse),
and other similar abstractions such as a point charge, point
mass or electron point [31]. We point out that the results
obtained in this section are based on the assumption that the
energy level of the transmitter is stable [32]. We design our
algorithm by scheduling resources and queues for a given
source-destination pair. We consider the operation of the
system on the block, which corresponds to the total number
of channels used [33]. The SF-NUM mainly consists of two
parts. One part is the queue length based stable scheduling,
which is used to ensure the stable state of the communication
process. The other part is the fair allocation of the available
channel resources, which ensures that an increasing amount
of data can be transmitted in the vehicular networks.

FIGURE 3. The overview of the scheduling algorithm.

A. THE OVERVIEW OF SF-NUM
SF-NUM mainly consists of two parts, one is stable schedul-
ing and the other is fair allocation. As shown in Figure 3 and
Algorithm 1. In the part of stable scheduling, firstly, if the
queue length is mean-rate stable, the SF-NUM computes

Algorithm 1 Stability With Fairness Network Utility Maxi-
mization (SF-NUM)
Input: The adaptive transmission probability αi, The packet

receiving probability pi,j, Information entropy ei
Output: The maximum of the utility function ui,j (α)
1: Determine the stability of the queue according to the

formula (4);
2: If the queue is stable, the algorithm updates the virtual

queue length of the next moment according to the for-
mula (3). Otherwise, no data transmission is needed;

3: Update the intermediate virtual queue length according
to formula (5);

4: Update the intermediate actual queue length according to
formula (9);

5: Update the actual queue length according to the formula
(10) when the service vector is infeasible;

6: Calculate the number of null activities based on formula
(11);

7: Calculate the probability of successful transmission of
the vehicle according to the formula (13);

8: Calculate the expectation of the probability of suc-
cessful transmission of the vehicle according to the
formula (14);

9: Calculate the utility function formula (15) according to
the weight and expectation;

10: Calculate the weight factor according to the formula
(16)(17)(18);

11: Calculate ui,j(α) according to problem formulation;

the ‘‘preferred service vector’’ and determines the stability
of the queue. Secondly, we update the virtual queue length,
the intermediate virtual queue length, the intermediate actual
queue length and the actual queue length. Thirdly, we con-
sider the conditions that the empty activity of the queue needs
to be satisfied. In the part of fair allocation, we first compute
the probability of successful communication through prob-
ability of transmission, probability of receiving and infor-
mation entropy. Then we compute the expected probability
of successful transmission and the different weight values
among different factors. At last, the clear channel proba-
bility is computed and the utility maximization function is
distributed into two parts.

In the following, we first describe the stability scheduling
and then achieve part of the fair allocation.

B. BACK PRESSURE VECTOR-BASED STABILITY
SCHEDULING
In this section, we present the stable scheduling based on back
pressure vector.

A queue length q(t) is mean-rate stable if

lim
(t2−t1)→∞

E[q(t2)]− E[q(t1)]
t2 − t1

= 0 (1)
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We compute the ‘‘preferred service vector’’ by

x∗(t) = argmax
x∈9

dT (t).x (2)

where d(t) = (Bin(MP(t)) − Bout (MP(t)))T .q(t) is the back
pressure vector that focuses on communication networks. The
packets in networks come from multiple data streams and
should be delivered to appropriate destinations; q(t) is the
vector of the virtual queue lengths; and we suggest that the
notations Bin(MP(t)) and Bout (MP(t)) are the expectations
when the channel quality MP(t) = λ.
Let9 denote the set of vectors that contains all Dirac delta

vectors and the all-zero vectors, i.e., those vectors that can
be activated at any given time slot, because we assume that
each vector in9 has less than 1 non-zero coordinate. We can
find the preferred Service Activity (SA) SA∗ in time t through
x∗(t) and d(t). We then check whether the preferred SA is
feasible. It is acknowledged that SA a is feasible if at time t
and queue k has at least one packet for all. Otherwise, it is
infeasible at time t . If so, we officially schedule the preferred
service activity SA∗. If not, we let the system be idle, the actu-
ally scheduled service vector x(t) = 0 is now all-zero. Let m
represent the movement of the vehicle, v indicate the speed of
movement of the vehicle and c represent the distance between
the vehicle and the RSU. Regardless of whether the preferred
SA SA∗ is feasible or not. The movement, speed, distance of
different vehicles and the transmission probability, receiving
probability, information entropy of different vehicles consti-
tute different three-dimensional column vectors, replacing it
with the following formula for matrix operations. we update
q(t) by:

q(t + 1) = q(t)+ log(mv)

+ (Bin(MP(t))− Bout (MP(t))).x∗(t) (3)

Note that the actual queue lengthQk (t) is updated in a way
different from q(t+1). If the preferred SA SA∗ is not feasible,
the system remains idle and Qk (t) changes if and only if any
new packet arrives. If the preferred SA SA∗ is feasible, Qk (t)
is updated based on the actual packet movement. While the
actual queue length Qk (t) is always greater or equal to 0,
the virtual queue length q(t) can be strictly negative when
updated via q(t − 1).

Define3 to be the convex hull of9 and let30 be the inte-
rior of3. The movement m and the speed of the movement v
can be mean-rate stabilized, only if there exist Sλ ∈ 3 for all
λ ∈ SM such that

log(mv)+
∑
λ∈SM

fλ.Bout (λ).Sλ =
∑
λ∈SM

fλ.Bin(λ).Sλ (4)

Let each queue k keep another two real-valued counters
qinterk (t) and Qinterk (t), and they are termed as the intermedi-
ate virtual queue length and the intermediate actual queue
length. Thus, there are four different queue length values
qk (t), qinterk (t),Qinterk (t), andQk (t) for each queue k . To prove
Q(t), the vector of the actual queue length can be stabilized.
We will show that both Qinterk (t)and |Qk (t)−Qinterk (t)| can be

mean-rate stabilized by SCHavg (Stable Scheduling based on
average departure rate) [19] for all k . Since the summation of
mean-rate stable random processes is still mean-rate stable,
Q(t) can thus be mean-rate stabilized by SCHavg.
With the above road map, we now specify the update rules

for qinterk (t) and Qinterk (t). Initially, qinterk (1) and Qinterk (1) are
set to 0 for all k . At the end of each time t , we compute
qinter (t+1) using the preferred schedule x∗(t) which is chosen
by SCHavg:

qiner (t + 1) = qinter + log(mv)

+ (Bout (MP(t))− Bin(MP(t))).(x∗(t)) (5)

Comparing qinter (t + 1) and q(t + 1), we can see that
qinter (t) is updated by the realization of the input/output
service matrices while q(t) is updated by the expected
input/output service matrices. We can rewrite qinter (t + 1) in
the following equivalent form:

qinterk (t + 1) = qinterk − µout,k (t)+ µin,k (t) (6)

µout,k (t) =
N∑
n=1

(β ink,n(MP(t)).x
∗(t)) (7)

µin,k (t) =
M∑
l=1

(log(mk,l)vl(t))+
N∑
n=1

(βoutk,n (MP(t)).x
∗(t))

(8)

Here, µout,k is the amount of packets ‘‘coming out of
queue k’’, which is decided by the ‘‘input rates of SA a’’.
Similarly, µin,k is the amount of packets ‘‘entering queue k’’,
which is decided by the ‘‘output rates of SA a’’ and the packet
arrival rates. We now update Qinter (t + 1) by

Qinterk (t + 1) = (Qinterk (t)− µout,k (t))+ + µin,k (t),∀k

(9)

The difference between qinterk (t) and Qinterk (t) is that the
former can be strictly negative when updated via qinterk (t−1),
while we enforce the latter to be non-negative. To compare
Qinterk (t) and Qk (t), we observe Qinterk (t + 1) and Qinterk (t),
which are updated by the preferred service vector x∗(t)
without considering whether the preferred SA SA∗ is feasi-
ble or not. In contrast, the update rule of the actual queue
length Qk (t) is quite different. For example, if SA SA∗ is
infeasible, the system remains idle and we have noted that
Qk (t+1) differs significantly fromQinterk (t+1). For example,
initially we let Qk (t) = 0. When SA SA∗ is infeasible,
the aggregate increase of Qk (t) depends only on the new
packet arrivals by equation 10. But the aggregate increase of
Qinterk (t) assuming Qinterk = 0 depends on the service rates of
the preferred x∗n (t) as well.
We focus on the absolute difference |Qk (t) − Qinterk (t)|.

We use SA(t) to denote the preferred SA suggested by the
back-pressure scheduler in x∗(t) and d(t). We now define an
event, which is called the null activity of queue k at time t .
We say that the null activity occurs at queue k if k ∈ In(t) and
Qinterk (t) < β ink,n(t)(MP(t)). That is, the null activity describes
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the event that the preferred SA shall consume the packets in
queue k (since k ∈ In(t)), but Qinterk (t) < β ink,n(MP(t)) at the
same time. Note that the null activity is defined based on com-
paring the intermediate actual queue length Qinterk (t) and the
actual realization of the packet consumption β ink,n(t)(MP(t)).
For comparison, whether the SA a(t) is feasible depends
on the fact that whether the actual queue length Qk (t) is
larger or less than 1. Therefore the null activities are not
directly related to the event that SA a(t) is infeasible. If the
preferred SA SA∗ is infeasible, the system remains idle and
we have

Qk (t + 1) = Qk (t)+
M∑
l=1

log(mk,lvl(t)) (10)

Let NNA,k (t) be the aggregate number of null activities
occurred at queue k up to time t . That is,

NNA,k (t) ,
t∑
i=1

I (k ∈ In(t)).I (Qinterk (τ ) < β ink,n(τ )(MP(τ )))

(11)

where I (.) is the indicator function. We then have

E(|Qk (t)− Qinterk (t)|) ≤
K∑
k=1

E(NNA,k (t)) (12)

for all t = 1 to∞.
In summary, the data scheduling of vehicular networks

tends to be stabilized by the above-mentioned scheduling
scheme based on the queue length, and it also considers
the influence of the factors of the trend of the movement,
the relative speed and the relative distance.

C. FAIR ALLOCATION OF AVAILABLE CHANNEL
RESOURCES
We assume that the adaptive selecting transmission probabil-
ity αi for each individual node i within a range [αmin, αmax].
Let α′i = {αi|i ∈ V } be the vector of transmission probability
assignments for the network, V = {1, 2, . . . , n} denotes the
set of vehicular nodes. We denote the set of nodes whose
transmission may collide at node j as Mj.
Recall that the packet receiving probability on link i → j

in the absence of interference is denoted as pi,j. We use the
information entropy ei to measure the value of information
transmission. Accounting for collisions, the probability that
a packet from i is transmitted and successfully received at
neighbor j in a certain time slot is

Si,j = pi,jeiαi
∏

k∈Mj\i

(1− αk ) (13)

The operation of the network in each time slot can be
viewed as an independent Bernoulli trial with successful
probability Si,j. We define the delay to be the time interval
between consecutive successful packet receptions on a given

link. This metric has alternately been known as the inter-
packet reception time. The delay on the i → j link has a
geometric distribution and its expected value is

E[Di,j] =
1
Si,j
=

1
pi,jeiαi

∏
k∈Mj\i(1− αk )

(14)

A natural definition of the network utility of a certain
transmission rate allocation α′ is the negative expected delay
of each logical link i → j. Maximizing this utility would
result in a global allocation where the expected delay is
minimized for all links. To allow for the incorporation of the
movement of the vehicle, relative velocity, and the distance
of safety into the utility function, we add a non-negative
multiplicative weight of wi,j to denote the importance of
different factors. Thus, let the network utility of the i → j
link under transmission rate α′ be

ui,j(α′) = −wi,jE[Di,j] =
−wi,j

pi,jeiαi
∏

k∈Mj\ i(1− αk )

(15)

The safety weight should express the greater importance of
packets from closer neighbors versus farther neighbors, and
vehicles which are approaching versus those who are retreat-
ing. Let the range of values for the link distance between
nodes i and j, ci,j be [0, cmax]. We denote the relative velocity
between two vehicles i and j with vi,j, such that a negative
value denotes a decrease in distance over time and a pos-
itive value denotes an increase. Let vmax be the maximum
magnitude of the relative velocity, which can be determined
by doubling the physical or legal maximum speed of road
vehicles. The value vi,j is in the range of [−vmax , vmax]. Let
the range of values for the movement trend of the vehicle mi,j
be [−mmax ,mmax]. we consider the two factors among them
as the safety weight such as w1

i,j,w
2
i,j,w

3
i,j.

w1
i,j = f (vi,j, ci,j) = (1−

vi,j
vmax

)(1−
ci,j
cmax

) (16)

w2
i,j = f (ci,j,mi,j) = (1−

ci,j
cmax

)(1−
mi,j
mmax

) (17)

w3
i,j = f (vi,j,mi,j) = (1−

vi,j
vmax

)(1−
mi,j
mmax

) (18)

The functions of distance, relative velocity and movement
are illustrated in Figure 4, for cmax = 300m, vmax = 200m/s
and mmax = 800m. It is noted that the weight function
reaches a maximum value of 0. 3 when the velocity or the
movement tendency of the vehicles reaches the three fourths
of the maximum and the distance of the vehicle reaches the
maximum. The weight function also reaches a maximum
value of 0.3 when the two vehicles are moving toward each
other at their maximum velocity and the movement tendency
of the vehicle reaches three fourths of a maximum. This
occurs when a vehicle is about to pass an oncoming vehicle
in an adjacent lane. Although this is possible safety weight
function, it illustrates that the safety context of a vehicle may
change more dramatically than the dynamic of the network
mobility.
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FIGURE 4. The safety weight function as velocity, distance and movement. (a) Safety weight function as velocity and distance. (b) Safety weight
function as movement and distance. (c) Safety weight function as velocity and movement.

We denote the clear channel probability at node j as:

τj =
∏
k∈Mj

(1− αk )(1−
1
ek

) (19)

which can be estimated by counting the number of unoccu-
pied time slots within a sliding window of time slots. This
value is disseminated to all one-hop neighbors.
qi and bi are the parts of the network utility maximization

function. The expression qi can then be evaluated at node i
using τj. ∀j ∈ Ni, qi would require two rounds of packet
exchanges to be updated

qi =
∑
j∈Ni

wi,jp
−1
i,j τ
−1
j (1− αi)(1−

1
ej
) (20)

In order to compute bi, each node j will calculate an inter-
mediate value summed over all links for which node j is the
receiver and disseminate the value to their first hop neighbor:

γj =
∑
l∈Nj

wl,jp
−1
l,j α
−1
l el(1− αl)τ

−1
j (21)

Since the value of the weights wi,j only depends on the
position and mobility information of the nodes i and j, the γj
can be computed by both nodes along with the value of pi,j.
We also disseminate the current probability assignment αi to
one-hop neighbors. Thus, the message γj can be calculated
using local information available at each node j. It is also
disseminated to all of its one-hop neighbors.

The value of bi can then be computed using the messages
of its one-hop interferers γj, ∀j ∈ Mi,

bi = (1− αi)[γi +
∑
j∈Mi

(γj −
wi,jej(1− αi)

pi,jαiτj
)] (22)

Note that depending on the difference between transmis-
sion range RN and interference range RI , the γj messages of
interferers outside of the transmission range may require two-
hop forwarding.

VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the pro-
posed algorithm and compare it with the Fair Adaptive Bea-
coning Rate for Intervehicular Communications (FABRIC)
algorithm and the Distributed Network Utility Maximization
(D-NUM) algorithm.

TABLE 2. Parameters of the simulation.

The simulation model is built based on the system archi-
tecture described in Section III. It is assumed that all
nodes are synchronized in both time slots and transmission
frames [34], [35]. The simulation parameters are listed
in Table 2 and A Nakagami fading channel model is used.

We implemented two benchmark algorithms for perfor-
mance comparison. One is the FABRIC algorithm [10], which
uses a particular scaled gradient projection algorithm to solve
the duality of the NUM problem. The other is the D-NUM
algorithm [2], which solved the NUM problem that takes the
driving context into account. Both the FABRIC algorithm and
the D-NUM algorithm have considered the fairness problem
from different perspective. The FABRIC algorithm solved
the fairness problem by controlling the beaconing rate on
each vehicle, while the D-NUM algorithm solved the fairness
problem by allocating available channel resources. In addi-
tion, they are also competitive solutions to the stated problem.
Our algorithm givesmore comprehensive solution to the issue
of fairness.

A. METRICS
Although the queue length and the back off supervision
are sometimes used in Mobile Ad Hoc Networks, they are
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effective only in the case of low mobility networks. In the
context of vehicular networks, due to the high mobility of
nodes and their short connectivity cycles, we have considered
that the use of the above metrics is unrealistic [34]. We use
the following metrics to quantitatively analyze the algorithm
performance.
• Data transmission probability (DTP): The relay node
adaptively selects the probability of transmission for the
data that needs to be transmitted according to different
environmental conditions.

• Packet receiving probability (PRP): Probability of the
vehicle receiving the complete packet in the high speed
dynamic vehicle networking.

• Service ratio (SR): Given the total number of served
requests ns and the total number of submitted
requests n by all vehicles, the service ratio is computed
by ns/n.

• Service delay (SD): It measures the waiting time of
served requests, which is the duration from the time
when the request is submitted to the time when the
corresponding data item is retrieved.

FIGURE 5. The Probability of Data Transmission under different times and
distances. (a) The Probability of Data Transmission under different times.
(b) The Probability of Data Transmission under different distances.

B. SIMULATION RESULTS
Figure 5(a) and Figure 5(b) show the performance com-
parison of the three algorithms on the probability of data
transmission under different times and different distances
respectively. We can observe that SF-NUM has the best per-
formance, and FABRIC has the worst performance. The rea-
son is as follows. The SF-NUM transmits the data by stable
scheduling and fair allocation of available channel resources,
so it can satisfy the nodes’ requirements when transmit-
ting data in Vehicular networks. D-NUM also achieves the
fair allocation of available channel resources, but it ignores
the problem of stable scheduling and the trend of vehicle’s
movement, so its data transmission probability is lower than
SF-NUM. Unlike D-NUM, FABRIC did not explore the fair
allocation of available channel resources. Instead, FABRIC
uses the attribute value of the algorithm to establish the
desired fairness concept in the allocation. However, com-
pared with SF-NUM that relies on stability and fairness,
FABRIC may not always be able to transmit the data in an
uniform state since it is possible to transmit large or small

amount of data, so its data transmission probability is the
lowest.

FIGURE 6. The Packet Receiving Probability under different times and
distances. (a) The Packet Receiving Probability under different times.
(b) The Probability of Data Transmission under different distances.

As shown in Figure 6(a) and Figure 6(b), SF-NUM
achieves the highest packet receiving probability among
all, D-NUM has lower packet receiving probability while
FABRIC is the lowest. The SF-NUM’s packet receiving prob-
ability is the highest. The reason is as follows. The SF-NUM
transmits the data by stable scheduling and fair allocation
of available channel resources, so it can receive the data
of vehicle in stable state. D-NUM also achieves the fair
allocation of available channel resources to some extent, but
it ignores the problem of stable scheduling and the trend
of vehicle’s movement, so its packet receiving probability
is lower than SF-NUM. Unlike D-NUM, FABRIC did not
explore the fair allocation of available channel resources.
Instead, FABRIC uses the attribute value of the algorithm
to establish the desired fairness concept in the allocation.
However, compared with SF-NUM that relies on stability
and fairness, FABRIC may not always be able to receive
the data completely since it is possible to receive part of the
data or null data. Because the data transmission is not fully
conducted, leading to the lowest packet receiving probability.
Another observed trend for all approaches is that the packet
receiving probability increases when the rounds of process
of data transmission increase. This is because the longer the
process of data transmission, the higher the probability that
the data will be received over the channel.

Figure 7(a) and Figure 7(b) show the service ratio of algo-
rithms changes with different times and different distances.
As observed, the service ratio among the algorithms decline
to a certain extent when the traffic workload starts to get
heavier. As time and distance increase, the amount of data
transmission is growing and the resources that need to be
consumed will increase, the service ratio of all the algo-
rithms keep reducing. The reasons are explained as follows.
At the beginning, all algorithms can achieve reasonable good
performance due to the small number of data. When the
vehicle arrive rate starts to increase, although the velocity
drops accordingly, the increased number of data transmission
dominates the performance, which results in the decline of
the service ratio. As shown in Figure 7(a), the service ratio
of D-NUM is lower than that of SF-NUM as time increases,
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FIGURE 7. The Service Ratio under different times and distances. (a) The
Service Ratio under different times. (b) The Service Ratio under different
distances.

while it is higher than FABRIC. This is due to the fact
that stable scheduling gradually play a useful role in effi-
cient range of communication coverage, the service ratio of
SF-NUM is better than D-NUM, and the performance of
D-NUM is higher than FABRIC. This demonstrates the
advantages of stable scheduling strategy adopted by
SF-NUM. As shown in Figure 7(b), the service ratio of
SF-NUM is lower than that of D-NUM as distance increases,
while it is higher than FABRIC at the beginning. This is due
to the fact that stability scheduling is not obvious in the case
of a small amount of data transmission. Also, the computation
of SF-NUM is larger than that of D-NUM. FABRIC is a
fair adaptive control of beacon rate, so the performance
of FABRIC is the lowest. After a while, stable scheduling
gradually play a useful role, the service ratio of SF-NUM
is better than D-NUM, and the performance of D-NUM is
higher than FABRIC. This demonstrates the advantages of
stable scheduling strategy adopted by SF-NUM.

FIGURE 8. The Service Delay under different times and distances. (a) The
Service Delay under different times. (b) The Service Delay under different
distances.

In the last round of experiments, we study the effect
of times and distances on the service delay of the above
algorithms. Figure 8(a) and Figure 8(b) show the service
delay of algorithms changes with different times and different
distances. In Figure 8(a), we can observe that the proposed
SF-NUM scheme achieves a worse service delay, the per-
formance of D-NUM is lower, while FABRIC’s service
delay is the lowest. This is because that the computation of
SF-NUM is more complexity, as it needs to schedule through
queues and distributes resources fairly by weight calculation.
While D-NUM calculates weight factors less than SF-NUM,

so its service delay is better than SF-NUM. Furthermore,
as FABRIC focuses on controlling beacon rate, solving the
problem of duality of network utility maximization, while
compared with D-NUM, its calculation is less. Therefore, its
service delay is better than D-NUM.

In Figure 8(b), we can observe that the proposed
SF-NUM scheme achieves a worse service delay, the per-
formance of FABRIC is lower, while D-NUM’s service
delay is the lowest. This is because that the computation of
SF-NUM is more complexity, as it needs to schedule through
queues and distributes resources fairly by weight calculation.
While FABRIC calculates weight factors less than SF-NUM,
so its service delay is better than SF-NUM. Furthermore, as
D-NUM consider the effect of the distance which is a fac-
tor of safety weight. Therefore, its service delay is better
than FABRIC. The benefit of data transmission achieved by
SF-NUM is more significant in a heavy traffic environment.
Although the performance of SF-NUM isworse than the other
two algorithms, the SF-NUM is superior when transmitting
and receiving data in Vehicular networks.

VII. CONCLUSION
This paper presents a novel stable scheduling based algorithm
and a corresponding data dissemination in vehicular networks
by allocating the available channel resources fairly. To the
best of our knowledge, this is the first study that applies
queue lengths based stable scheduling techniques to vehicular
networks. The back pressure vector is introduced into stable
scheduling and entropy value is introduced into fair alloca-
ton of available channel resources. The proposed algorithm
maintains the stability of vehicular networks communications
and improves the probability of successful data transmission
compared to existing algorithms.

REFERENCES
[1] K. Liu, J. K. Y. Ng, V. C. S. Lee, S. H. Son, and I. Stojmenovic, ‘‘Coop-

erative data scheduling in hybrid vehicular ad hoc networks: VANET as
a software defined network,’’ IEEE/ACM Trans. Netw., vol. 24, no. 3,
pp. 1759–1773, Jun. 2016.

[2] L. Zhang and S. Valaee, ‘‘Congestion control for vehicular networks with
safety-awareness,’’ IEEE/ACMTrans. Netw., vol. 24, no. 6, pp. 3290–3299,
Dec. 2016.

[3] D. Lin, J. Kang, A. Squicciarini, Y. Wu, S. Gurung, and O. Tonguz,
‘‘MoZo: A moving zone based routing protocol using pure V2V com-
munication in VANETs,’’ IEEE Trans. Mobile Comput., vol. 16, no. 5,
pp. 1357–1370, May 2017.

[4] F. Malandrino, C. Borgiattino, C. Casetti, C. F. Chiasserini, M. Fiore, and
R. Sadao, ‘‘Verification and inference of positions in vehicular networks
through anonymous beaconing,’’ IEEE Trans. Mobile Comput., vol. 13,
no. 10, pp. 2415–2428, Oct. 2014.

[5] A. Rahim et al., ‘‘Vehicular social networks: A survey,’’ Pervasive Mobile
Comput., vol. 43, pp. 96–113, Jan. 2018.

[6] F. Chiti, R. Fantacci, Y. Gu, and Z. Han, ‘‘Content sharing in Internet of
vehicles: Two matching-based user-association approaches,’’ Veh. Com-
mun., vol. 8, pp. 35–44, Apr. 2017.

[7] M. Xing, J. He, and L. Cai, ‘‘Utility maximization for multimedia data
dissemination in large-scale VANETs,’’ IEEE Trans. Mobile Comput.,
vol. 16, no. 4, pp. 1188–1198, Apr. 2017.

[8] H. P. Luong, M. Panda, H. Le Vu, and Q. B. Vo, ‘‘Analysis of multi-
hop probabilistic forwarding for vehicular safety applications on high-
ways,’’ IEEE Trans. Mobile Comput., vol. 16, no. 4, pp. 918–933,
Apr. 2017.

32848 VOLUME 6, 2018



L. Wu et al.: Be Stable and Fair: Robust Data Scheduling for Vehicular Networks

[9] D. Naboulsi and M. Fiore, ‘‘Characterizing the instantaneous connectivity
of large-scale urban vehicular networks,’’ IEEE Trans. Mobile Comput.,
vol. 16, no. 5, pp. 1272–1286, May 2017.

[10] E. Egea-Lopez and P. P. Mariño, ‘‘Distributed and fair beaconing rate
adaptation for congestion control in vehicular networks,’’ IEEE Trans.
Mobile Comput., vol. 15, no. 12, pp. 3028–3041, Dec. 2016.

[11] X. Kong, X. Song, F. Xia, H. Guo, J. Wang, and A. Tolba, ‘‘LoTAD: Long-
term traffic anomaly detection based on crowdsourced bus trajectory data,’’
World Wide Web, vol. 21, no. 3, pp. 825–847, 2017.

[12] Z. Wang et al., ‘‘Heterogeneous incentive mechanism for time-sensitive
and location-dependent crowdsensing networks with random arrivals,’’
Comput. Netw., vol. 131, pp. 96–109, Feb. 2018.

[13] J. He, L. Cai, J. Pan, and P. Cheng, ‘‘Delay analysis and routing for two-
dimensional VANETs using carry-and-forward mechanism,’’ IEEE Trans.
Mobile Comput., vol. 16, no. 7, pp. 1830–1841, Jul. 2017.

[14] F. Zhang, H. Liu, Y.-W. Leung, X. Chu, and B. Jin, ‘‘CBS: Community-
based bus system as routing backbone for vehicular ad hoc networks,’’
IEEE Trans. Mobile Comput., vol. 16, no. 8, pp. 2132–2146, Aug. 2017.

[15] R. Yu, J. Ding, X. Huang, M.-T. Zhou, S. Gjessing, and Y. Zhang, ‘‘Opti-
mal resource sharing in 5G-enabled vehicular networks: A matrix game
approach,’’ IEEE Trans. Veh. Technol., vol. 65, no. 10, pp. 7844–7856,
Oct. 2016.

[16] S. D’Aronco, L. Toni, S. Mena, X. Zhu, and P. Frossard, ‘‘Improved
utility-based congestion control for delay-constrained communication,’’
IEEE/ACM Trans. Netw., vol. 25, no. 1, pp. 349–362, Feb. 2017.

[17] C. Lee, C. Park, K. Jang, S. Moon, and D. Han, ‘‘DX: Latency-based
congestion control for datacenters,’’ IEEE/ACM Trans. Netw., vol. 25,
no. 1, pp. 335–348, Feb. 2017.

[18] L. Xiao, T. Chen, C. Xie, H. Dai, and V. Poor, ‘‘Mobile crowdsensing
games in vehicular networks,’’ IEEE Trans. Veh. Technol., vol. 67, no. 2,
pp. 1535–1545, Feb. 2018.

[19] W.-C. Kuo and C. C. Wang, ‘‘Robust and optimal opportunistic scheduling
for downlink two-flow network coding with varying channel quality and
rate adaptation,’’ IEEE/ACM Trans. Netw., vol. 25, no. 1, pp. 465–479,
Feb. 2017.

[20] Z. Li, C.Wang, L. Shao, C.-J. Jiang, and C.-X.Wang, ‘‘Exploiting traveling
information for data forwarding in community-characterized vehicular
networks,’’ IEEE Trans. Veh. Technol., vol. 66, no. 7, pp. 6324–6335,
Jul. 2017.

[21] R. Lovewell, Q. Yin, T. Zhang, J. Kaur, and F. D. Smith, ‘‘Packet-scale
congestion control paradigm,’’ IEEE/ACM Trans. Netw., vol. 25, no. 1,
pp. 306–319, Feb. 2017.

[22] J. S. Pan, I. S. Popa, and C. Borcea, ‘‘Divert: A distributed vehicular
traffic re-routing system for congestion avoidance,’’ IEEE Trans. Mobile
Comput., vol. 16, no. 1, pp. 58–72, Jan. 2017.

[23] B. Han, P. Hui, V. S. A. Kumar, M. V. Marathe, J. Shao, and
A. Srinivasan, ‘‘Mobile data offloading through opportunistic communi-
cations and social participation,’’ IEEE Trans. Mobile Comput., vol. 11,
no. 5, pp. 821–834, May 2012.

[24] G. Tong, W. Wu, S. Tang, and D. Du, ‘‘Adaptive influence maximization
in dynamic social networks,’’ IEEE/ACM Trans. Netw., vol. 25, no. 1,
pp. 112–125, Feb. 2017.

[25] B. Baron, P. Spathis, H. Rivano, and M. D. de Amorim, ‘‘Offloading
massive data onto passenger vehicles: Topology simplification and traffic
assignment,’’ IEEE/ACM Trans. Netw., vol. 24, no. 6, pp. 3248–3261,
Dec. 2016.

[26] Z. He, D. Zhang, and J. Liang, ‘‘Cost-efficient sensory data transmission
in heterogeneous software-defined vehicular networks,’’ IEEE Sensors J.,
vol. 16, no. 20, pp. 7342–7354, Oct. 2016.

[27] Z. Wang, Q. Cao, H. Qi, H. Chen, and Q. Wang, ‘‘Cost-effective barrier
coverage formation in heterogeneous wireless sensor networks,’’ Ad Hoc
Netw., vol. 64, no. 9, pp. 65–79, 2017.

[28] J. M. Duarte et al., ‘‘A multi-pronged approach to adaptive and context
aware content dissemination in VANETs,’’ inMobile Networks and Appli-
cations. New York, NY, USA: Springer, 2017, pp. 1–13.

[29] Y. Li, D. Jin, P. Hui, and S. Chen, ‘‘Contact-aware data replication in
roadside unit aided vehicular delay tolerant networks,’’ IEEETrans.Mobile
Comput., vol. 15, no. 2, pp. 306–321, Feb. 2016.

[30] T. Seregina, O. Brun, R. El-Azouzi, and B. J. Prabhu, ‘‘On the design of
a reward-based incentive mechanism for delay tolerant networks,’’ IEEE
Trans. Mobile Comput., vol. 16, no. 2, pp. 453–465, Feb. 2017.

[31] M. Asadpour, K. A. Hummel, D. Giustiniano, and S. Draskovic, ‘‘Route or
carry: Motion-driven packet forwarding in micro aerial vehicle networks,’’
IEEE Trans. Mobile Comput., vol. 16, no. 3, pp. 843–856, Mar. 2017.

[32] H. Li, C. Huang, P. Zhang, S. Cui, and J. Zhang, ‘‘Distributed oppor-
tunistic scheduling for energy harvesting based wireless networks: A
two-stage probing approach,’’ IEEE/ACM Trans. Netw., vol. 24, no. 3,
pp. 1618–1631, Jun. 2016.

[33] G. Iosifidis, I. Koutsopoulos, and G. Smaragdakis, ‘‘Distributed stor-
age control algorithms for dynamic networks,’’ IEEE/ACM Trans. Netw.,
vol. 25, no. 3, pp. 1359–1372, Jun. 2017.

[34] M. N. Mejri and J. Ben-Othman, ‘‘GDVAN: A new greedy behavior attack
detection algorithm for VANETs,’’ IEEE Trans. Mobile Comput., vol. 16,
no. 3, pp. 759–771, Mar. 2017.

[35] X. Kong et al., ‘‘Mobility dataset generation for vehicular social networks
based on floating car data,’’ IEEE Trans. Veh. Technol., vol. 67, no. 5,
pp. 3874–3886, May 2018.

LIBING WU received the B.Sc. and M.Sc.
degrees in computer science from Central China
Normal University, Wuhan, China, in 1994 and
2001, respectively, and the Ph.D. degree in com-
puter science from Wuhan University, Wuhan,
in 2006. He was a Visiting Scholar with the
Advanced Networking Lab, University of Ken-
tucky, USA, in 2011. He is currently a Professor
with the Department of Computer Science, Wuhan
University. His research interests include wireless

sensor networks, network management, and distributed computing.

YOUHUA XIA received the B.Sc. degree in com-
puter science from Yichun University, Yichun,
China, in 2012, and the M.Sc. degree in computer
science from Fujian Normal University, Fuzhou,
China, in 2016. He is currently pursuing the Ph.D.
degree with the Department of Computer Sci-
ence, Wuhan University, Wuhan, China. His main
research interests include distributed computing,
clustering methods, and vehicular networks.

ZHIBO WANG (M’14) received the B.E. degree
in automation from Zhejiang University, China,
in 2007, and the Ph.D. degree in electrical engi-
neering and computer science from the University
of Tennessee, Knoxville, TN, USA, in 2014. He is
currently an Associate Professor with the School
of Computer, Wuhan University. His research
interests include wireless sensor networks and
mobile sensing systems. He is a member of the
ACM.

HAO WANG received the bachelor’s degree in
hydrogeology and engineering geology and the
master’s degree from the China University of
Geosciences, Wuhan, in 1993 and 1996, respec-
tively, and the Ph.D. degree in solid mechanics
from the Graduate School of the Chinese Academy
of Sciences in 2007. He is currently with the
Institute of Rock and Soil Mechanics, Chinese
Academy of Sciences. His main research inter-
ests include data modeling, risk analysis, and
geotechnical information engineering.

VOLUME 6, 2018 32849


	INTRODUCTION
	RELATED WORK
	SYSTEM MODEL
	PROBLEM FORMULATION
	STABILITY WITH FAIRNESS NETWORK UTILITY MAXIMIZATION (SF-NUM)
	THE OVERVIEW OF SF-NUM
	BACK PRESSURE VECTOR-BASED STABILITY SCHEDULING
	FAIR ALLOCATION OF AVAILABLE CHANNEL RESOURCES

	PERFORMANCE EVALUATION
	METRICS
	SIMULATION RESULTS

	CONCLUSION
	REFERENCES
	Biographies
	LIBING WU
	YOUHUA XIA
	ZHIBO WANG
	HAO WANG


