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ABSTRACT In this paper, a hybrid image denoising algorithm based on directional diffusion is proposed.
Specifically, we developed a new noise-removal model by combining the modified isotropic diffusion model
and the modified Perona–Malik (PM) model. The novel hybrid model can adapt the diffusion process along
the tangential direction of edges in the original image via a new control function based on the patch similarity
modulus. In addition, the patch similarity modulus is used as the new structure indicator for the modified
Perona–Malik model. The feature of second-order directional derivative of edge’s tangential direction allows
the proposed model to reduce the aliasing and the noise around edge during edge preserving smoothing. The
proposed method is thus able to efficiently preserve the edges, textures, thin lines, weak edges, and fine
details, meanwhile preventing the staircase effects. Computer experiments on synthetic image and nature
images demonstrate that the proposed model achieves a better performance than the conventional partial
differential equations models and some recent advanced models.

INDEX TERMS Image denoising, adaptive algorithm, Perona-Malik (PM) model, isotropic diffusion (ID)
model, patch similarity modulus, partial differential equations (PDEs).

I. INTRODUCTION
Image processing is powerful tool for many fields including
robotic vision, facial recognition, security surveillance, arti-
ficial intelligence, and medical imaging [1]–[4]. The overall
performance of image processing systems depends on the
quality of the test image. However, image is inevitably cor-
rupted by noise during acquisition and transmission. Image
denoising aims to faithfully reconstruct an image from its
noise corrupted observation. It tends to improve the degraded
image quality for better interpretation and data extraction.
Therefore, image denoising is a fundamental problem and an
important process for many image processing systems [5].
Image denoising has become an attractive research topic
from last decades [6]–[22]. The researchers found that partial
differential equations (PDEs) have significant efficiency in
the field of image denoising. Rencently, many PDE-based

models for image denoising have been proposed, such as the
isotropic diffusion (ID) model [8], the Perona-Malik (PM)
model [9], the total variation (TV) model [10], [11] and
so on. Among these models, the isotropic diffusion (ID)
model proposed by Witkin [8] is a pioneer of PDE-based
models for noise removal. Perona and Malik [9] intro-
duced an efficient anisotropic diffusion model based on
PDE, namely the PM model. The PM model is the ini-
tial study on anisotropic diffusion model for restoration
of image. Thereafter, numerous anisotropic denoising mod-
els derived from the PM model were proposed [12]–[22].
Apart from these models, the TV model is also a suc-
cessful anisotropic diffusion model based PDE for image
denoising. Overall, these anisotropic diffusion models have
reached a good balance between noise removal and edge
preserving.
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Although the above second-order PDE-based anisotropic
diffusion models have a good ability to minimize noise
while preserving edges, they appear to have many draw-
backs such as the staircase effects. In order to reduce the
drawback of transforming ramps into stairs (piecewise con-
stant regions) [13], a lot of innovative PDE-based tech-
niques have been proposed in recent years [12], [17]–[26].
Catté et al. [12] proposed a modified PM model that per-
forms a pre-denoising using a Gaussian filter before each iter-
ation. In [19]–[22], some researchers adopted the four-order
PDEs for image denoising. Those high order models mini-
mize the staircasing effects and generate satisfactory denois-
ing results. Barbu et al. [23] proposed a general variational
model for image denoising and restoration, which is based on
the minimization of a convex function of the gradient under
minimal growth conditions. Chao and Tsai [24] proposed
a new edge-preserved smoothing method based on the PM
model. In this model, the edge stopping function was com-
bined with gray-level variance and local gradient, which can
preserve edges and fine details. Prasath and Vorotnikov [25]
proposed a weighted and well-balanced anisotropic diffusion.
Xu et al. [26] introduced a semi-adaptive thresholding in the
PM anisotropic diffusion filter. Yahya et al. [15] proposed
a new denoising method (TSP model) through combination
of ID model, PM model, and TV model. However, the TSP
model is lack of capability in preserving thin lines, weak
edges and fine details while removing noise. In recent years,
many studies of hybrid denoising models [29]–[32], based
on either second-order PDEs (ID model, TV model or PM
model) or four-order PDEs, perform remarkably excellent in
removing noise while simultaneously preserving edges. It is
well known that the ID model is a linear diffusion model,
the linear diffusion process can be defined by the equation
∂u/∂t = div(∇u) = 1u.Where 1 is Laplacian operator and
it is isotropic, i.e., the diffusion is identical in all directions.
The ID model has good performance for image smoothing,
but fails to preserve edges. Both PM model and TV model
have good performances for edge-preserving. Nevertheless
the PM model and TV model can cause staircase effects
and lost the local details of the observed image. Despite
the many drawbacks of the ID model, TV model and PM
model, they have been widely used in image denoising. All of
these models do not fully consider the directional information
of the local structure and reduce diffusion amount equally
in all directions around the edge, therefore these models
may not effectively reduce the aliasing and the noise around
edge, and may lost some edge information. Geometrically
speaking, 2D image regularization may be finally seen as the
sum of two orthogonal and directional 1D heat flows with
different diffusion intensities [17], [33]–[37]. Directional
heat flows, also named directional Laplacians [17], [37],
which are particularly well designed to geometrically under-
stand the anisotropic diffusion behavior. Note that the direc-
tional Laplacian, also named as the second order directional
derivative, was widely used in the PDE-based diffusion
model [14], [17], [38]–[40]. Wang et al. [14] proposed a

modified PM (MPM) model based on directional Laplacian,
which diffuses the image along the edge direction of the
original image. The MPM model can reduce the staircasing
effects, preserve sharp discontinuities, meanwhile removing
noise at edges. Ziou and Horé [38] proposed a powerful
diffusion algorithm (i.e., DPM model) that can simplify and
enhance the performance of the PM model. The DPM model
employed an inverse diffusivity and directional diffusion to
significantly reduce aliasing around step edges and lines,
meanwhile preserving uniform regions. Thesemodels control
diffusion process by the function of gradient, without aim to
preserve the thin lines, weak edges and fine details.

As a brief summary, with the denoising models mentioned
above, it is difficult to simultaneously reduce the image noise
and keep the fine details by using a single model. In order
to make full use of the advantages of ID model, PM model
and second order directional derivative, we improved the ID
model and the PM model by using second order directional
derivative, respectively. Thus, the new solution we proposed
in this article is a convex combination of the modified ID
model and the modified PM model. A weighting function
based on patch similarity modulus is used to balance the rel-
ative weights of the modified ID model and the modified PM
model. This hybridmodel extracts the structure of the original
image and diffuses along the edge’s tangential direction of the
original image. By taking the advantages from modified PM
(e.g., the patch similarity modulus to serve as the structure
indicator) and modified ID (e.g., the performance for remov-
ing noise and edge-preserving is concurrently improved),
we realized image denosing in flat region and reducing the
aliasing and the noise around edges, meanwhile preserving
thin lines, weak edges, textures and fine details. Moreover,
the staircase effects are substantially prevented.

The remainder of this article is organized as follows:
Section II mainly reviews some widely-used PDE-based
models. In Section III, the details of the proposed hybrid
model are described. In Section IV, we carried out a few
computer experiments to evaluate the efficiency of the pro-
posed algorithm. The conclusion of this study is reached in
Section V.

II. RELATED PREVIOUS PDE-BASED DIFUSSION MODELS
A. PM MODEL
In order to well preserve edges while removing noise, Perona
and Malik proposed the anisotropic PM model based on the
ID model: 

∂u
∂t
= div (c (|∇u|)∇u)

u(x, y, t)|t=0 = u0(x, y)
(1)

where c(·) is the diffusion coefficient. Generally, c(·) is a
nonnegative and monotone nonincreasing function over the
gradient magnitude. Accordingly, the diffusion coefficient
is able to adaptively control the diffusion speed, making
it possible to distinguish the edges of image and decrease
the diffusion in the edge regions. The diffusion coefficient
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c(·) satisfies such requirements in that: c(0) = 1 and
lim

|∇u|→∞
c(·) = 0. Perona and Malik suggested the following

two diffusion coefficients:

c (|∇u|) =
1

1+ |∇u|
2

k2

(2)

c (|∇u|) = exp

(
−
|∇u|2

k2

)
(3)

where the gradient threshold k plays an important role in
restoring an image and determining the smoothing level. If the
k value is too large, the diffusion process will oversmooth
and result in a blurred image. By contrast, if the k value is
too small, the diffusion process will stop smoothing in early
iterations and yield a restored image that is similar to the
original one [24]. The selection of gradient threshold k was
discussed in [41].

However, the PM diffusionmodel is very sensitive to noise.
When the noise intensity is large, the gradient of the noise is
similar to the gradient of the edge, so the PM diffusion model
cannot distinguish between the true edge of the image and the
false edge caused by noise. This is the primary reason that
the PM model easily generates the staircase effects. Besides,
the PM model is not suitable to reduce aliasing found on
edges, as mentioned in [38].

B. MPM MODEL
The MPM [14] model aimed at preserving edges and sup-
pressing staircases simultaneously in the PM model, which
was a direct generalization of the PMmodel using directional
Laplacian. It diffuses image along the edge direction of the
original image.

∂u
∂t
= En∇T (c (|∇u|)∇u) EnT + α · c (|∇u|)1u (4)

where En indicates the diffusion direction and c (|∇u|) =
1

√
1+|∇u|

.

C. DPM MODEL
The DPM Model [38] exploited the local curvature of pix-
els around edges to efficiently reduce edge aliasing while
preserving the uniform regions and it can be seen as both a
simplification and an enhancement of the diffusion equation
of PM model.

∂u
∂t
= [1− c (|∇u|)] κ |∇u|

u (x, y, t) |t=0 = u0 (x, y)+ α1u0 (x, y)
(5)

where κ is the curvature along the underlying edge.

III. NEW MODEL
A. THE PROPOSED HYBRID MODEL
Image denoising aims to remove noise and preserve edges.
The major denoising behavior is to reduce the degree of sharp
transitions in a distorted image [25], [42]–[45]. It is generally
known that noise is the high frequency components of the

distorted image, and some significant high frequency com-
ponents also exist around edges and textures [46], so some
textures and fine details will be removed during the denoising
process. In order to overcome this issue, a novel hybrid
denoising model based on second order directional derivative
is proposed by us in this section, namely the DLHPDEmodel.
It combined the advantages of ID model, PM model and sec-
ond order directional derivative. Additionally, we selected
the patch similarity modulus as the new structure indicator
in the proposed model. We used the patch similarity idea
described in [47]–[50] to quantify the patch similarity mod-
ulus between neighboring patches. Let Px,y and Px ′,y′ be the
two patches centered at pixel ux,y (located at (x, y) on the
image u) and its neighbor pixel ux ′,y′ (located at

(
x ′, y′

)
on

the image u). The two patches can be described as:

Px,y =
(
ux−q,y−q, . . . , ux,y, . . . ux+q,y+q

)T
Px ′,y′ =

(
ux ′−q,y′−q, . . . , ux ′,y′ , . . . , ux ′+q,y′+q

)T (6)

then the patch similarity modulus between Px,y and Px ′,y′ is
calculated as follows:

d
(
Px,y,Px ′,y′

)
=

1
p2

 p2∑
m=1

(
Px,y (m)−Px ′,y′ (m)

)21/2

(7)

where the size of patch is p × p(p = 2q + 1) and q is
set to 1, the Px,y (m) represents the mth element of Px,y and
the Px ′,y′ (m) represents the mth element of Px ′,y′ . The image
patch can effectively and accurately represent the structure
information. Therefore, the new structure indicator based on
patch similarity modulus can identify not only the strong
edges, weak edges or textures, but also the noise.

The initial form of the proposedmodel can be expressed as:

∂u
∂t
= θ1u+ (1− θ)∇

(
c
(
d
(
Px,y,Px ′,y′

))
∇u
)

(8)

where θ ∈ [0, 1] is the weighting function, patch similarity
modulus d

(
Px,y,Px ′,y′

)
is the structure indicator.

To better preserve edges and reduce the aliasing and
the noise around edges, we employed the second order
directional derivative [14], [17], [38]–[40] to modify our
proposed model. Since the second order directional deriva-
tive [14], [17], [37] may be written as:

∂u
∂t
= En∇T∇uEnT (9)

where En is a unit vector, T is the transposition, and
H = ∇T∇u is the Hessian matrix. The defined expression
EnHEnT is the second order directional derivative of the image
u (x, y) along a given vector En. So the proposed model can be
further rewritten as follows:

∂u
∂t
= θEn∇T∇uEnT + (1− θ) En∇T

×
(
c
(
d
(
Px,y,Px ′,y′

))
∇u
)
EnT

u(x, y, 0) = f (x, y)
∂u
∂N

∣∣∣∣
(x,y)∈∂�

= 0, ∀t > 0

(10)
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where � is the support of the noisy image f (x, y), ∂� is the
boundary of the image u0 (x, y), N is an unit outward normal
to ∂�.

Here

θ =
1

1+α ∗
∑

Px′,y′∈δ

(
d
(
Px,y,Px ′,y′

))2 (11)

c
(
d
(
Px,y,Px ′,y′

))
=

k2

k2+
(
d
(
Px,y,Px ′,y′

))2 (12)

where α is a small parameter, δ represents the neighboring
patches of Px,y and these patches centered at the four neigh-
bors of pixel ux,y, k is the patch similarity modulus threshold.
To further analyze the proposed model, the Eq.(10) can be

expanded as:

∂u
∂t
= θEn∇T∇uEnT+(1−θ) En∇T

(
c
(
d
(
Px,y,Px ′,y′

))
∇u
)
EnT

= θEn∇T∇uEnT

+ (1− θ)
[
c (·) En∇T∇uEnT + En∇T c (·)∇uEnT

]
= θEn∇T∇uEnT

+ (1− θ)
[
c (·) En∇T∇uEnT + (∇c (·) · En) (∇u · En)

]
(13)

Note that the proposed anistropic model diffuses the image
along directional vector En, thus the selection of En is a key task.
Generally, the gradient direction and edge direction of image
are the two important options for directional vector En:
• Gradient direction
En = ∇u

|∇u| =
(ux ,uy)
|∇u| , the Eq.(13) can be simplified as:

∂u
∂t
= θEn∇T∇uEnT

+ (1− θ)
[
c (·) En∇T∇uEnT + (∇c (·) · En) (∇u · En)

]
=
(
θ + c (·)− θc (·)+ c′ (·) |∇u| − θc′ (·) |∇u|

)
uNN
(14)

where uNN =
uxxu2x+uyyu

2
y+2uxuyuxy

u2x+u2y
is the second order deriva-

tive of image u (x, y) along the gradient direction of the
edges. Therefore, the diffusion is performed along the gra-
dient direction, and the proposed model leads to the blurring
of the edge structures of the image u (x, y). So the directional
vector of gradient direction is not the ideal choice.
• Edge direction
En = (∇u)⊥

|∇u| =
(−uy,ux)
|∇u| , the Eq.(13) can be simplified as:

∂u
∂t
= θEn∇T∇uEnT

+ (1− θ)
[
c (·) En∇T∇uEnT + (∇c (·) · En) (∇u · En)

]
= (θ + c (·)− θc (·)) uTT (15)

where uTT =
uxxu2y+uyyu

2
x−2uxuyuxy

u2x+u2y
is the second order deriva-

tive of image u (x, y) along the edge direction. Therefore,
the diffusion is performed along the edge direction, and the

proposed model can effectively preserve edges of the image
u (x, y), but it also generates the staircase effects.

Inspired by the discussion in [35], the PM model can
be decomposed into two terms, which expounded the PM
model performs anisotropic diffusion along two orthogonal
directions (gradient direction and edge direction) with dif-
ferent weights. And the directional diffusion term of edge
direction should be encouraged since it represents a well
posed smoothing operator that tend to preserve edges. Thus
it is an effective denoising way to diffuse an image along the
edge direction [14], [35], [38]. So the second order directional
derivative of edge direction were used in our proposed model.
To extract the structure of the original image (i.e., noisy
image f ), and to make the proposed model diffuses along
the edge’s tangential direction of the original image, a new
directional vector is defined as En =

(
nx , ny

)
=
(−fy,fx)
|∇f | in this

paper. With use of the new directional vector, the final form
of the proposed DLHPDE model can be rewritten as:

∂u
∂t
= θEn∇T∇uEnT+(1−θ) En∇T

(
c
(
d
(
Px,y,Px ′,y′

))
∇u
)
EnT

= θufTT + (1− θ)
(
c
(
d
(
Px,y,Px ′,y′

))
ufTT

+
(
∇c
(
d
(
Px,y,Px ′,y′

))
· En
)
(∇u · En)

)
(16)

where ufTT =
uxx f 2y +uyyf

2
x −2fx fyuxy

f 2x +f 2y
is the second order deriva-

tive of image u (x, y) along the edge direction of original
image f (x, y).
To sum up, the proposed DLHPDEmodel enjoy the advan-

tages of both the modified ID model and the modified PM
model. According to the value of θ , we can adaptively control
the diffusion mode. For the edges and textures, the weighting
function θ is close to zero, the DLHPDEmodel will highlight
the possibility of the modified PM model. The modified
PM model have better performance in preserving the edges
and fine details than the PM model. For the noisy points,
the weighting function θ is close to 1, the DLHPDE model
will highlight the possibility of the modified ID model. The
modified ID model can preserve more edges than the ID
model. Note that the modified IDmodel and the modified PM
model smooth the image u (x, y) along the edge direction of
image f (x, y) , and they can preserve the edges of the image
f (x, y). The structure information of original image f (x, y)
determines the structure property of image u (x, y), so that
there is neither false edge (i.e., staircase effect) in image
f (x, y) nor false edge in image u (x, y). On the basis of these
analyses, the success of the DLHPDE model is attributed
to the combination of θ , c

(
d
(
Px,y,Px ′,y′

))
, PDE based on

directional diffusion, and the edge vector. By combining the
merits of these elements, the DLHPDE model can efficiently
preserve the edges, textures, thin lines, weak edges and fine
details, and avoid the staircase effects. In addition, the DLH-
PDE model can reduce the aliasing and the noise around
edges.
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B. NUMBERICAL IMPLEMENTATION
Similar to the MPM model, in order to numerically solve the
Eq.(16) of the proposed DLHPDE model by using the finite
difference method, let

I = En∇T∇uEnT

=
(
nx , ny

) ( uxx uxy
uxy uyy

)(
nx
ny

)
= uxxn2x + uyyn

2
y + 2uxynxny (17)

Q= En∇T
(
c
(
d
(
Px,y,Px ′,y′

))
∇u
)
EnT

=
(
nx , ny

) ( (c(·)ux)x (c(·)uy)x
(c(·)ux)y

(
c(·)uy

)
y

)(
nx
ny

)
=

[
(c(·)ux)x n

2
x+
(
c(·)uy

)
y n

2
y

]
+
[(
c(·)uy

)
x+(c(·)ux)y

]
nxny

(18)

By using Euler’s forward method, the proposed DLHPDE
model can be written as:

ur+1i,j = uri,j +1t
(
θ ri,jI

r
i,j +

(
1− θ ri,j

)
Qri,j

)
(19)

with symmetric boundary conditions:

ur
−1,j = ur0,j, urM+1,j = urM ,j, j = 0, 1, . . . ,N

uri,−1 = uri,0, uri,N+1 = uri,N , i = 0, 1, . . . ,M (20)

where r = 0, 1, 2 . . . is the time level, M × N is the image
size, the space grid size is set as 1x = 1y = 1 and the time
step is set as 1t . θ ri,j, I

r
i,j, Q

r
i,j are implemented respectively

according to:

θ ri,j =
1

1+ α ∗
∑

Pi′,j′∈δ

(
d
(
Pi,j,Pi′,j′

))2 (21)

I ri,j = Dxx
(
uri,j
)
n2xi,j+Dyy

(
uri,j
)
n2yi,j+2 ∗ Dxy

(
uri,j
)
nxi,jnyi,j

(22)

Qri,j =
[
crWi,j

(
d
(
Pri−1,j,P

r
i,j

))
· ∇W uri,j

+ crEi,j
(
d
(
Pri+1,j,P

r
i,j

))
· ∇Euri,j

]
· n2xi,j

+

[
crNi,j

(
d
(
Pri,j−1,P

r
i,j

))
· ∇Nuri,j

+ crSi,j
(
d
(
Pri,j+1,P

r
i,j

))
· ∇Suri,j

]
· n2yi,j

+

[
D+x

(
cri,j
(
d
(
Pri,j+1,P

r
i,j−1

))
Dcyu

r
i,j

)
+ D+y

(
cri,j
(
d
(
Pri+1,j,P

r
i−1,j

))
Dcxu

r
i,j

)]
· nxi,jnyi,j

(23)

where

d
(
Pri−1,j,P

r
i,j

)
=

1
p2

 p2∑
m=1

(
Pi−1,j (m)− Pi,j (m)

)21/2

d
(
Pri+1,j,P

r
i,j

)
=

1
p2

 p2∑
m=1

(
Pi+1,j (m)− Pi,j (m)

)21/2

d
(
Pri,j−1,P

r
i,j

)
=

1
p2

 p2∑
m=1

(
Pi,j−1 (m)− Pi,j (m)

)21/2

d
(
Pri,j+1,P

r
i,j

)
=

1
p2

 p2∑
m=1

(
Pi,j+1 (m)− Pi,j (m)

)21/2

Dxxuri,j = uri+1,j + u
r
i−1,j − 2uri,j

Dyyuri,j = uri,j+1 + u
r
i,j−1 − 2uri,j

Dxyuri,j =
1
4

(
uri+1,j+1+u

r
i−1,j−1−u

r
i−1,j+1−u

r
i+1,j−1

)
∇W uri,j = uri−1,j − u

r
i,j

∇Euri,j = uri+1,j − u
r
i,j

∇Nuri,j = uri,j−1 − u
r
i,j

∇Suri,j = uri,j+1 − u
r
i,j

crWi,j
(
d
(
Pri−1,j,P

r
i,j

))
=

k2

k2 +
(
d
(
Pri−1,j,P

r
i,j

))2
crEi,j

(
d
(
Pri+1,j,P

r
i,j

))
=

k2

k2 +
(
d
(
Pri+1,j,P

r
i,j

))2
crNi,j

(
d
(
Pri,j−1,P

r
i,j

))
=

k2

k2 +
(
d
(
Pri,j−1,P

r
i,j

))2
crSi,j

(
d
(
Pri,j+1,P

r
i,j

))
=

k2

k2 + d
(
Pri,j+1,P

r
i,j

)2
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The flow chart in Figure 1 shows the algorithm of the
proposed DLHPDE model that is applied to each pixel. The
proposed algorithm can adaptively select the diffusion mode
from the modified ID model and the modified PM model.
When the weighting function θ is close to 1, the modified
ID model will be chosen to dispose pixel, yielding a better
smoothing effect. On the contrary, when the weight function
θ is close to zero, the modified PM model will be chosen to
dispose pixel, aiming to preserves edge.

IV. COMPUTER EXPERIMENT AND DISCUSSION
In this section, some simulation results are presented to
illustrate the merit and efficiency of the proposed DLHPDE
model in image denoising. All the simulation experiments are
implemented by MATLAB R2008a and performed on 32-bit
Windows 7 system on the desktop computer with Inter(R)
Core(TM) i7-4770K CPU and 8GB RAM. Image quality
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FIGURE 1. Flow chart of the proposed DLPDE algorithm.

assessment can be subdivided into subjective evaluation and
objective evaluation. Subjective evaluation costs too much
time and effort in the whole procedure. More importantly, it is

impractical to perform subjective image quality assessment
in real-time. Hence, the objective quality metrics that can
automatically evaluate the image perceptual quality and guide
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FIGURE 2. Denoising outcomes from the synthetic image(256×256). (a) clear image; (b) noisy image;
(c) denoising by ID model; (d) denoising byPM model (k = 6); (e) denoising by DLHPDE model (k = 2).
The iteration number is set to 12.

the image processing applications are demanded [51]. Peak
signal to noise ratio (PSNR) and mean structural similar-
ity index measure (MSSIM) [52] are widely used as the
metrics in image analysis. However, the PSNR and MSSIM
are two highly relevant quality measures and the PSNR is
more sensitive to additive Gaussian white noise than the
MSSIM [53]. So we only employed the PSNR to objec-
tively assess the quality of restored image. The PSNR is
defined as:

PSNR = 10 log10

 2552 ×M × N
M∑
i=1

N∑
j=1

[
uimg (i, j)− u (i, j)

]2
 (24)

here M × N is the size of images, uimg and u are the true
image and restored image, respectively. Generally, the larger
value of the PSNR indicates the better quality of the restored
image.

A. QUALITATIVE COMPARISON WITH SOME
PDE-BASED MODELS
In this subsection, we compared the restored results with
ID model [8], PM model [9], VEPM model [13], MPM
model [14], and TSP model [15], respectively.

For comparison, the optimal parameters of ID model,
PM model, VEPM model, MPM model, and TSP model
in [8], [9], and [13]–[15] were selected from [14]. And all
the parameters adopted for the proposed DLHPDE model are
optimized in order to obtain the best quality of the restored
image. The relevant parameters are set as α = 0.08 and k

varies from 1 to 30. Each denoisingmethodwill be terminated
when the PSNR reachedmaximum, and the time step were set
as 1t = 0.25 in all experiments.
We first carried out the denoising of a synthetic image

to verify the performance of the proposed DLHPDE model.
Figure 2 displays the different denoising results of the syn-
thetic image. Figure 2(a) is the clear image containing a
rectangle and a triangle. Figure 2(b) is the image with white
Gaussian noise at zero mean and 0.003 variance. Figure 2(c)
and Figure 2(d) show that the denoising results of the ID
model and PMmodel. It is clearly that the IDmodel smoothed
the sharp corners and the PM model generates staircases.
Figure 2(e) shows that the proposed DLHPDE model per-
forms better than the single-alone ID model and single-alone
PM model. This model can also prevent the staircase effects
and preserve the edges.
To further validate the performance of the proposed

DLHPDE model, we performed a series of experiments on
four standard testing images. These images, including Lena,
Barbara, Boat and Peppers, are all in size of 256 × 256.
The noisy images were created through adding zero-mean
white Gaussian noises with different variances. As the first
comparison, desnoising results of Lena image with different
levels of noise are showed in Figures 3 and 5. It can be seen
that the ID model blurs the edges, the PMmodel suffers from
obvious block effects. It is clearly that, the VEPM model,
MPMmodel and TSPmodel work verywell on preserving the
edges and smoothing the noise. However, the fine details of
Lena’s hair, eyes, lips are smoothed out, and slight staircase
effects appear when the noise level is high. Figure 3(h) and
Figure 5(h) present the restored image from the proposed
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FIGURE 3. Comparison of denoising results on Lena image. (a) noise free image; (b) noisy image with variance of 0.002; Denoising
results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well as (h) DLHPDE
model (k = 2).

FIGURE 4. Comparison of denoising results for zoomed-in region of the Lena image. (a) noise free image; (b) noisy image with
variance of 0.002; Denoising results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model
(k = 5), as well as (h) DLHPDE model (k = 2).

DLHPDE model. Apparently the DLHPDE model can effec-
tively preserves the fine details while removing noise in
the image. For a local region comparison, we zoomed in
Lena image, from Figure 4 we can judge that the DLHPDE
model provides more natural effect with clearer details.

As can be seen, the PM model generates isolated points.
The VEPM model and TSP model generate a small degree
of staircase effects and lost fine details. The edges in MPM
are sharp, but it still lost fine details. It is clearly seen
that the proposed DLHPDE model substantially reduces the
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FIGURE 5. Comparison of denoising resultson Lena image. (a) noise free image; (b) noisy image with variance of 0.003; Denoising
results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well as (h) DLHPDE
model (k = 2).

TABLE 1. Quantitative comparison of AGORITHMS IN DENOSING Lena image.

TABLE 2. Quantitative comparison of AGORITHMS IN DENOSING Barbara image and Boat image

staircase effects and the aliasing around edges and obvi-
ously preserves the edges, textures, thin lines, weak edges
and fine details. The quantitative comparison results of each
model are summarized in Table 1. The noisy images are
corrupted by zero-mean Gaussian noise at variance of 0.002,
0.003, 0.005, respectively. The Barbara and Boat images are
shown in Figures 6 and 7 respectively, and the test images are
corrupted by zero-mean Gaussian noise at variance of 0.002.
From Figure 6(c), it is clearly seen that the ID model
removes the noises, but blurs the edges and texture regions.

From Figure 6(d) to Figure 6(g), we observe that the PM
model, VEPM model, MPM model, and TSP model can
preserve edges and texture regions effectively, but failed to
remove the noise in the texture regions. Figure 6(h) shows
that the DHLPDE model can remove the noise along edges
and preserve the details information of the edges and tex-
ture regions. Figure 7 shows the image outcomes processed
by our proposed DLHPDE model and other five models.
With DLHPDE model, the aliasing around edges are van-
ished and the thin lines and weak edges are well preserves.
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FIGURE 6. Comparison of denoising resultson Barbara image. (a) noise free image; (b) noisy image with variance of 0.002;
Denoising results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well
as (h) DLHPDE model (k = 2).

FIGURE 7. Comparison of denoising resultson Boat image. (a) noise free image; (b) noisy image with variance of 0.002; Denoising
results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well as (h) DLHPDE
model (k = 2).

Among all the methods being compared, the DLHPDEmodel
has the best denoising performance as well as the capability
to preserve weak edges and fine details. Table 2 summarizes
the quantitative comparison of Figures 6 and 7. We also
tested the denoising performance of the proposed DLHPDE

model on Peppers image with two levels of noise (variance=
0.002,0.005) and exhibited the results in Figures 8 and 9.
As can been see from these results, the proposed method has
better denoising performance. The quantitative comparison
are outlined in Table 3. A very important discovery from the
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FIGURE 8. Comparison of denoising resultson Peppers image. (a) noise free image; (b) noisy image with variance of 0.002;
Denoising results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well
as (h) DLHPDE model (k = 2).

FIGURE 9. Comparison of denoising resultson Peppers image. (a) noise free image; (b) noisy image with variance of 0.005;
Denoising results by (c) ID model, (d) PM model (k = 6), (e) VEPM model (k = 4), (f) MPM model, (g) TSP model (k = 5), as well
as (h) DLHPDE model (k = 2).

Tables 1-3 is that our DLHPDE model generates the highest
values of the PSNR, indicating that this proposed model has
the best performance on removing noise while preserving the
edges, textures, thin lines, weak edges and fine details. This
method is also robust for different images with various levels
of noise.

B. QUALITATIVE COMPARISON WITH SOME
RECENT ADVANCED MODELS
In this subsection, we compared the proposed DLHPDE
model with NLM model [54], BM3D model [55] and
K-SVD model [56]. The test images include Straw
(256× 256) and Monarch (256 × 256). The two test
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FIGURE 10. Comparison of denoising resultsonStraw image. (a) noise free image; (b) noisy image with variance of 0.002;
Denoising results by (c) NLM model, (d) BM3D model, (e) K-SVD model, as well as (h) DLHPDE model (k = 2).

TABLE 3. Quantitative comparison of AGORITHMS IN DENOSING Peppers image

TABLE 4. Quantitative comparison of AGORITHMS IN DENOSING Straw image and Monarch image

images are corrupted by zero-mean Gaussian noise at vari-
ance of 0.002. The results on Straw image are listed
in Figure 10 and those on theMonarch image are in Figure 11.
The corresponding qualitative results and computing time are
presented in Table 4. From Figure 10(c) and Figure 11(c),
we observe that some edges and details of images are blurred
severely (pointed by red arrows) in NLMmodel. As can been
seen from Figures 10(d) and 11(d), BM3D has the best visual

effects, the edges in BM3D are sharp even more than the
noise free image. BM3D is a state-of-the-art denoising model
that removes noise perfectly. But some fine details (pointed
by red arrows) are filtered out in BM3D. Figure 10(e) and
Figure 11(e) present KSVD model can preserve edges and
fine details effectively, but the model consumes more time.
Figure 10(f) and Figure 11(f) demonstrate that our proposed
model preserves more details than other three models, which
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FIGURE 11. Comparison of denoising resultson Monarch image. (a) noise free image; (b) noisy image with variance of 0.002;
Denoising results by (c) NLM model, (d) BM3D model, (e) K-SVD model, as well as (h) DLHPDE model (k = 2).

means the denoising results with our model are more similar
to the true images. Those comparison results validate the fast
convergence of the proposed model.

V. CONCLUTIONS
The aim of this article is to develop a hybrid denoising
algorithm based on directional diffusion, via incorporating
the advantage of the modified ID model and that of the
modified PM model. In the proposed method, we employed
the patch similaritymodulus to serve as the structure indicator
to control the diffusion mode and used the second order
directional derivative to make the diffusion proceeds along
the edge’s direction of the original image. From comparison
results, it can be seen that the proposed DLHPDE algorithm
is more efficient to overcome the staircase effects, more
clear to preserve thin lines, weak edges and fine details and
more efficient to remove noise and aliasing around edges.
To conclude, the visual and quantitative results have demon-
strated that the quality of restored images by our method is
better and more robust than the ID model, PM model, VEPM
model, MPM model, and TSP model. We also compared our
model with some recently advancedmodels, the experimental
results demonstrated our proposed model has a better detail
and texture preservation capability. To further validate the

performance of the proposed DLHPDE model, our future
efforts will be focused toward further optimizing the param-
eters of the proposed model such that it can be applied to the
streak artifacts removal of the low-dose computed tomogra-
phy (LDCT) images.
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