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ABSTRACT Cloud manufacturing (CMfg) is an innovative manufacturing paradigm in which geographi-
cally distributed various manufacturing resources are encapsulated into manufacturing services (MSs), and
also these MSs can provide users with various services. Users can find and choose qualified MSs to form
cliques to help them complete their manufacturing tasks via Internet. Trust makes cooperative endeavors
happen. Hence, it is an important problem to evaluate the trustworthiness of MSs in CMfg. In this paper,
we present a comprehensive assessment approach to evaluate the trustworthiness of a MS in CMfg. The
approach evaluates a MS from both objective and subjective perspectives, named as credit assessment and
reliability assessment, respectively. Multinomial logistic regression analysis is presented to assess the credit
of a MS, while fuzzy analytic hierarchy process is used to assess its reliability. Finally, a case study is
presented and the results show the comprehensive assessment approach is efficacious at the trustworthiness
evaluation of a MS.

INDEX TERMS Cloud manufacturing, trust evaluation, credit assessment, reliability assessment, FAHP,
MLR.

I. INTRODUCTION
Small- and medium-sized enterprises (SMEs) play a crucial
role in the healthy development of manufacturing industry
and jobs creation [1]. However, many SMEs are still using
traditional manufacturing paradigm in their operation and
surfer from low productivity and weak competitiveness. The
development of advanced information and network tech-
nologies in the last two decades give rise to various new
manufacturing paradigms that have also attracted great atten-
tion from both academia and industries, such as concurrent
engineering [2], [3], virtual manufacturing [4]–[6], network
manufacturing [7]–[9] and digital manufacturing [10], [11].
With the advent of cloud computing, things of internet, and
other new information and network technologies, a service-
oriented manufacturing paradigm is proposed, called cloud
manufacturing [12], [13].

Cloud manufacturing is a customer-centered manufac-
turing paradigm that explores on-demand accesses to a
shared collection of diversified and distributed manufactur-
ing resources to form a scalable, reconfigurable production

system which enhances efficiency, reduces production lead
time and costs, and enables optimal resource allocations in
responding to variable customer demands [14]. In cloud man-
ufacturing environment, geographically distributed resources
are encapsulated into Manufacturing Services (MSs). Cus-
tomers can gain access remotely without any difference from
accessing locally available resources. Nevertheless, with the
increasing number of MSs available on the Internet, how
to find the trustworthy MSs from the potential candidates
becomes one of the most significant questions in cloud man-
ufacturing [15]. Trust is a central component in effective
working relationships.

In our society, people usually form collaborative rela-
tionships with others they can trust, basing on face-to-face
assessment and/or their societal reputation [16], [17]. Trust
is an essential component in almost any relationship, such
as interpersonal relationship, social structures, and business
relationships [18]. Besides, trust in our society is reflected
in many aspects, reliability, honesty, truthfulness, depend-
ability, security, competency, punctuality, and quality of
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service [19]–[21]. On the other hand, in a virtual online
environment, members are usually anonymous and do not
engage in direct face-to-face communication. Being able to
effectively and quantitatively assess trust in such an environ-
ment is attracting increasing research attentions [22]–[27].
The concepts of trust and reputation managements have
been widely adopted in e-commence [28]–[30], web ser-
vices [31], [32], ad-hoc networks [33], P2P comput-
ing [34], [35], social network [36] and so on. However,
there lacks a general concept of trust and it needs much
more theoretical analysis and measurement. E-commerce,
like C2C (customer -to-customer) and B2C (business-to-
customer) improves its popularity because of its inherent
benefits of convenience and low costs for the consumer, but
it impedes its development further because of its drawbacks
such as virtual and anonymous sales and the difficulty in
assessing product quality prior to purchase [37]–[39]. Many
different kinds of trust evaluation methods have already
been applied by the electronic marketplace, such as e-Bay,
Amazon, Taobao, Airbnb, and CNet [40]–[43]. But the sim-
ilarity of these trust evaluation technologies is that the trust
computing is based on the feedback information of partic-
ipants. Usually participants of the e-commerce give three
kinds of feedback: positive ratings (+1), negative ratings
(−1), and neutral ratings (0), and then the evaluation results
are given based on the feedback information. However, trust
is characterized by individuality, fuzziness, dynamics, time-
dependence and context-dependence. The abovementioned
trust evaluation methods just only evaluate trust from sub-
jective views, and certainly they are difficult to be used to
evaluate comprehensively. So the trust evaluation approach
presented in this paper evaluates trust from subjective and
objective views. In the rest of the paper, a framework of
trust evaluation, including evaluations of credit and reliability
is presented in Section II. In Section III, a comprehensive
quantitative assessment model is developed. A case study is
presented in Section IV to validate the presented method.
It is observed that this approach is able to make decision for
supporting the selection of MSs.

II. GUIDELINES FOR MANUSCRIPT PREPARATION
In the CMfg environment, geographically distributed vari-
ous manufacturing resources are encapsulated as MSs and
form an immense MS pool. Users can search and choose
one or several MSs from this pool to form a niche to work
on their manufacturing tasks. These users certainly hope
to find those trustworthy potential MSs who can complete
manufacturing tasks according to their commitments. Usu-
ally trust assessment is conducted in two aspects: credit
and reliability. Credit assessment is an objective assessment,
meaning it assesses a MS using objective information such
as its competency of completing commitments. Reliability
assessment is a subjective assessment, meaning it assesses
a MS using subjective information such as user feedbacks.
Hence the trust evaluation framework contains indexes in
both aspects, shown as Figure 1. The credit rating of Small/

Medium-Sized enterprises (SMEs) are mainly decided by the
factors in Table 1, according to related 60 references and
credit evaluation reports. The indexes of reliability assess-
ment are mainly decided by the factors in Table 2, obtained
from 75 questionnaire surveys. Factor analysis is used to
remove redundancy or duplication from the factors using
SPSS, which is a statistical analysis software.

TABLE 1. The inflence factors of credit rating.

TABLE 2. The influence factors of reliability assessment.

Table 3 and Table 4 shows significant factors of credit
rating and reliability assessing respectively based on fac-
tor analysis method. Among credit rating indexes, there are
two significant factors: management factor f11 and finance
factor f12. There are three significant factors in reliability
indexes: interaction factor f21, delivery factor f22, and oper-
ation factor f23. Table 5 and Table 6 are the rotated factor
matrixes of credit rating indexes and of reliability assess-
ing indexes respectively. So the evaluation indexes of trust,
involving credit rating and reliability assessing are shown
in Figure 1.

III. A COMPUTING APPROACH FOR TRUST EVALUATION
A. PROBLEM FORMULATION
The trust evaluation model of MS is expressed as a seven-
tuple (A, X, Y, T, EC , ER, E,), where
A = {a1, a2, . . . . . . , am} denotes the set of candidate

services;
X = {x1, x2, . . . . . . , xk} denotes the set of service

providers;
Y = {y1, y2, . . . . . ., yl} denotes the set of service deman-

ders;
T = {Tij} denotes the set of the trust evaluation

indexes, including credit and reliability assessment indexes
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TABLE 3. Total variance explained of credit rating indexes.

TABLE 4. Total variance explained of reliability assessing indexes.

TABLE 5. Rotated factor matrix of credit rating indexes.

TABLE 6. Rotated factor matrix of reliability assessing indexes.

T={T1, T2} respectively, in which T1 = {T11, T12, . . . ,T1m}
(m = 1, 2, . . . , 8) and T2 = {T21, T22, . . ., T2n}
(n = 1, 2, . . . , 9);
ECai denotes the computing result of credit evaluation of

MS, ai ∈ A;
ERai denotes the computing result of reliability evaluation

of MS, ai ∈ A;
Eai denotes the computing result of trust evaluation of MS,

ai ∈ A;

Eai = λ
C
aiE

C
ai + λ

R
aiE

R
ai (1)

where λCai and λ
R
ai denotes the weight of credit and reliability

for evaluating trust and λCai + λ
R
ai = 1.

B. CREDIT ASSESSMENT BASED ON MLR
Multinomial logistic regression (MLR) is used to predict cate-
gorical placement or the probability of categorymemebership
on a dependent variable based on multiple independent vari-
ables. MLR is a simple extension of binary logistic regression

that is capble of handling more than two categories of the
dependent or outcome variable.

Here the essential information, a credit rank list
of 283 SMEs are collected. The credit ranks are listed in
table 7. There are 10 levels of the credit rank altogether. Two
factors, namely management factor f11 and finance factor
f12 can caputure 8 indexes of credit assessment with factor
analysis of SPSS (see Fig. 1). The estimating values for each
weight of the abovementioned credit assessment indexes are
expressed by the following equation (2) and equation (3) with
linear regression. MLR is used to assess the credit rank of
SMEs. The MLRmodel is a simple extension of the binomial
logistic regression model. By using MLR in credit rating,
the response variable y can take one of serveral discrete value
(0, 1, 2, . . . , 9) and the MLR model of credit rating can be
formulated by equation (4).

f11 = 0.365T11 + 0.333T12 + 0.369T13 + 0.007T14
+ 0.020T15 − 0.019T16 + 0.297T17 + 0.024T18 (2)
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FIGURE 1. The evaluation index architecture.

TABLE 7. The credit ranking of 283 SMEs.

f12 = 0.008T11 − 0.033T12 − 0.009T1 + 0.031T14
+ 0.983T15 + 0.05T16 + 0.014T17 + 0.062T18 (3)

log it(Pr )

= log it(P(y ≤ r|f ) = ln(
Pr

1− Pr
) = γr−(β1f11+β2f12)

(4)

where r = 1, 2, . . . , 9; y = 0, 1, 2, . . . , 10 denotes the
level of credit rank where 0 is the lowest level and 9 is the
highest level. Pr = P(y ≤ r|f ) is the cumulative probablity;
γr denotes the demarcation point; β1 and β2 is regression
coefficient. The results of multinomial logistic regression
analysis are listed in table 8 with SPSS. And the expansion
equation of the equation (4) can be described by the following
equation (5), shown at the bottom of the next page.

where β1 = 0.975 and β2 = 0.457, log it(Pr ) =
ln( Pr

1−Pr
) = γr − (0.975f11 + 0.457f12). The level R of

the credit rank of an company is the maximal value of Pr ,
namely R = arg max

0≤r≤9
P(y = r|f ). Then the result of credit

assessment is normalized according to equation (6).

ECai =
Rai
10

(6)

where ECai denotes the result of credit assessment for MS ai;
Rai denotes the credit level of MS ai.

C. RELIABILITY EVALUATION BASED ON FEEDBACK
1) WEIGHT ANALYSIS OF EVALUATION INDEXES OF
RELIABILITY BASED ON FAHP
The Analytic Hierarchy Process (AHP) as an evaluation tool
is widely used for multi-criteria decision-making and has
successfully been applied to many practical decision making
problems. However, the method is quite difficult to handle
the inherent uncertainty and imprecision associated with the
mapping of the decision-maker’s perception to exact num-
bers. In order to eliminate this limitation, Fuzzy AHP (FAHP)
is used to tackle the uncertainty and imprecision of reliability
assessment process. There are four steps to be used when
using FAHP to assess the reliability.

1) Problem modelling
According to the indexes of reliability evaluation, the hier-

archical evaluation system is built as shown in Figure 2.
2) Constructing consistent fuzzy reciprocal comparison

matrix
The judgement of the pair-wise comparison of criteria

converts the value according to the ratio scale (see table 9)
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TABLE 8. The results of the MLR analysis.

TABLE 9. Quantitative scale 0.1-0.9.

and construct the following fuzzy comparison matrix.

A = (aij)n×n =


a11 a12 · · · a1n
a21 a22 · · · a2n
· · · · · · · · · · · ·

an1 an2 · · · ann

 (7)

where aij represents the comparison between the criterion i
and j, and 0 ≤ aij ≤ 1, aij + aji = 1.
If the matrix A is consistent, then the equation (7) holds for

all comparisons:

aij = aik − ajk + 0.5 (8)

If aij 6= aik−ajk+0.5, thematrixA is inconsistent. Thematrix
A needs to be modified to form a consistent comparison
matrix A′ according to the equation (9).

A′ = (a′ij)n×n, a′ij =
ai − aj
n
+ 0.5 (i 6= j) (9)

where ai(j) =
n∑

k=1
ai(j)k , i, j = 1, 2, . . . , n i 6= j.

3) Solving the matrix A’ to obtain the weight of each
criterion with equation (10).

ωi =
1
n
−

1
(n− 1)

+

2
n∑
j=1

aij

n(n− 1)
(i = 1, 2, . . . , n) (10)

Here three experts are invited to construct comparison matrix
for determining the importance degree of the group criteria.

f21 f22 f23

A1 =
f21
f22
f23

 0.5 0.3 0.2
0.7 0.5 0.6
0.8 0.4 0.5


f21 f22 f23

A2 =
f21
f22
f23

 0.5 0.4 0.3
0.6 0.5 0.5
0.7 0.5 0.5


f21 f22 f23

A3 =
f21
f22
f23

 0.5 0.4 0.1
0.6 0.5 0.6
0.9 0.4 0.5


As the three comparison matrixes are not subjected to equa-
tion (8), the equation (9) is used to respectively modified the
three matrixes to form the following three matrixes A′1, A

′

2
and A′3.

A′1 =

 0.5 0.233 0.267
0.767 0.5 0.533
0.733 0.467 0.5




P(y = 1) = P(y ≤ 1|f 11, f12) =
elogitP1

1+ elogitP1

P(y = 2|f11, f12) = P(y ≤ 2|f11, f12)− P(y ≤ 1|f11, f12) =
elog itP2

1+ elog itP2
−

elogitP1

1+ elogitP1
...

P(y = 0|f11, f12) = 1− P(y = 1|f11, f12)− P(y = 2|f11, f12)− . . .− P(y = 9|f11, f12)

(5)
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FIGURE 2. The hierarchical evaluation system of reliability.

A′2 =

 0.5 0.367 0.333
0.633 0.5 0.467
0.667 0.533 0.5


A′3 =

 0.5 0.267 0.233
0.733 0.5 0.467
0.767 0.533 0.5


Calculating with equation (10) respectively, the weight vector
of each consistent comparison matrix is as follows:

ω1
f21 = 0.1667 ω2

f21 = 0.2333 ω1
f21 = 0.1667

ω1
f22 = 0.4333 ω2

f22 = 0.3667 ω2
f22 = 0.4

ω1
f23 = 0.4 ω2

f23 = 0.4 ω3
f23 = 0.4333

Then we can obtain the weight vector ωf2 of the
three group criteria for reliability evaluation, ωf2 =

(0.1889, 0.4, 0.4111).
In the same way, the weight vectors of the criteria for the

three group criteria are obtained.

ωf21 = (0.4762, 0.261, 0.2619),

ωf22 = (0.2815, 0.3826, 0.3359),

TABLE 10. Quantitative-scale of user rating.

ωf23 = (0.4926, 0.2025, 0.3049).

Hence we can obtain the weight vector ω of each criterion for
reliability evaluation.

ω =

 ω1

. . .

ω9

 = [0.09, 0.0495, 0.0495, 0.1126,

0.153, 0.1344, 0.2025, 0.0832, 0.1253]′.

2) THE DETERMINATION AND QUANTIFICATION OF
FEEDBACK INFORMATION
Supposedly after using a certain MS k (k = 1, 2, . . . ,m),
each user i (i = 1, 2, . . . , n) has already used the MS k
feeds back, a rating fbkij for this MS k from the rating set

TABLE 11. The essential information of three companies.
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TABLE 12. The probability of each credit assess level.

{very bad, bad, medium, good, very good} according to
each index of reliability assessment T2l (l = 1, 2, . . . , 9),
in which j = T2l . The ratings are quantified according
to table 10. Considering that the influences of the ratings
of users on the conclusive results of reliability assessment
will be degraded with time passing by, namely the impor-
tance degree of user feedback for MS reliability assessment
reducing with time passing by. The time weight wTi(t) is
introduced to express the importance degree of the feedback
information at the different time (equation 11) for assessing
reliability.

wTi(t) =
−

1
1ti

ln 1
1ti

1
n −

n∑
j=1

1
1tj

ln 1
1tj

(11)

where n denotes the total number of the feedback informa-
tion;1ti denotes the difference between the assessment time t
and the feedback time ti. Hence the reliability assessment is
as followings:

ERk = [wT1(t),wT2(t), . . . ,wTn(t)]

×

 fbk11 . . . fbk19
. . . . . . . . .

fbkn1 . . . fbkn9

  ω1
. . .

ω9

 (12)

where ERk denotes the result of reliability assessment and
k denotes the MS k (k = 1, 2, . . . ,m); wTi(t), ωj denotes
the weight of time and of index of reliability assessment
respectively.

FIGURE 3. Influence weight comparison.

IV. A CASE STUDY
There are three companies C1, C2, C3 who provides three
different MSs, namely S1, S2, S3 respectively. The essential
information of these three companies are listed in table 7.
According to the equations (2) and (3), the management
capacity coefficient f11 and the operation capacity coefficient
f12 are calculated. And the probability P(y = j) is calculated
according to the equation (4), where j (j = 0, 1, 2, . . . 9)

TABLE 13. The feedback information of MS S1.
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FIGURE 4. Trust evaluation results.

denotes the credit assess rank and directly corresponds to
the credit rank. Level 0 is the highest level, corresponding to

AAA and level 9 is the lowest level, corresponding to D. The
results are listed in table 11. The credit rank of the company
C1 is AAA, because its probability at rank AAA is the highest
among the other ranks. Similarly, C2 is BBB, and C3 is A
(see table 12).

The feedback information of the MSs from users are
collected for assessing the reliability of the three services
S1, S2, and S3 provided by the three companies respectively.
Table 13 lists the feedback information of S1 from cus-
tomers. There are altogether 18 pieces of feedback infor-
mation. The ta denotes the time that gives the result of
reliability assess. For example, there are six pieces of feed-
back information {R1, R2, R3, R4, R5, R6} when ta is at
5 unite time. And then the time weight of feedback informa-
tion wT1 and the weight of credit λ1R of S1 is calculated as
equation (13), shown at the bottom of the page.

The longer the interval time between the feedback time
and the assessment time is, the less the effect of feedback
information on the reliability assess is (see FIGURE 3(a)).

The trust evaluation of MS S1 is as follows.

E1 = λC1 E
C
1 + λ

R
1E

R
1 = 0.4895+ 0.4207 = 0.8922 (14)

Similarly, the trust computing of S1, S2, and S3 at different
ta are shown as figure 4 respectively.
The Figure 4 (d) reflects the evolutionary process of MS’s

trust from the beginning to join the platform, and the changing
tendency of the trust value is compared with the line graph.

AMS just join the platform, users are usually dependent on
its credit assessment for evaluting its trustworthiness. When
this MS is used by users and obtains feedback informa-
tion, the feedback information will affect its trustworthiness.
In this case (fig. 4(d)), the trust value of S1 is gradually
reduced, the S2 is gradually rised, and the S3 is waved. Hence,
the S2 is the best candidate.

V. CONCLUSIONS
In this paper, a trust computing approach is proposed to
assess the trustworthiness of MSs in CMfg environment on
basis of constructing the evaluation architecture of credit and
reliability. The trust evaluation approach considers objec-
tive and subjective two aspects respectively, involving credit
assessment and reliability assessment. And two algorithms
are used for assessing credit and reliability: one is the ordinal
multinomial logistic regression analysis for assessing credit;
the other is FAHP for assessing reliability. At last a case is
presented to validate the approach.
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λR1 =

6∑
j=1

wT 1
j =

∑
[0.06711 0.080537 0.08054 0.1007 0.1342 0.1342]

λC1 = 1− λR1 = 0.4027

(13)
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