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ABSTRACT Demanded by high-performance wireless (WirelessHP) networks for industrial control appli-
cations, channel coding should be used and optimized. However, the adopted coding schemes in modern
wireless communication standards are not sufficient for WirelessHP applications, in terms of both low
latency and high reliability. Starting from the essential characteristics of WirelessHP regarding channel
coding, this paper gives a detailed analysis of currently used short packet coding schemes in industrial
wireless sensor networks, including seven coding schemes and their possible variants. The metrics employed
for evaluation are bit-error rate, packet error rate, and throughput. To find suitable coding schemes from a
large number of options, we propose four principles to filter the most promising coding schemes. Based
on overall comparison from the perspective of practical implementation, challenges of the available coding
schemes are analyzed, and directions are recommended for future research. Some reflections on how to
construct specially designed coding schemes for short packets to meet the high reliability and low-latency
constraints of WirelessHP are also provided.

INDEX TERMS Industrial wireless control, WirelessHP, channel coding, ultra-low latency, ultra-high
reliability, short packet.

I. INTRODUCTION
During the past decades, wireless control in industry has been
extensively investigated by the research community, fueled
also by the fourth industrial revolution, i.e. Industry 4.0 [1].
These efforts are directed to the deployment of wireless sen-
sors, actuators and controllers at different levels of industrial
automation to achieve higher efficiency. Motivated by advan-
tages such as low cost, flexibility, and suitability in harsh
environment or mobile scenarios, the first industrial wireless
sensor networks (IWSNs) have been implemented in real-
time control applications [2]. Research and standardization
works have been performed on, e.g., WirelessHART [3] and
WIA-PA [4], which are based on the IEEE 802.15.4 standard,
and the WIA-FA [5], which is based on the IEEE 802.11g/n
standard. Most recently, high-performance wireless (Wire-
lessHP) was proposed [6], aimed to meet 10 us cycle time and

multi-Gbps data rate requirements for mission-critical appli-
cations. To facilitate comprehension of this survey, frequently
used abbreviations are summarized in Table 1.

The typical WirelessHP configuration is represented by a
centralized wireless control network, where periodic mes-
sages are sent from the controller to the actuators with
extremely low latency. One central challenge to the successful
implementation of WirelessHP is to achieve high reliability,
on the order of 10−9 PER over short intervals [7]. Propagation
is affected by obstacles, reflections from mobile or stationary
objects, and interference caused by other wireless equipment
co-existing in the same frequency bands. Tomeet the required
reliability, channel codes are employed in most modern wire-
less communication standards to combat interference and
noise (Table 2). As shown in Fig. 1, the message packets are
input to an encoder where error correction bits are added,
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TABLE 1. Frequently used abbreviation in this paper.

TABLE 2. A brief review of channel codes adopted in different wireless
communication standards.

FIGURE 1. Block diagram of an encoding/decoding communication
system.

while a corresponding decoding algorithm is performed in the
decoder, by which the corrupted bits can be corrected.

Based on today’s industrial wireless standards, such as
WirelessHART and IEEE 802.11, researchers have embedded
BCH and RS codes in the medium access control layer to
improve the reliability [8], [9]. These coding schemes are
performed by the CPU software, thus introducing consid-
erable delays. Channel coding performed by the physical
layer hardware is a powerful tool in latency constrained

applications [10], [11]. For instance, in [12], a rate-1/2 CC
is adopted for a packet length of 100 bits, and it is shown to
achieve 100 us latency with PER of 10−9 in factory deploy-
ment. In [13], the application of IEEE 802.11n in indus-
trial communications is investigated, where LDPC codes are
used to improve reliability, and a number of parameters are
optimized to reduce service latency. Theoretical principles
regarding code design for short packet length are proposed
in [14]. These studies provide improved performance for con-
ventional IWSNs applications, but there are still gaps to the
performance required byWirelessHP for critical applications.
The works in [12] have combined Automatic Repeat reQuest
technique with CC to guarantee high reliability, reaching
1 Mbps throughput and 100 us latency, but are far away
form the mulit-Gbps throughput and 10 us latency required
by WirelessHP. As for [13], the conventional LDPC codes
will degrade reliability when used for short packet commu-
nications. Although [14] has given an overview from the
perspective of information theory, it does not provide any spe-
cific channel coding schemes. To the best of our knowledge,
channel codes for industrial wireless communications should
meet some specific requirements, and no existing researches
have addressed this topic yet. Faced with such an urgent
dilemma, we are motivated to review recent progresses in
short packet coding schemes. Moreover, according to the
essential characteristics of channel coding in WirelessHP,
we have given a comprehensive investigation of frequently
employed coding schemes in IWSNs. However, it does not
mean that these coding schemes can be directly applied to
WirelessHP applications. In this regard, the constraints to
meet are first given, then principles to select promising chan-
nel coding schemes are derived and, finally, directions for
future research on the promising coding schemes are outlined.
These are the contributions of this paper.

The remainder of this paper is organized as follows:
To highlight the challenges imposed by WirelessHP,
Section II discusses the WirelessHP application scenarios,
the fundamental characteristics of short packet communica-
tions in WirelessHP, some properties that differentiate this
scenario from conventional IWSNs, and the background of
channel coding. According to these criteria, we look at seven
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kinds of coding schemes in IWSNs. Section III reviews the
coding schemes that can approach Shannon limit, including
Turbo codes, LDPC codes, fountain codes and polar codes.
Section IV reviews the classic error correction codes, includ-
ing BCH codes, RS codes and CC. For comparison, the con-
catenated and derived coding schemes are also investigated
in this Section. Based on these studies, we propose four
principles to select candidates for WirelessHP in Section V.
Challenges and directions for these coding schemes are out-
lined for future researches. Section VI concludes the paper.

II. WIRELESSHP AND CHANNEL CODING OVERVIEW
In what follows, subsection A gives a brief overview of some
typical industry applications, and explains the specific sce-
narios that WirelessHP addresses. Subsequently, subsection
B discusses three most important characteristics of Wire-
lessHP, i.e. high reliability, low latency and short packet
length. To highlight the difference between WirelessHP and
conventional IWSNs, discussion about energy efficiency, low
cost and low decoding complexity is also presented in this
subsection. At last, subsection C provides a background on
channel coding, which includes a number of different coding
schemes. For convenience of comparison and discussion, they
are classified as classic coding schemes and modern channel
coding schemes.

A. WIRELESSHP APPLICATION SCENARIOS AND
PHYSICAL LAYER STRUCTURE
To improve production efficiency, application of wireless
communications to different industry scenarios is a crucial
technology topic. These scenarios are characterized by pecu-
liar features and hence present different requirements. One
example is the process automation (PA) for management of
mining, oil, paper and chemical processes. Other examples
include factory automation (FA) to guarantee steady opera-
tion of the production line, and safety monitoring of opera-
tor and equipment. In this context, some wireless standards
have already been presented and proved feasible for these
scenarios. It is the case, for example of WirelessHART and
WIA-PA, which have been used in some PA and FA scenarios
to provide real-time control. However, as enhanced perfor-
mance, i.e. higher data refresh rate, better PER and shorter
duration of cycle time, are required for critical applications
in PSA and PEC scenarios, existing standards are ineffective
to be applied because of their limited capability. A primary
limitation is that these standards are actually built on top of
general purpose wireless standards, such as IEEE 802.15.4 or
IEEE 802.11. Although customizing the upper layer of gen-
eral purpose standards can improve overall performance to a
certain level, the physical layer is not optimized, which poses
a fundamental bottleneck to meet the requirements demanded
by PSA and PEC scenarios. For the sake of comparison,
requirements of the above mentioned industrial scenarios are
illustrated by Table 3.

To fill in the significant gap between the ultimate per-
formance of currently available wireless standards and the

TABLE 3. Requirements of representative industrial scenarios.

FIGURE 2. Block diagrams of WirelessHP physical layer. (a) Transmitter.
(b) Receiver.

performance required by PSA and PEC applications, the cus-
tomization of general purpose wireless standards is not a
feasible strategy, hence, WirelessHP is proposed and devel-
oped for these specific industrial scenarios [15]. Differently,
WirelessHP is based on a completely new protocol stack that
is exploited to pursue 10 us level latency and fiber level
reliability. Most importantly, in the physical layer of Wire-
lessHP as shown in Fig. 2, the OFDM data frame parameters
and preamble length are specially designed to achieve low
latency. The designed physical layer has been proved to be
a promising solution in a typical network configuration of
WirelessHP, characterized by centralized network control,
logical star topology, tightly scheduled transmitting/receiving
pattern and quasi-static wireless channel [15].

As can be seen from Fig. 2, channel coding is a key
technology employed in WirelessHP physical layer. Since
high reliability is one of the most important requirements in
WirelessHP targeted scenarios, selection of qualified channel
coding scheme is also constrained by other aspects, such as
low latency and short packet length, which are detailed in the
following subsection.

B. CHARACTERISTICS OF WIRELESSHP
This subsection summarizes the unique characteristics of
WirelessHP, providing exact definition of high reliability, low
latency and short packet length.
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• High reliability - For a WirelessHP system that oper-
ates in a factory scenario, the actuators execute actions
following given message, and the sensors perceive and
collect information during the production process, while
the controller sends out message based on information
collected from sensors. If there are errors in the received
message, the actuator actions may produce unacceptable
damages to the equipment. For mission-critical message
exchanged in WirelessHP, this paper defines high reli-
ability as a PER no higher than 10−9, which is neces-
sary to guarantee stable operation of wireless controlled
systems [7]. However, channel codes may suffer from
error floor, according to which the PER performance
becomes flat with the increase of SNR. To achieve high
reliability, error floor of the qualified coding schemes
must be dropped to a very low level. For example, error
floor should not be present until a PER of 10−10.

• Low latency - In WirelessHP targeted PSA and PEC
applications, the maximum data refresh rate can reach
up to 105 Hz. Therefore, this paper defines low latency
as the minimum cycle time TMCT , i.e., the minimum
time for a controller to communicate with all nodes,
in the order of 10 us. Anymessage received too late must
be considered invalid [16]. In general, TMCT is mainly
determined by the scheduling unit TSU :

TSU = Tproc + Taccess + TTX + TACK , (1)

where Tproc is the hardware processing delay, Taccess
is the time to access the channel, TTX is the time for
packet transmission, and TACK is the time to receive the
acknowledgment [6]. Since decoding latency is included
in Tproc, a key metric of the decoder is the achievable
throughput, which is defined as the number of bits that
can be successfully transmitted per second. For the most
extreme PEC application with 102-103 nodes, 105 Hz
data refresh rate and packet length of 100 bits, we can
derive a throughput of 109-1010 bits in one second
duration. Therefore, multi-Gbps processing capability is
necessary for decoders in WirelessHP applications [6].

• Short packet - In WirelessHP applications, a large
number of sensor nodes are deployed to perceive the
variations of the interested parameters, such as temper-
ature, velocity, distance, three-dimensional coordinates,
current, voltage and so on, which are important metrics
to represent instantaneous state of the sensed scenarios.
For a typical sensor node at the actuator side, a few
information bits are sufficient to represent the huge vari-
ation of a sensed quantity. Therefore, in each cycle time
slot, the sensor nodes can only collect a small number
of information bits for transmission. At the controller
side, there are close correlations between neighboring
messages that send to a specific actuator, which means
a small number of bits are enough for the controller to
update the actuator’s state in each cycle period. Con-
sequently, the packets that are exchanged between sen-
sor nodes and controller have a short packet length.

In WirelessHP, the packet length is defined in the range
from several dozens to few hundreds bits.

In the physical layer design of conventional IWSNs, there
are some other important characteristics, e.g., energy effi-
ciency, low cost and low decoding complexity, that are highly
emphasized. Typically, the applied scenarios are seriously
constrained by energy and computation resources. But in
WirelessHP targeted scenarios, high reliability, low latency
and short packet length represent the most critical require-
ments. In terms of hardware implementation based on cur-
rently available microelectronics technology, it is contradic-
tory to reach all of the requirements simultaneously. In the
following, energy efficiency, low cost and low decoding
complexity are analyzed to show that their importance in
WirelessHP channel coding design is secondary. Therefore,
these characteristics are not investigated in this paper.

• Energy efficiency - Currently, many research works in
IWSNs are focused on reducing power consumption of
the encoding/decoding procedures. Examples are chan-
nel coding strategies for wireless systems deployed in
remote field observation and mobile medical monitor
scenarios, where long battery lifetime is a priority, and
the energy consumed by the nodes is of critical impor-
tance [17]. However, these constraints do not hold in
WirelessHP. As has defined in this subsection, the PER
and latency constraints are much more stringent than
those required in conventional IWSNs. High reliabil-
ity and low latency can only be satisfied by using
sophisticated decoding algorithms and highly paralleled
decoding structures, which are high power consuming
operations. Moreover, in the targeted PSA and PEC
applications, there will be enough power supply, and
the consumed energy for communications is negligi-
ble compared to the energy required for the primary
equipment.

• Low cost - In conventional IWSNs applications, current
standards, such as ISA100.11a and WirelessHART, are
based on the IEEE 802.15.4 standard, where the ARQ
technique is adopted to provide low cost communica-
tions. However, retransmission of the corrupted packets
will introduce longer latency. Although some research
works have used channel coding to reduce latency, they
are still designed to pursue low hardware overhead.
For instance, smart chips with limited signal processing
capability and memory with small capacity. Based on
this low cost hardware configuration, it is impractical
for the designed encoding/decoding systems to meet the
high reliability and low latency constraints, which are
the priorities in WirelessHP.

• Low decoding complexity - For a given channel cod-
ing scheme, PER, latency, and power consumption are
the most important metrics. However, these metrics are
mutual restraint to each other. For example, by reduc-
ing the decoding complexity, latency and power con-
sumption will be reduced, but at the penalty of PER
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loss. Although this strategy is effective in conventional
IWSNs to pursue long lifetime, it is not suitable for
WirelessHP scenarios. To meet high reliability and low
latency constraints, highly paralleled decoding struc-
tures and sophisticated decoding algorithms can only
be applied, and high decoding complexity is the paid
penalty.

C. BRIEF INTRODUCTION OF CHANNEL CODING
To characterize the maximum rates for reliable information
transmission in noisy channels, in 1948, Shannon proposed
the concept of channel capacity as shown in Eq.(2), where C
is the channel capacity in bit per second, B is the bandwidth
in Hertz, S and N are the power of signal and noise in Watt,
respectively.

C = B ∗ log2(1+ S/N ) (2)

It has been shown that, if the information transmission speed
is no more than the channel capacity C , there exists a coding
scheme by which the information bits can be transmitted with
arbitrarily small error probability. In 1950s, the first error
correction code, Hamming code, was proposed, followed by
Gray codes, Reed-Muller codes, cyclic codes, BCH codes,
RS codes, etc. All these codes have different coding struc-
ture and error correction capability, but they belong to block
codes. That is, at the transmitter side, the information bits
are equally split into small blocks, and then each block is fed
into the encoder separately. At the receiver side, the decoder
is enabled only when all bits in one block are received.
To reduce encoding/decoding latency, convolutional codes
were proposed by Elias in 1955, inwhich the encoder/decoder
can work continuously when it is receiving bits. Later, block
codes and convolutional codes have been concatenated, for
the purpose of achieving enhanced error correction capability.
Since these codes have simple encoding/decoding structures,
and were proposed during the early period of information
theory, they are normally called as classic coding schemes.

Although classic coding schemes have been widely
applied, their best coding gain is still far from the Shannon
limit. Therefore, the scientific community has been pushed to
find more powerful coding schemes during the past decades.
The most relevant achievement of this endeavor was the
introduction of Turbo codes in 1993, followed by the dis-
cover of LDPC codes in 1996 (first proposed by Gallager
in 1963), the invention of fountain codes in 1998, and the
latest breakthrough of polar codes in 2009. Taking advantages
of random encoding and iterative decoding strategies, these
codes have achieved near Shannon limit performance, and are
classified as modern channel coding schemes in this paper.
To get excellent coding gain, modern channel coding schemes
require long packet length. With the purposes of achieving
higher throughputs, or improving PER performance, various
derived coding schemes have proposed, for example, LDPC
codes with highly paralleled coding structure, RS and LDPC
concatenated codes, and CRC-aided polar codes.

Actually, there exists another type of error correction
codes, i.e., anytime codes, that are specially designed for
delay-sensitive control applications where information bits
are transmitted through noisy channels. The fundamental
feature of anytime codes is the decoding error probability
would decay exponentially with decoding delay. After its
introduction by Sahai and Mitter [18], a number of anytime
coding schemes has been proposed to pursue zero or finite
decoding delay [19]–[22]. Although these endeavors have
developed the theoretical framework for constructing linear
tree codes with anytime reliability, the encoding and decod-
ing are still prohibitively complex to be applied in practical
scenarios [22], [23]. Fortunately, some variants of modern
channel coding schemes, such as Luby Transform codes
(belong to fountain codes) [24], protograph-based LDPC-
CC codes [25]–[27] and spatially-coupled LDPC codes [28],
have been proved can achieve the anytime property, and
are potentially be used in reality due to their fast encod-
ing/decoding architectures. Because of this reason, any-
time codes are not surveyed in an individual section, while
fountain codes and LDPC-CC codes are investigated in
Section III-C and Section III-B, respectively.

It should be noted that, since some codes are constructed
by merging the advantages of both classic codes and modern
channel codes, this paper has first reviewed modern channel
codes in Section III, and then reviewed classic codes and
derived/concatenated codes in Section IV.

III. MODERN CHANNEL CODING SCHEMES
According to the challenging constraints that are listed in
subsection B of Section II, this Section gives an overview of
modern channel coding schemes. To evaluate their applica-
bility to WirelessHP, these codes are applied to short packet
communications. In this survey, the high reliability require-
ment is measured by BER/PER. It is worth noting that BER
is different from PER. Since the two metrics are tightly
correlated to each other, some researches only provided BER
simulation results. Therefore, we use BER to mirror the
changing tendency of PER, if no PER results are available
in the referred researches. For the low latency requirement,
present researches in channel coding usually use throughput
to scale how fast a decoder can process the received packets.
Considering that multi-Gbps throughput is necessary inWire-
lessHP targeted scenarios, the required 10 us level latency
constraint is replaced by the multi-Gbps throughput in this
review.

A. TURBO CODES
The Turbo code family was firstly introduced by
Berrou et al. [31], and has been adopted as the channel cod-
ing scheme by several wireless communication standards
because of its excellent error correction capability (Table 2).
However, for short packet binary Turbo codes, the small
minimumHamming distance will result in obvious error floor
in medium-to-high SNR regions. Moreover, when high code
rate is considered, the puncturing patterns not only consume
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FIGURE 3. Block diagram of Turbo decoder using Log-MAP algorithm
(LIFO means last in and first out, BMU is the branch metric unit, α is the
forward state metrics, β is the backward state metrics. 3apo and 3ex are
the a posteriori probability and extrinsic information in the form of LLR,
respectively) [29], [30].

a high number of clock cycles in the encoder side, but also
deteriorate the error floor performance, as compared with the
un-punctured mother codes.

In the implementation of Turbo code decoders,
Log-MAP algorithm and its derivatives are iteratively per-
formed (Fig. 3). To improve the decoding speed, paral-
lel window decoding structure, CRC based early stopping
criterion, and stochastic computing techniques have been
proposed [29], [30], but it is shown that they still cannot
meet the multi-Gbps throughput requirement [17]. However,
three recently proposed ideas have shown promising results
regarding error floor and throughput.

1) Short F256 Turbo codes designed for BP decoding [32]:
Derived from a protograph sub-ensemble of the regular
LDPC codes ensemble over high order Galois field, the F256
Turbo codes were constructed by parallel concatenation of
two time-variant accumulators, and have shown 1 dB gain
over binary Turbo code at PER of 10−4 (Fig. 6). Moreover,
with the coding structure inherited from LDPC codes, F256
Turbo codes can be decoded by using highly paralleled BP
decoding algorithm.

2) Fully paralleled Turbo code decoder for mission-
critical machine-type communications [33]: By dissolving
the dependence between neighbor bits, a fully paralleled
decoding structure is developed. An FPGA implementa-
tion has shown the decoding throughput of 1.53 Gbps and
0.44 Gbps for LTE-Advanced Turbo codes with packet length
of 720 and 40 bits, respectively.

3) Turbo product codes [34], [35]: Owing to the high
coding gain and simple encoding/decoding complexity, TPC
has been considered in 10 Gbps optical networks. For short
packet communications, TPC can be highly parallelized to
avoid decoding latency and aremuch less affected by the error
floor. Compared to binary Turbo codes and LDPC codes,
TPC with the same decoding latency can offer better error
correction capability (Fig. 6). Moreover, the inherent error
detection characteristic gives TPC higher efficiency without
using CRC, and can be further explored in the design of high-
speed early stopping decoding structure.

B. LDPC CODES
LDPC codes were first proposed by Gallager in 1963, but
their powerful error correction capability was only realized
after rediscovery by Mackay and Neal [37]. Similar to Turbo
codes, LDPC codes are iteratively decoded, and also suffer
from BER/PER degradation when applied to short packet
communications. To reduce the error floor, a first strategy
is to construct new binary LDPC codes with special coding
strutecture, based on which extension from binary to high
order Galois Field GF(q) represents another effective coun-
termeasure, at the cost of increased decoding complexity and
latency.

1) Specially designed finite-length binary protograph
LDPC codes: To get better error floor performance while
reserving the advantages of conventional LDPC codes, cyclic
lifting is used to consturct binary progograph LDPC codes
with quasi-cyclic coding structure [38]. Afterwards, variants
of this subclass, i.e., rate-compatible root-protograph LDPC
codes and distributed progograhp LDPC codes, have been
proposed for relay communication networks with improved
error correction capability [39], [40]. With the features of lin-
ear encoding complexity, fast parallel decoding architecture
and lower error floor [41], binary protograph LDPC codes can
be promising candidates for industrial control scenarios.

2) Finite-length non-binary protograph-based LDPC
codes [42]: The U-NBPB codes are constructed by choosing
the edge weights before and after the copy-and-permute
operation to the original LDPC codes protograph. For a code
rate of 1/2 and packet length of 256 bits, U-NBPB can offer
1 dB coding gain over the binary counterpart at PER of 10−4

(Fig. 6).
3) Syndrome-based CN algorithm with parallel com-

putation for GF(256) LDPC codes [43]: Built on the
syndrome-based CN algorithm, a parallel processing struc-
ture of the CN function is designed. Compared to state-
of-the-art benchmark, the proposed decoding structure has
reduced the latency by a factor of 5.5, with negligible
PER loss.

The most effective decoding algorithms for LDPC codes
are the BP decoding algorithms, such as SPA (as shown
in Fig. 4) and its modified versions. Compared with Turbo
codes, the most prominent advantage of LDPC codes is the
inherent nature of parallel decoding. Although the BP decod-
ing algorithms are iteratively performed, the throughput can
be up to 16.2 Gbps as shown by an FPGA implementation
in 2011 [36], much greater than the 1.5 Gbps Turbo decoding
in 2016 [33]. In practice, the throughput will decrease as the
packet length becomes shorter. With the efficient decoding
structures proposed below, short LDPC codes are attractive
for high throughput applications.

1) New dimension of parallelism in high throughput
LDPC decoder [44]: By unrolling the iterative decoding
loop and reducing the routing congestion, the decoding pro-
cess of one packet can be finished in one clock cycle,
reaching a throughput of 160 Gbps with a clock frequency
of 257 MHz.
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FIGURE 4. Block diagram of the decoder using SPA algorithm for the
LDPC codes with a M × N check matrix [36].

FIGURE 5. Block diagram of polar decoder using SC listing algorithm
(N is the packet length, L is the listing length) [46].

2) Stochastic number generated approach for
LDPC decoding [45]: The received messages from the chan-
nel and the reliable messages from the check nodes are
collected for stochastic stream generation, and thus have
reduced the decoding latency by more than 20%.

3) ASIP based LDPC decoder [11]: Fully parallel layered
decoding structure has the advantage of high convergence
speed, but is constrained by the pipeline between layers of
the row-based structure. The ASIP is adopted to bridge the
layered schedule and the row-based decoding, which can
achieve 7 Gbps throughput with three iterations.

C. FOUNTAIN CODES
With similar performance as Turbo codes and LDPC codes,
fountain codes are a class of rateless coding schemes intro-
duced by Byers et al. [47]. For a given set of source symbols,
the transmitter potentially generates an infinite supply of
randomly encoded symbols, and then transmits these sym-
bols through the channel. At the receiver side, if enough
symbols are captured for successful decoding, the receiver
returns an acknowledgment message to the transmitter, so as
to start transmission of the next symbol. Due to the fea-
tures of self-adaptivity to channel state and parallel decoding
structure, fountain codes are used in the 3G standard for

FIGURE 6. Performance comparison of the (N,R) modern channel coding
schemes with similar packet length and the same code rate, where N is
the packet length, R is the code rate.

multimedia communications, and are a powerful tool in coop-
erative relayed wireless sensor networks [48], [49]. However,
the theoretical derivations of fountain codes are based on
the assumption of ergodic behavior, an assumption which
is often invalid for short packet communications. Consider-
ing the mechanism of fountain codes, the transmitter needs
an acknowledgment message to confirm successful delivery
of the transmitted symbol, which will result in additional
clock cycles. Therefore, application of fountain codes in low
latency communications is an open topic [50], [51]. The latest
progresses are described in the following.

1) Structure modified fountain codes for short packet
length [52]: To eliminate the structural phenomena of the
Tanner graph that contributes to the error floor, specially
encoded bits are generated for short Raptor codes. At a packet
length of 208 bits and PER of 10−4, simulation results show
a coding gain of 1.5 dB as compared to the systematic Raptor
codes. However, the PER performance is still inferior to other
coding schemes, as illustrated in Fig. 6.

2) GJE and BP integrated decoding algorithm [53]: For
BP decoding of fountain codes, the failure of providing non-
zero LLR to the input symbols is the main reason for early
termination of the decoding process. By applying the GJE
technique, the input symbols are provided with non-zero LLR
to continue the decoding, thus mitigating the phenomenon of
error floor.

D. POLAR CODES
Proposed by Arikan in 2009 with a rigorous mathemat-
ical proof showing that they can achieve the channel
capacity [54], polar codes have been regarded as a great
breakthrough in coding theory. The fundamental decoding
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algorithm for polar codes is the SC algorithm. However,
in terms of BER/PER performance, polar codes cannot beat
Turbo codes and LDPC codes for short-to-medium packet
lengths, even at the price of increased complexity by using
the ML decoding. Fortunately, this was greatly improved by
using a CRC-aided strategy, which has been demonstrated
to achieve a gain of about 0.5-1 dB over Turbo codes and
LDPC codes, for the rate-1/2 polar code with a packet length
of 1024 bits at PER of 10−4 [55], [56]. Specially designed for
short packet polar codes (Fig. 6), the SC listing algorithm (as
shown in Fig. 5), the OSD algorithm, and the SC stacking
algorithm are proposed [46], [57], [58]. These algorithms
have greatly reduced the decoding complexity. As a result,
the CRC-aided polar codes have been proposed in the 5G
standard for short packet communications.

In hardware implementation, the SC decoding algorithm
can be operated in parallel by exploiting combinational logic,
and thus shortening the latency [59]. For a polar code with
packet length of 1024 bits, this parallel decoding structure
can reach a throughput of 2.5 Gbps. To get higher throughput
while avoiding BER/PER loss, a better alternative is the
highly paralleled BP decoding algorithm. Based on the sub-
factor graph freezing technique proposed in [60], the aver-
age number of iterations is reduced to obtain a throughput
of 13.9 Gbps, for a rate-1/2 polar code with packet length
of 1024 bits.

E. COMPARISON OF DECODING PERFORMANCE
AND THROUGHPUT
Under the assumption of additive white Gaussian noise chan-
nel and binary phase-shift keying modulation, a comparison
of the four families of reviewed channel coding schemes
is summarized in Fig. 6 (the same simulation conditions
hold for other figures if not specially declared). In terms
of BER, binary Turbo codes are superior to LDPC codes,
but about 0.5 dB inferior to TPC. As PER is considered,
F256 Turbo codes and U-NBPB have similar error correc-
tion capability. They show clear improvement over binary
LDPC codes, of about 1 dB at PER of 10−5. For this rea-
son, F256 Turbo codes and U-NBPB have lower error floors
in medium-to-high SNR regions. The throughput is mainly
decided by the adopted decoding algorithms and decoding
structures. In hardware implementation of Turbo decoders,
the iteratively and serially performed Log-MAP algorithm
needs a large number of clock cycles for the decoding pro-
cedures. The parallel window, early stopping, and the full
parallel decodingstructure can improve the throughput, but
these improvements are still not enough for WirelessHP in
terms of throughputs. Therefore, highly paralleled BP decod-
ing of Turbo codes is a good strategy. Since F256 Turbo
codes are specially designed for the BP algorithm, the effi-
cient parallel decoding structure makes F256 Turbo codes
equally promising candidates as U-NBPB codes in Wire-
lessHP. Although CRC-aided polar codes that using OSD and
SC listing algorithms are inferior to F256 Turbo codes and
U-NBPB in PER performance, the CRC-aided strategy and

BP decoding algorithm provide polar codes with low error
floor and multi-Gbps throughput characteristics. With these
advantages, CRC-aided polar codes remain promising coding
schemes. As for systematic Raptor codes and improved non-
systematic Raptor codes, the inferior PER performance and
required acknowledgment signals make them less suitable for
WirelessHP.

IV. CLASSIC CODING SCHEMES
In general, classic coding schemes cannot approach Shannon
limit. However, due to their simple coding structures, classic
codes can achieve very low decoding latency. Therefore,
application of classic coding schemes should be revisited in
WirelessHP to satisfy the multi-Gbps constraint. Since BCH
and RS codes have powerful multi-bits error correction capa-
bility, and CC can use efficient Viterbi decoding algorithm,
most researches in IWSNs have used them as the coding
schemes. These codes are representatives of classic coding
schemes, and are mainly reviewed in this paper. Furthermore,
some new codes are constructed by the combination of classic
codes and modern channel codes, and have been shown to
provide improved BER/PER, error floor or throughput per-
formance. Based on the construction method, these coding
schemes are classified into two types. The first type is the
concatenation of two coding schemes, one as the inner code,
and the other as the outer code. The second type is the
coding structure derived versions, combining the advantages
of one code into the generation of another code. These coding
schemes are also investigated in this Section.

A. BCH AND RS CODES
Taking advantage of their algebraic structure that facilitates
hardware implementation, cyclic codes have been widely
applied. BCH codes are the most important subclass of cyclic
codes. With low processing latency, flexible options in code
rate and packet length, BCH codes are used in flash mem-
ory and optical communication systems [66]. In general,
the decoding complexity is simpler for a coding scheme
defined on a smaller symbol size, but also has less error
correction capability for burst errors. RS codes, a subclass of
BCH codes defined over high order GF(2m) with a symbol
of m-bits, have excellent burst error correction capability,
and have been applied in IWSNs for different scenarios [17].
As can be seen in Fig. 7, under the assumption of simi-
lar code rate, RS codes have better BER/PER performance
than BCH codes, and the improvement becomes larger with
increased SNR. In medium-to-high SNR regions, although
the RS(63, 55) code has a higher code rate of about 0.87,
it still outperforms the BCH(63, 45) code with a smaller code
rate of about 0.71.
The conventional Chase decoding algorithm for BCH

and RS codes includes four steps: syndrome calculation,
error location polynomial calculation, Chien search, and
error value evaluation. Recent progresses on high throughput
cyclic codes make them relevant to WirelessHP.

1) Efficient decoding of short length linear cyclic
codes [63]: By exploring the automorphism property of cyclic
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FIGURE 7. Performance comparison of (N,K ) BCH and RS codes [61]–[65]
(N is the packet length, K is the information bits length).

codes, the permutation is combined with BP parallel decod-
ing to achieve faster convergence speed, while the loss of
BER/PER performance is negligible.

2) Chase algorithm based low complexity cyclic codes
decoder [67]: Instead of generating multiple candidate
codewords, only one codeword with confined degree of
error location polynomial is generated. Thus, the simplified
decision-making mechanism results in a great throughput
increase.

3) Complexity-reduced multiplicity assignment algorithm
for RS decoder [68]: The bit-level received voltages are
used to represent the probabilities for multiplicity assignment
decoding, and hence improve the throughput without deteri-
orating the BER performance.

4) Turbo decoding of short RS and CC concatenated
codes [69]: When the hard decision decoding mechanism
is used, potential of RS and CC concatenated codes is not
fully exploited. By applying the Turbo decoding strategy, soft
decision information is exchanged between inner and outer
decoders. This brings about 2.0 dB coding gain at BER of
10−5 (Fig. 10), as compared with the hard decision Viterbi
decoding.

B. CONVOLUTIONAL CODES
In contrast to block codes, the encoder/decoder of CC can
be enabled to process while receiving bits, and thus has an
inherent advantage over block codes in terms of latency. For
short packet communications, e.g., less than 100 information
bits, CC can approach the lower bounds of block codes,
and show better BER/PER performance than binary block
codes [70], [71]. The number for state S, constraint length
m, and decoding window lengthW are important parameters

FIGURE 8. Performance comparison of rate-1/2 CC(g1,g2)8(S,m), where
(g1,g2)8 is the generator polynomial in Octal, S is the number of state,
m is the constraint length, W is the length of decoding window.

of CC. As can be seen in Fig. 8, with the increase of S,m orW ,
better BER/PER performance can be achieved [72], [73].
However, as these parameters increase, the decoding latency
will increase correspondingly. Therefore, a tradeoff should be
found between BER/PER performance and decoding latency,
according to the requirements of the application scenarios.

Latency comparisons between CC and block codes have
been investigated in [70] and [74]. Although iterative andML
decoding can offer optimal BER/PER performance, consider-
ing the tight latency requirement, Viterbi and stack sequential
decoding are still the best choices in practice [75], [76]. For
CCwith constraint lengthm no more than 10, Viterbi decoder
is preferred, but due to the exponential increased complexity
with respect to m, the stack sequential decoder performs
better for larger constraint length (m > 10).

C. DERIVED CODES
As it can be seen from Fig. 6, Fig. 7 and Fig. 8, when high
reliability is considered, classic coding schemes cannot beat
modern channel coding schemes. For example, at a code
rate of 0.5 and SNR of 3 dB, the BER performance of
TPC can reach 6 × 10−5, while the BER of RS(31,15) and
CC(23, 35)8(16, 5) is about 10−3 and 2× 10−3, respectively.
However, classic coding schemes do have special advantages
when applied in WirelessHP. On the one hand, classic coding
schemes can easily meet multi-Gbps throughput because of
their simple decoding structures. On the second hand, in typ-
ical factory scenarios, pulse interference is the main reason
for function failure [77], where RS codes can be applied.
To achieve high reliability and retain low decoding latency,
researchers have constructed new coding schemes by merg-
ing the advantages of both modern channel codes and classic
codes together.
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FIGURE 9. BER comparison of BCH/RS concatenated/derived codes
(results from [78], [79], [84], [72], [81], and [80]).

1) Concatenated codes: Concatenation is an effective strat-
egy to improve performance. Normally, Turbo codes, LDPC
codes and CC are used as the inner codes, while BCH/RS
codes are employed as the outer codes. Fig. 9 gives a com-
parison of three concatenated coding schemes: BCH and
LDPC concatenated codes [78], [79], RS and NB Turbo
concatenated codes [80], and RS and CC concatenated
codes [81].These coding schemes achieve better BER per-
formance and reduce the error floor significantly, as com-
pared with the un-concatenated counterparts. However, these
concatenated coding schemes also introduce longer decoding
latency because of the concatenated coding structure. Except
for serial concatenation, researchers have developed more
complicated rules to construct concatenated codes. For exam-
ple, in [82], two parallel generated CC sequences are split
and interleaved, and then are linearly combined to construct
flexible short packet codes.

2) Coding structure derived codes: To explore the low
latency decoding advantage of RS and CC for short packet
communications, some coding structure derived codes have
been proposed. Representatives of these codes are RS
based LDPC codes and LDPC-CC, whose improvements are
illustrated in Fig. 9 and Fig. 10. RS based LDPC codes
are a special subclass of LDPC codes derived from RS
codes [83], [84]. With quasi-cyclic coding structure inherits
from RS codes, the decoder architecture can be simplified
to achieve higher throughput. Similar to RS based LDPC
codes, LDPC-CC is a kind of LDPC codes derived from CC,
which was firstly proposed in [85], and further improved
in [86]–[88]. Taking advantage of the convolutional cod-
ing structure, LDPC-CC also inherits the continuous encod-
ing/decoding advantage from CC. As a result, both highly
paralleled BP and Viterbi algorithms can be applied to
reduce the decoding latency [89], [90]. Recently, a variant of

FIGURE 10. Performance comparison of RS concatenated/derived codes
(code rate of CC in [69] is 1/2, QAM means quadrature amplitude
modulation).

LDPC-CC codes, i.e., spatially-coupled LDPC codes have
attracted much attention due to their excellent asymptotic
properties [91], [92]. Since this type of codes has lower error
floor and decoding complexity, they are promising candidates
to be applied in WirelessHP applications.

D. PERFORMANCE ANALYSIS OF THE DERIVED CODES
BCH and LDPC concatenated codes can use highly par-
alleled BP decoding as the inner decoder. This advantage
makes this solution superior to RS and NB Turbo concate-
nated codes, because the throughput of NB Turbo decoder
is limited by the iteratively performed nature of Log-MAP
decoding algorithm, even if the fully paralleled decoding
is used. For RS and CC concatenated codes, at the cost
of reduced code rate, the BER and error floor performance
can be improved. For example, in Fig. 9, when RS(31,27)
with maximum 10 bits burst error correction capability is
concatenated with (CC(23, 35)8,R = 0.5), the coding gain
is 2 dB higher at a BER of about 10−5. Except for Viterbi
and stack sequential, RS and CC concatenated codes can
use Turbo decoding algorithm. As shown in Fig. 10, for
RS(15, 13) + (CC(21, 37)8, 0.5) at a BER of 3 × 10−6,
the coding gain of Turbo decoding is about 2 dB superior
to Viterbi decoding. However, since Turbo decoding is an
iterative performed algorithm, it is impractical to be applied
in WirelessHP targeted scenarios.

For RS based LDPC with code rate of 0.84, the BER
and error floor performance are slightly inferior to BCH
and LDPC concatenated codes. Although BCH and LDPC
concatenated codes can achieve a good tradeoff between con-
flicting metrics (error floor and decoding latency), RS based
LDPC codes are superior in terms of latency. The reason is
that RS based LDPC codes are derived from RS codes, and
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thus have retained the cyclic coding structure of RS codes,
which is suitable for highly paralleled BP decoding. Synthesis
results have shown that the throughput can reach to 41 Gbps
at clock frequency of 450 MHz [84]. For a LDPC-CC code
with packet length of 422 bits and code rate of 5/6, the FPGA
implemented decoder can provide 2-Gbps throughput with
a clock frequency of 100 MHz, and has been demonstrated
without error floor at BER of 10−13 [89]. BER comparison
in Fig. 10 also shown that, with the same code rate and packet
length, LDPC-CC performs better than quasi-cyclic LDPC
codes. Hence, RS based LDPC codes and LDPC-CC are very
promising coding schemes in WirelessHP.

V. DIRECTIONS OF PROMISING CHANNEL
CODING FOR WIRELESSHP
As reviewed in Sections III and IV, the research commu-
nity has put much effort in developing coding schemes for
short packet communications. For industrial wireless control
in critical applications, channel coding is an indispensable
solution, but still needs substantial progresses to meet the
stringent requirements in latency and reliability [15], [93].
Maintaining the same focus on high reliability and low
latency, the following subsection first states four principles
to find feasible coding candidates for WirelessHP. Aiming to
propel future research in this area, the remaining subsections
then propose directions and challenges towards the construc-
tion of short packet coding schemes for WirelessHP.

A. PRINCIPLES FOR CODING SCHEMES IN WIRELESSHP
1) The error floor should be reduced to a reasonable
level. Binary Turbo and LDPC codes are modern channel
coding schemes, but show error floor at medium-to-high
SNR regions when used for short packet communications.
To address this defect, two strategies have been proved effec-
tive. The first is the extension from binary to high order Galois
field, such as F256 Turbo codes and U-NBPB that are defined
over GF(256). The minimum Hamming distance is enlarged,
which leads to lower error floor than their binary counterparts
(Fig. 6). The second is the use of concatenated or derived
coding schemes, such as RS and CC concatenated codes, RS
based LDPC codes, and LDPC-CC. With lower code rate,
special coding structures or reinforced decoding algorithms,
these coding schemes show better BER/PER and lower error
floor than the individual component schemes.

2) The decoding algorithms should be practical in
hardware implementation. Optimal BER/PER and error floor
performance can be achieved with optimized decoding algo-
rithms, but in the latency-constrained WirelessHP applica-
tions, the implementation of the adopted algorithm is a
key factor. For example, when Turbo codes are considered,
Log-MAP algorithm and its derivatives are usually applied.
However, when this algorithm is performed by using
fully paralleled decoding structure, it provides insuffi-
cient throughput. For CC concatenated coding schemes,
ML decoding of CC can get optimal BER/PER perfor-
mance. But in terms of decoding latency, Viterbi or stack

sequential decoding algorithms are more practical. To sum-
marize, the non-iterative decoding algorithm, i.e., the highly
paralleled BP decoding algorithms for LDPC and F256 Turbo
codes, the OSD algorithm for polar codes, and the hard
decision Viterbi or stack sequential algorithms for CC are
preferred.

3) The decoding architectures should provide high
throughput. As mentioned in 1) of this Section, by extension
of the Galois field, or concatenation of two coding schemes,
the BER/FER and error floor performance can be improved.
However, there are also some penalties. For example, RS and
non-binary Turbo concatenated codes have better BER/FER
and error floor performance, but the long latency of Turbo
decoders may not be acceptable for real-time control applica-
tions. Another example is the BCH and LDPC concatenated
codes, a coding scheme that provides similar BER perfor-
mance to that of the RS based LDPC codes. Considering
the concatenated coding structure, it is inferior to RS based
LDPC codes in terms of decoding latency. The third example
is the F256 Turbo codes. Although it can be decoded using
the Log-MAP algorithm, the limited throughput makes the
parallel performed BP decoding preferable.

4) The coding schemes should have powerful burst error
correction capability. As it has been mentioned in Section II,
WirelessHP is mainly used for industrial applications. In this
kind of scenarios, layout and movement of the equip-
ment, coexistence of different wireless devices, and short-
term electromagnetic radiation from switching on/off of
high power appliances, may exert pulse interference to the
transmitted packets. To counteract burst errors, interleaving/
de-interleaving is regarded as an effective measure. At the
transmitter side, the order of the bits in one encoded packet is
scattered as randomly as possible. At the receiver side, when
the interleaved packet is de-interleaved to restore its previous
order, the burst errors occured in the wireless channel will
be scattered. However, when the interleaving/de-interleaving
technique is applied to short packet, the ratio of burst errors
length to packet length will increase. As a result, the error
corrupted bits cannot be scattered far away enough from
each other, hence there may be still burst errors in the de-
interleaved packets. To guarantee high reliability, burst error
correction capability is necessary for channel codes to be used
in WirelessHP scenarios.

B. DIRECTIONS AND CHALLENGES OF THE PROMISING
CODING SCHEMES
Based on the above criteria, Table 4 groups the reviewed
coding schemes into five families: Turbo codes, LDPC codes,
polar codes, CC, and cyclic codes. The following subsections
give comments on practical directions and challenges for
each of these coding families. With clear guidance for future
research, Table 5 summarizes the challenges of the feasi-
ble coding schemes when they are applied to WirelessHP,
because these codes are originally proposed for general pur-
pose wireless standards. On the contrary, Table 6 presents
unique insights on constructing new coding schemes, which
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TABLE 4. Directions for short packet coding schemes in WirelessHP.

TABLE 5. Challenges of feasible coding schemes in future researches.

are specially designed to meet the utmost important require-
ments of WirelessHP, i.e., high reliability, low latency (high
throughput) and short packet length.

1) Turbo code family: In Turbo code family, F256 Turbo
codes are a promising solution. Defined over high order
Galois field GF(256), F256 Turbo codes have enhanced
BER/PER performance over binary Turbo and LDPC codes.
Moreover, F256 Turbo codes are derived from LDPC codes,
and the parallel BP decoding is also applicable to design
multi-Gbps F256 Turbo decoder. Another important coding
scheme is the TPC. TPC using parallel BP decoding has the
same constraints on latency as LDPC codes, but outperforms
LDPC codes in terms of BER/FER. As it can be seen from
Fig. 6, although these codes have shown better BER/FER
and error floor performance at the order of 10−5, it is not
clear whether they can keep these characteristics at a much
stringent order of 10−9. Additionally, hardware implemen-
tations of the BP decoding algorithm can reach multi-Gbps

throughput, but none of present works are designed for short
packet F256 Turbo codes and TPC. The third challenge is to
investigate the burst error correction capability. As a whole,
future research of F256 Turbo codes and TPC should focus
on these topics. For conventional Turbo codes, there are two
challenges: reducing error floor and improving throughput.
The first drawback can be addressed by using concatenated
Turbo coding schemes, for example, RS and binary Turbo
concatenated codes. As for the throughput constraint, Log-
MAP algorithm has been shown to provide an insufficient
throughput [33]. To be applied in WirelessHP, the highly
paralleled BP decoding of Turbo codes and the corresponding
hardware realization are the key technologies.

2) LDPC code family: Thanks to the inherent parallel
decoding, throughput of FPGA based LDPC decoder is up
to 160 Gbps [44], and can be increased to 400 Gbps by using
ASIC [94]. Compared with the Viterbi decoded CC, binary
LDPC codes are reported to have better BER/PER perfor-
mance for high code rate with moderate latency [75], [95].
But for short packet communications, the error floor and
the moderate latency make them unsuitable for WirelessHP.
Fortunately, this defect is significantly alleviated by using
the specially designed binary protograph LDPC codes [41].
As shown in Fig. 9, the BCH(255, 239)+LDPC(576, 0.83)
concatenated code shows no error floor at BER of 10−9,
which has similar performance as compared to the RS based
LDPC code (2048, 0.83). But RS based LDPC codes are
superior to RS and LDPC concatenated codes with lower
decoding latency. Specially designed for short packet cod-
ing, U-NBPB is another promising candidate. At the cost of
increased decoding complexity, this subclass of LDPC code
family provides the best PER performance at medium-to-high
SNR regions. RS based LDPC codes and U-NBPB have their
advantages, but these codes still need further demonstrations.
For RS based LDPC codes, the low error floor is shown
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TABLE 6. Future researches of specially constructed short packet coding schemes for WirelessHP.

for a long packet length of 2048 bits. In the future research
works, this kind of code should be used for short packet
communications, in order to verify if the low error floor
performance is still retained. For U-NBPB, the design of high
throughput U-NBPB decoders is of interest, because most
works on multi-Gbps LDPC decoders are designed for the
binary subclasses. Similar to F256 Turbo codes and TPC,
binary protograph LDPC codes, RS based LDPC, LDPC-CC
and U-NBPB also lack of concrete researches to prove their
burst error correction capability.

3) Polar code family: After a few years of research,
the BER/PER performance of polar codes have been
greatly improved by using CRC-aided decoding. Further-
more, high speed decoders that using SC or BP algorithms can
achieve multi-Gbps throughput. With these improvements,
CRC-aided polar codes can be qualified candidates for
WirelessHP, if future researches will demonstrate that these
codes can satisfy the error floor and burst error correction
constraints. With the same packet length and code rate,
Fig. 6 shows that the CRC-aided polar code is about 1 dB
inferior to the F256 Turbo and U-NBPB at PER of 10−4.
To reduce this gap, concatenation of RS and CRC-aided polar
codes is a good choice. However, few papers have touched
this issue [96], [97], and these researches only use conven-
tional polar codes as the inner coding scheme. For future
steps, application of concatenated RS and CRC-aided polar
codes to short packet communications represents a valuable
topic.

4) Cyclic code family and convolutional code family: With
simple encoding/decoding overhead, BCH, RS and CC codes
are preferred in latency-constrained scenarios. Unfortunately,
when these codes are individually employed, the moderate
BER/PER performance will limit their applications. In Wire-
lessHP, these codes are better used as component codes to
construct new coding schemes. For example, RS and CC
concatenated codes, RS based LDPC codes and LDPC-CC.
For concatenated coding schemes, with the same overall code
rate, different combinations of inner code rate and outer code
rate will show different performance. Therefore, parameters
of the component codes should be carefully designed. As for
the derived coding schemes, present simulation results are
obtained under the assumption of additive white Gaussian
noise channel model. Since pulse interference is common in

factory scenarios, future works should concentrate on testing
their burst error correction capability. Other research topics
include error floor and hardware implementation of multi-
Gbps decoders, which have been mentioned in the previous
paragraphs.

C. INSPIRATION ON CONSTRUCTING NEW
CODES FOR WIRELESSHP
The recommended codes in Table 4 are promising to be
applied, but they are not originally designed for high perfor-
mance wireless control scenarios. Motivated by constructing
strategy of these codes, and aimed at the unique characteris-
tics declared in subsection B and C of Section II, it is possible
to construct new coding schemes suitable for WirelessHP.
To summarize, the proposed coding schemes in Table 6 are
important candidates to meet the stringent requirements of
WirelessHP.

1) Non-binary coding schemes with low decoding latency.
For codes defined over high order Galois field, such as F256
Turbo and RS codes, the codes can achieve larger minimum
Hamming distance, which is effective to improve BER/PER
and error floor performance. The cost of these codes is the
increased decoding complexity. An attractive candidate is
represented by non-binary polar codes [98], [99]. Presently,
no researches have applied it for short packet communica-
tions. Tomeet the low latency constraint, three decoding algo-
rithms are preferred: non-iterative OSD decoding [46], sphere
decoding [58] and highly paralleled BP decoding [60]. With
fast decoding architecture or simplified decoding complexity,
these algorithms have shown the ability to provide mulit-
Gbps throughput. In the future works, researchers are encour-
aged to test the BER/PER and error floor performance, or to
construct non-binary polar codes concatenated/derived cod-
ing schemes for WirelessHP applications.

2) RS based concatenated coding schemes. For short
packet communications in WirelessHP, burst errors are a
common phenomenon that should be eliminated as much
as possible. With predefined symbol length and error cor-
rection parameters, RS codes are flexible to correct burst
errors with different length. Therefore, RS concatenated cod-
ing schemes are of special importance in this area. As the
outer code, non-iterative decoding performed RS decoders
have a high throughput. For this reason, the challenge is to

29660 VOLUME 6, 2018



M. Zhan et al.: Channel Coding for WirelessHP Control in Critical Applications: Survey and Analysis

select qualified inner codes. In general, F256 Turbo codes,
TPC, U-NBPB, binary protograph LDPC, CRC-aided polar
codes, RS based LDPC codes, and LDPC-CC are all suitable
candidates. With improved BER/PER, error floor and high
throughput decoding structures, these RS concatenated codes
are superior to those recommended in Table 4. However,
for different code rate, these inner codes may have different
BER/PER performance, their burst error correction capability
also needs detailed demonstration. With the same overall
code rate, different combinations of inner and outer code rate
have different overall performance. To decide which kinds of
RS concatenated codes are the preferred options, these coding
schemes should be carefully investigated in future research
works.

VI. CONCLUSIONS
In the industrial applications targeted by WirelessHP,
the inherent deterministic behavior requires high reliability
and stringent latency. For short packet communications, this
paper has given a comprehensive survey of channel coding
schemes in current wireless communication standards and
IWSNs. Moreover, we propose four principles to seek for
promising candidates. It has been shown that improved per-
formance can be achieved by coding schemes defined over
high order Galois fields, constructed by concatenation of
different coding schemes, or generated with special coding
structures. For each code family, we gave detailed com-
parison and analysis of the candidate short packet coding
schemes, in terms of BER/PER, error floor and through-
put. Then, challenges and directions are suggested for future
research. Subsequently, we present some possible strategies
to construct new codes specially designed for WirelessHP.

Presently, we studied by experiments on the impact of
channel coding for control and tracking, which is the main
use case of WirelessHP. We have developed a hardware plat-
form for further demonstration, which is composed of two
Windows PCs and two Universal Software Radio Peripherals
(USRP) model X310. One PC and one USRP are connected
through 10 Gigabits interface to act as a transmitter, and the
other set of PC and USRP are similarly coupled together to
act as a receiver. With our developed MATLAB programs
that run on the transmitter and receiver PCs, the impact
of channel coding on WirelessHP is tested and analyzed,
under conditions of the same transmission power but with
different coding schemes (as recommended in Tables 4 and
6 of this paper), code rates and modulation orders in indus-
trial automation environment. We finally note that this paper
focused on error correction to reduce BER/PER and fast
decoding to reduce latency. Some critical applications may
instead need to focus on error detection to minimize the
probability of undetected errors. This is also left for further
research.
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