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ABSTRACT In the future fifth generation communication systems, sparse code multiple access (SCMA)
shows strong competitiveness as a novel non-orthogonal multiple access (NOMA) technique. Attributing
to multi-dimensional codebooks, the SCMA can obtain shaping gain and provide a better performance
than some other NOMA schemes, such as pattern division multiple access, low-density signature (LDS),
and so on. However, under higher user load, each orthogonal resource in high-order SCMA systems is
occupied by more users and the constellations of these systems possess smaller Euclidean distances,
both of which will degrade the link performance. The iterative algorithm employed in SCMA decoding,
namely message passing algorithm, will also bring an exponential growth of computational complexity.
In this paper, a scheme with serial codes for system order reduction in downlink scenarios, namely
serial SCMA, is proposed to tackle these issues. Based on the idea of hierarchical coding, the processes
of encoding and decoding in a high-order system are decomposed into several processes in low-order
systems. Specific mapping modules are designed to recover the original user binary bits. Simulation
results show that serial SCMA will substantially cut down the detection complexity and enjoy better link
performance while maintaining sparser codebooks. Besides, it still inherits the advantages of original SCMA
systems such as overloading and average aggregate energy efficiency over OMA and other NOMA schemes.

INDEX TERMS High order SCMA systems, serial SCMA, pattern matrix, Log-MPA, detection complexity.

I. INTRODUCTION
In the future Internet of Things (IoT) scenarios, both peo-
ple and things will connect to the networks. The fifth
generation (5G) communication systems should accom-
modate higher demands including massive connections,
high spectrum utilization, lower latency, etc [1]. For exam-
ple, 5G requires 1 million device connections per square
kilometer which can not be met by conventional orthogonal
multiple access (OMA) schemes due to their orthogonality
of time/frequency resources. Therefore, some potential tech-
niques are proposed to meet these demands in 5G such as
millimeter wave communications, device to device (D2D)
communications, all-spectrum access, ultra dense net-
works (UDN), non-orthogonal multiple access (NOMA) and
so on [2]. Compared with conventional OMA, NOMA will
achieve overloading while suffering from multiple interfer-
ences and increasing receiver complexity [3].

Many researchers have done ongoing studies toward
NOMA. A competitive low density signature (LDS) scheme

which limits the maximum degrees of each chip is pro-
posed in [4]. Some other NOMA techniques such as
multi-user shared access (MUSA) [5], bit division multiplex-
ing (BDM) [6], pattern division multiple access (PDMA) [7]
and sparse code multiple access (SCMA) [8] have also been
proposed. Compared with other NOMA techniques, SCMA
enjoys better link performance [9].

In SCMA, the encoders straightly convert incoming bit
streams into complex codewords with multiple dimen-
sions. All the codewords are chosen from a predesigned
codebook set. Each user is assigned a special codebook.
These codebooks have sparse structures such that the mes-
sage passing algorithm (MPA) detector can decode the
overlapped codewords with a reasonable computational
complexity [10]. Both SCMA and LDS systems can achieve
overloading. However, in SCMA information bits are car-
ried over multi-dimensional complex constellations while
in LDS they are carried over spread quadrature amplitude
modulation (QAM) symbols. This brings SCMA potential
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shaping gain. Different from conventional code domain
SCMA, the authors propose power domain SCMA (PSMA)
in [11]. Both MPA and successive interference cancella-
tion (SIC) are used in decoding. The spectral efficiency can
be improved through codebook reuse while suffering from a
higher computational complexity.

In general, SCMA has the advantages of overloading,
sparse codewords and shaping gain contributing to multiple
dimensions. On the other hand, the detection complexity of
MPA iterations grows exponentially especially under high
user load due to the brute force search.

A. LITERATURE
There have been extensive researches on SCMA codebook
design and receiver algorithms.

Constellations with low projections [12], spherical
codebooks [13], QAM based constellations [14], [15] and
constellation rotation [16] are proposed to improve the cod-
ing gain of SCMA systems. Besides, an improved SCMA
scheme in which each specific user may contribute only
one symbol during each channel use is proposed in [17].
It can also support higher user load and enjoy better link
performance at the expense of larger signaling overheads.

To provide guidelines for SCMA codebook design, some
references focus on the system data rate. The balance between
rate and energy for SCMA is studied in [18]. The sum rate of
uplink SCMA is studied in [19] and a method of codebook
design based on maximizing this index is also proposed. The
cutoff rate of downlink SCMA is derived in [20] and the
authors also aim to find more beneficial codebooks through
the rate analysis.

For multi-user detection, based on the low-projection
structure of SCMA codebooks, a low complexity detec-
tor is proposed in [21]. This scheme can save more than
60% computational complexity with negligible performance
loss (0.5dB). To reduce the computational complexity of
multiplications and exponent arithmetics, the authors expand
the conventionalMPA to the logarithm domain in [22].Multi-
plications and exponent arithmetics are converted into simple
additions and comparisons. Based on partial marginaliza-
tion (PM), an improved MPA detector which will reduce
the complexity by fixing some symbols in each iteration at
the expense of some performance loss is proposed in [23].
Instead of the iterative process in MPA, the authors introduce
weight factors to obtain the final probability distribution
in [24]. Based on tree search, a low complexity detection
scheme which exploits the lattice characteristic of SCMA
codebooks is proposed in [25]. However, this search is only
operated on each orthogonal resource and may bring a sub-
optimal solution. Motivated by the Monte Carlo Markov
Chain (MCMC), the authors design a low complexity SCMA
detector in [26].

In high order SCMA systems with larger overloading fac-
tors, the codebook design is more complicated. The above
detection methods will not reduce the degrees of each orthog-
onal resource and the codebook dimensions fundamentally.

Therefore, they may merely cut down the exponential com-
putational complexity to a limited degree while enduring
performance loss. The specific methods of applying SCMA
in real physical scenarios have not come to an agreement. A
scheme to enable high order SCMA systems with moderate
computational complexity while maintaining high perfor-
mance is of great importance to accommodate the demands
in 5G systems.

B. CONTRIBUTION
To further address the problems in high order SCMA sys-
tems, we apply the idea of hierarchical coding. For NOMA
systems, discrete hierarchical modulations which consists of
non-uniformly spaced constellation points, is designed to pro-
vide various levels of error protection for overlapped signals
in [27]. Considering that non-uniformly constellations will
improve link performance, in this paper, a coding scheme for
SCMA system order reduction in downlink scenarios, namely
serial SCMA, is proposed.

In serial SCMA, the information per user is transmitted
through multiple serial low order subsystems. The overload-
ing factor of the whole SCMA system is approached step by
step by these subsystems. The signal between each group of
adjacent subsystems can be regarded as a complex vector and
the coding schemes of the adjacent subsystems should satisfy
specific mapping rules. A low complexity receiver is also
designed for the proposed serial SCMA system to recover the
original binary bits.

Our main contributions are exhibited as follows:
• Codebook Design Simplification: The proposed serial
SCMA system decreases the system order and maintain
sparser codebooks. This also simplifies the codebook
design.

• Computational Complexity Reduction: The total
computational complexity of the proposed serial SCMA
system mainly depends on the computational complex-
ity of each low order subsystem and is reduced greatly
especially under high user load.

• Lower Block Error Rate: In high order SCMA systems
with larger codebook sizes, more dense constellations
will also bring higher block error rate (BLER) especially
under high user load. Based on the idea of system order
reduction, the proposed SCMA system will enjoy lower
BLER than the original SCMA system under the same
user load.

• Good Inheritance of Original SCMA: The proposed
SCMA system still inherits the advantages of the
original SCMA system over OMA and other NOMA
schemes.

C. STRUCTURE
The remainder of this paper is organized as follows. Section II
illustrates original SCMA with channel coding. The key idea
of this paper is also introduced. Section III proposes the serial
SCMA system. We also discuss its transmitter design in this
part. Section IV describes the receiver design of the proposed
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FIGURE 1. Original SCMA system model with channel coding.

serial SCMA and discusses corresponding low complexity
detection algorithms. Section V derives some performance
indices of different SCMA systems. Section VI presents the
related simulation results where the proposed serial SCMA
is compared with other schemes such as long term evolu-
tion (LTE), LDS, original SCMA and PSMA. Section VII
summarizes the whole paper.

D. NOTATIONS
Throughout this paper, the symbols x, x and X stand for a
scalar, a vector and a matrix, respectively. XT and X† denote
the transpose and conjugate transpose of matrix X. diag(x)
stands for a diagonal matrix in which all its diagonal elements
consists of the vector x. diag(X) denotes a vector whose
elements are chosen from the diagonal elements of matrix
X. B Z and C represents the set of binary values, integer
values and complex values, respectively.

(K
N

)
represents the

number of N -combinations selecting from K elements. det(·)
stands for the determinant of a square matrix. ei(·) represents
the complex exponential operation.

II. ORIGINAL SCMA AND KEY IDEA
This part mainly describes original SCMA and defines pri-
mary parameters.

Fig. 1 in the next page illustrates a coded SCMA system.
J users transmit their signals through K shared orthogonal
resources. SCMA decoders process the overlapped signals
from each user through the near optimal MPA detector and
exchange the extrinsic soft information of coded bits with
channel decoders. The final estimated bits can be obtained
from the channel decoders.

Denote the index of each user by j ∈ {1, 2, . . . , J}. For
user j, m0 binary bits bj are first encoded into n0 binary
bits cj by channel encoding with code rate R0 =

m0
n0
. Then,

every log2 M bits in cj are mapped into an N -dimensional
constellation point by an SCMA encoder, where M stands
for the cardinality of multi-dimensional constellations and

N represents the number of orthogonal resources occupied
by each user. Furthermore, the N -dimensional constellation
point is converted into a K -dimensional complex codeword
by the mapping matrix Vj, which generates the codeword
set Xj and is given in [8]. The dimensions of Vj is K × N
and we can regard SCMA encoding as a mapping from a
binary vector bj to a complex signal vector xj following f :
Blog2 M

→ X for user j, where X ∈ CK .
In the base station, the received signals is given as follows.

y =
J∑
j=1

diag(hj)xj + n, (1)

where hj = [hj,1, hj,2, . . . , hj,K ]T stands for the chan-
nel coefficient vector between the base station and user j.
n = [n1, n2, . . . , nK ]T is a K -dimensional Gaussian noise
vector. Its distribution follows CN (0, σ 2I). σ 2 denotes the
variance of each element of n and I is the identity matrix.
xj = [xj,1, xj,2, . . . , xj,K ]T stands for the K -dimensional
sparse codeword of user j.

In downlink scenarios, all the users send their signals from
the same transmit point and share the same channel condi-
tions h, i.e. hj = h,∀j ∈ {1, 2, . . . , J}. Considering that each
xj has only N non zero elements, we can rewrite (1) as

y = diag(h)
J∑
j=1

Vjsj + n

= diag(h)Vs+ n, (2)

where sj = [sj,1, . . . , sj,N ]T is a N -dimensional complex
codeword of user j which dose not include zero elements
and xj = Vjsj. V = [V1, . . . ,VJ ] is a K × NJ matrix and
s = [sT1 , s

T
2 , . . . , s

T
J ]
T is an NJ × 1 column vector.

A sparse factor graph matrix F which has K rows and J
columns can be used to represent an SCMA coding scheme.
User node (UN) j occupies resource node (RN) k if and only
if fkj = 1. Each UN employs a K -dimensional complex
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codebook and occupies only N effective RNs while each RN
is shared by df UNs. From [8], we can obtain the following
relations: K ≤ J ≤

(K
N

)
, df = JN

K .
A factor graph with 6 UNs and 4 RNs is depicted in Fig. 2.

FIGURE 2. Factor graph of J = 6 UNs colliding over K = 4 RNs for MPA
iterations.

In this paper, a single SCMA system is represented by
SCMA(K ,N ,M ). The key idea of system order reduction can
be expressed as follows.

After N is determined, the overloading factor of an SCMA
system mainly depends on the degrees of each RN df ,
which will incur high detection complexity and awful BLER.
Reduction of df will substantially reduce the computational
complexity and control the link performance within an appli-
cable range. We propose a serial coding scheme which can
decompose df of high order SCMA systems.

III. SERIAL SCMA SYSTEMS
In this part, we will introduce the system with serial codes to
come through SCMA system order reduction.

FIGURE 3. Serial SCMA system model.

Fig. 3 in the next page illustrates the block diagram of
a serial SCMA system which consists of a single SCMA
system and P − 1 pattern matrix Gp, p ∈ {2, 3, . . . ,P}
modules. The dimension of eachGp corresponding to a single
SCMA(Kp,Np,Mp) system is set as Kp × Jp, where Jp =
Kp−1, p ∈ {2, 3, . . . ,P}. Moreover, each Gp has the same
non-zero element positions as the factor graph matrix of
SCMA(Kp,Np,Mp). In a serial SCMA system, the binary
bits per user are directly mapped into complex codewords of
SCMA(K1,N1,M1) at first and then processed by multiple
serial subsystems Gp.
The capacity gain of the high order SCMA system is

approached step by step by these subsystems. Denote the
overloading factor of the whole system by λse. We can obtain
that

λse = λ1

P∏
p=2

λp, (3)

where λ1 =
J1
K1

and λp =
Jp
Kp

are the overloading factors
of SCMA(Kp,Np,Mp) and each Gp, respectively. Given λse,
we should select reasonable λ1, λp and P. The overloading
factor of each subsystem can not be set too high to guarantee
the low order property.

The signals between adjacent subsystems can be regarded
as a complex vector z(p), which is given as follows.

z(p) = Gpz(p−1), p ∈ {2, 3 . . . ,P}. (4)

Define z(1) = Vs, where V and s is defined as Section II.
Their dimensions are K1×N1 J1 and N1 J1× 1, respectively.
The pattern matrices of the adjacent subsystems must satisfy
specific mapping rules to make sure that the whole SCMA
system can be decoded. In brief, the problem of enabling
a high order SCMA(K ,N ,M ) system can be broken down
into several lower order systems which have sparser factor
graphs. Furthermore, we can continue breaking down the
lower order systems until they are practically tractable. From
this perspective, serial codes can be expended to large-scale
systems.

A. SERIAL SCMA CODEBOOK DESIGN
Regarding the transmitter design of serial SCMA, we can get
the codebook set of SCMA(K1,N1,M1) at first. Although
there has been a lot of references about SCMA codebook
design, the optimal design criterion is undetermined. In this
paper, we mainly study the downlink scenarios where each
UN shares the same channel coefficients over the df RNs. For
the low order SCMA codebook design, we select a method
which is widely used inmost references. Hence, theminimum
Euclidian distance dmin is a key performance indicator (KPI).
Given dmin with a minimum energy Es, we can always con-
struct SCMA codewords from any complex constellation
points. These constellations also have theminimized figure of
merit η = Es

dmin
. To simplify SCMA codebook design, the con-

stellations of all the users can be built up through a mother
constellation and user-specific operators.

The mother multi-dimensional constellation design can
refer to some classic requirements in communication
systems:

1) TheminimumEuclidean distance between adjacent con-
stellation points should be maximized while all the symbols
can evenly cover the complex vector plane [28].

2) The binary bits of any adjacent constellation points
should follow the Gray map rule and possess the minimum
Hamming distance.

3) The symbols should have the maximum varieties of
both in-phase and quadrature components [29]. Even if
one or more symbols are lost, we can restore the original bit
stream through different symbol quadrature interleavers.

4) When changing symbols, zero crossing should be
avoided and the symbol modulus should be constant. Thus
we can cut down the linear requirements of transmitters.

As an alternative method, the N1-dimensional mother con-
stellation can be built up through Cartesian product of N1
independent QAM constellation sets. Lattice rotations can be
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operated on the constellations while maintaining its Euclidian
distance fixed. Across the dimensions of codewords, power
imbalance can bring near-far effect among overlapped users.
It helps SCMAdecoders to remove interferences among over-
lapped users more effectively.

A subset of lattice Z2 is given by [16]

S1 =
√
2ei·

π
4 [1−M1, 3−M1, . . . ,M1 − 1]T . (5)

Set Sl = UlS1,Ul = diag(1eiθl−1 ) ∈ CM1×M1 , where 1 is an
M1 × 1 all one vector. θl−1 can be given as follows.

θl−1 =
(l − 1)π
M1N1

, ∀l ∈ {1, 2, . . . ,N1}. (6)

Then we can build up a N1-dimensional mother constellation
as follows.

Mc = [S1, . . . ,SN1 ]
T
=



s11 s12 · · · s1M1

s21 s22 · · · s2M1
...

vdots · · ·
...

sN11 sN12 · · · sN1M1

. (7)

After obtaining the mother constellation, we should deter-
mine the user-specific constellation operators. Three typical
operators [30] are listed as follows:

1) Phase rotation

(◦ : φ)z := eiφz;

2) Complex conjugate

(∗ : r) :=

{
z, r = 0
z∗, r = 1;

3) Vector permutation

(⊗ : π )z := πz,

where π stands for the permutation operator. For user j,
the constellation operators 1j is then given as follows.

1j = (⊗ ◦ ∗ : πφr)z = (⊗ : π )(◦ : φ)(∗ : r)

= πdiag(eiφ)(∗ : r) : z. (8)

Then the codebook of user j can be expressed as,

Xj = Vj1jMc, (9)

where Vj is a K1 × N1 mapping matrix.

B. PATTERN MATRIX DESIGN
Compared with non-linear modulation in SCMA, the pattern
matricesGp, p ∈ {2, 3, . . . , p} can be regarded as linear mod-
ulators. They are designed to provide more diversity between
multiple users. A pattern matrix should be sparse, so that the
iterative algorithm can be applied in decoding conveniently.
It also plays a role of power distribution and phase rotation.
The serial codes combine non-linear and linear modulations,
i.e. hybrid modulation, which can improve the shaping gain

contributing to the non-uniform distribution of equivalent
constellations.

The pattern matrix design criteria can be concluded as
follows:

1)Gp should have a sparse factor graph in accordance with
its overloading factor λp. Although Np with high values will
bring better performance, the solvability of the system should
also be considered.

2) After the factor graph of Gp is determined, we should
find proper power scaling and phase rotation factors.

As a special case, if we only consider the phase rotation dif-
ference and eachGp has the same non zero element positions
as the factor graph matrix of regular SCMA(Kp,Np,Mp),
Gp can be set as a Latin generator matrix referred in [16].
An example of Gp with dimensions of 4 × 6 which depends
on Mp is given as follows.

Gp =


ϕ0 ϕ1 ϕ2 0 0 0
ϕ1 0 0 ϕ0 0 ϕ2
0 ϕ2 0 0 ϕ1 ϕ0
0 0 ϕ0 ϕ1 ϕ2 0

. (10)

ϕu = e
i( 2πu
Mpdfp

+
2πw
M )

, where u = 0, 1, . . . , dfp − 1, w ∈ Z and

dfp =
JpNp
Kp

.
Furthermore, if both power scaling and phase rotation are

considered, we can select Gp by referring to the pattern
matrix design of a particular PDMA system [31]. For this
case, Gp may have an irregular factor graph. An example of
Gp with dimensions of 4 × 6 which is independent of Mp is
given as follows.

Gp =


1 0 0 0.577 −0.577 0
0 1 0 0.577 0.577 0
0 0 1 0.577 0.577 0
0 0 0 0 0 1

. (11)

3) In the whole serial SCMA system, each user has an
equivalent constellation which mainly depends on all the
subsystems. An equivalent factor graph for the whole system
also exists. We can assign all the users different diversity
orders through the selection of Gp. From this point of view,
the matching of each Gp and the SCMA(K1,N1,M1) code-
book set should also be considered.

IV. SERIAL SCMA RECEIVER DESIGN
The factor graphs of adjacent subsystems Fp−1 and Fp in
serial SCMA are depicted in Fig. 4, where p ∈ {2, 3, . . . ,P}.
Fp−1 and Fp make up of a two-stage bipartite graph which
includes UNs, connection nodes (CNs) and RNs. Suppose
that the receiver knows the channel condition perfectly. The
MPA detector with acceptable complexity transmits mes-
sages through the factor graph iteratively. In [32], the authors
propose that channel and SCMA decoders exchange soft
decision information to improve link performance.

Define the a posteriori log-likelihood ratio (LLR)
as the soft decision messages between SCMA and
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FIGURE 4. Factor graph of adjacent subsystems.

channel decoders. It can be given by

3(bj,m) = log
p(bj,m = 1|y)
p(bj,m = 0|y)

, (12)

where bj,m is the m-th bit from user j and y stands for the
received signal.

Based on Bayes rule, (12) can be converted into

3(bj,m) = log
p(y|bj,m = 1)
p(y|bj,m = 0)

+ log
p(bj,m = 1)
p(bj,m = 0)

= 3e(bj,m)+3a(bj,m), (13)

where 3e(bj,m) and 3a(bj,m) represent the extrinsic infor-
mation transmitted by the SCMA decoder and the a priori
LLR, respectively. Before the initial iteration process, we can
set 3a(bj,m) = 0. 3e(bj,m) can be obtained by exhaustively
searching all possible symbol combinations.

Gp, y and n contain complex values. For a serial SCMA
system, its received signals y is given by

y =
J∑
j=1

diag(h′j)GPGP−1 . . .G2Vjsj + n, (14)

where h′j = [h′j,1, . . . , h
′
j,K ]

T denotes the channel conditions
betweenUN j and eachRN.Vj and sj are defined as Section II.
The dimensions of Gp (p ∈ {2, 3, . . . ,P}), Vj and sj are
Kp × Jp, V × N1 and N1 × 1, respectively. Each complex
equation can be converted into two real equations.

For the downlink scenario in which h′j = h′,∀j ∈
{1, 2, . . . , J}, the receiver design can be simplified and (14)
is converted into

y = diag(h′)GPGP−1 . . .G2

J∑
j=1

Vjsj + n

= H2Vs+ n, (15)

whereH2 = diag(h′)GPGP−1 . . .G2 is a KP×K1 matrix and

Vs =
J∑
j=1

Vjsj. The dimensions of V and s are V × N1 J and

N1 J × 1, respectively.
In conventional SCMA systems, the maximum overload-

ing can reach 300% due to the tradeoff between overloading
and link performance [33] while in serial SCMA only two
subsystems are needed to reach this requirement. In order
to contrast with conventional SCMA, we firstly consider a
two-stage serial SCMA system (P = 2) which includes J

UNs,V CNs, andK RNs, i.e. J1 = J , J2 = K1 = V ,K2 = K .
The optimal ML detection can be represented by

ŝ = argmin
s
||y−H2Vs||2, (16)

where ŝ denotes the detected symbols and H2 = diag(h′)G2
is a K ×V matrix. Since the ML detection endures extremely
high computational complexity, we propose a detection
scheme which enjoys lower complexity and can still achieve
the optimal ML performance.

Obviously, (16) stands for an undetermined system.
Motivated by the analytical methods in [34], we can setH2 as
H2 = diag(h′)G2 = [HA

2,K×K ,H
B
2,K×(V−K )]. The modified

pattern matrix is given as follows.

H̃2,V×V =

[
HA

2,K×K HB
2,K×(V−K )

0(V−K )×K I(V−K )×(V−K )

]
. (17)

In the same way, rewrite z(1) as

[
z(1),AK×1
z(1),B(V−K )×1

]
. The modified

received signal is given as follows.

ỹ = H̃2z(1) + ñ, (18)[
yK×1
0(V−K )×1

]
= H̃2

[
z(1),AK×1
z(1),B(V−K )×1

]
+

[
nK×1

−z(1),B(V−K )×1

]
. (19)

G2 should satisfy det(GA
2,K×K ) 6= 0. Then det(HA

2,K×K ) =

det(diag(h′)) · det(GA
2,K×K ) 6= 0 and det(H̃2) =

det(HA
2,K×K ) 6= 0. Now H̃2 is a full rank matrix, the two sides

of (19) can be multiplied by H̃−12 on the left,

H̃−12

[
yK×1
0(V−K )×1

]
= z(1) + H̃−12

[
nK×1

−z(1),B(V−K )×1

]
. (20)

H̃−12 =

[
(HA

2,K×K )
−1

−(HA
2,K×K )

−1HB
2,K×(V−K )

0(V−K )×K I(V−K )×(V−K )

]
=

[
(GA

2 )
−1diag(h′)−1 −(GA

2 )
−1GB

2
0(V−K )×K I(V−K )×(V−K )

]
, (21)

where G2 = [GA
2 ,G

B
2 ]. The dimensions of GA

2 and GB
2 are

K × K and K × (V − K ), respectively.
Considering that z(1) = Vs, the ML detection problem can

be expressed as

ŝ = argmin
s

(||H̃−12 ỹ− Vs||2

− ||H̃−12

[
0K×1

(Vs)B(V−K )×1

]
||
2). (22)

(22) stands for a well-defined system of equations.

(Vs)B(V−K )×1 represents the last V − K rows of z(1) =
J∑
j=1

xj.

When p = 2, conventional Log-MPA detection is described
in Algorithm 1.
f1,vj denotes the (v, j)-th element of F1, where F1 is the

factor graph matrix of SCMA(K1,N1,M1). NU (v) stands for
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Algorithm 1 Conventional Log-MPA Detection When p = 2
Input: y,h′,G2,V,Tmax.
Output: bj, j = 1, 2, . . . , J .
1: Calculate and store H̃2, H̃−12 and ỹ.
2: for all j ∈ 1, 2, . . . J and v ∈ 1, 2, . . .V (f1,vj 6= 0)
3: Set t = 0,L0gv→uj (sj) = 0,L0uj→gv (sj) = 0.
4: end for
5: while t < Tmax do
6: for all j ∈ NU (v), v ∈ NC (j), and sj
7: L tuj→gv (sj) =

∑
v′∈NC (j)\v

L t−1gv′→uj (sj),

L tuj→gv (sj) = L tuj→gv (sj)−max*
sj
{L tuj→gv (sj)}.

8: end for
9: for all j ∈ NU (v), v ∈ NC (j), and sj

10: d(s) = H̃−12

[
yK×1

(Vs)B(V−K )×1

]
− Vs,

L tgv→uj (sj) = max*
sNU (v)\j

{−
1

2σ 2
||d(s)v||2 +∑

j′∈NU (v)\j
L tuj′→gv (sj′ )},

L tgv→uj (sj) = L tgv→uj (sj)−max*
sj
{L tgv→uj (sj)},

where d(s)v stands for the v-th component of d(s).
11: end for
12: t = t + 1
13: end while
14: Compute all I (sj),

I (sj) = log(p(sj))+
∑

v∈NC (j)
LTmax
gv→uj (sj),

where p(sj) is the prior probability of sj from channel
decoders.

the index set of all the UNs corresponding to CN v and NC (j)
stands for the index set of all CNs corresponding to the UN j.
L(·) and I (·) are functions of LLR. The max∗ operation can
be expressed as

max∗(a, b) = log(ea + eb). (23)

The above analytical methods also apply for P ≥ 3.

A. COMPLEXITY REDUCTION VIA GROUP
MULTI-USER DETECTION
The conventional MPA detector can not utilize the coding
structure of serial SCMA. Moreover, by adjusting the code-
book set of SCMA(K1,N1,M1) and G2, the gaps between
power levels in each CN from different UNs’ contribution
can be enlarged, which can make interference cancellation
more applicable. Based on the idea of hierarchical decoding,
we can improve the detection algorithm.

Reducing the size of the factor graph is also an applicable
method to come through complexity reduction. During the
process of MPA iterations, if some UNs’ symbols with higher
belief values have the trend of convergence, their signals
can be determined legitimately at first. Furthermore, through
the cyclic redundancy check (CRC) module, we can observe
the decoding conditions of each user after each iteration in

good time. Motivated by SIC, we can cut off the correctly
decoded UNs. Hence, the decoding process for the signals of
the rest UNs can be simplified.

According to the factor graph of SCMA(K1,N1,M1),
we can divide the J UNs into three disjoint sets: the set {UN1

}

corresponding to the UNs which only occupy N1 out of the
first K CNs, the set {UN2

} corresponding to the UNs which
occupy N1 CNs out of both the first K CNs and the last V−K
CNs and the set {UN3

} corresponding to the UNs which only
occupy N1 out of the last V − K CNs. Based above, we can
modify the conventional Log-MPA detection as Algorithm 2.

Algorithm 2 Multi-User Detection in Groups With SIC
When p = 2
Input: y,h′,G2,V, d,Tmax 1,Tmax 2, β.
Output: I (sj), j = 1, 2, . . . , J .
1: for all 1 ≤ j ≤ J and 1 ≤ v ≤ V (f1,vj 6= 0)
2: Set t = 0,L0gv→uj (sj) = 0,L0uj→gv (sj) = 0.
3: end for
4: for all v ≤ K and j ∈ {UN1

} (f1,vj 6= 0)
5: while t < Tmax 1, L tgv→uj (sj) ≤ β do
6: Compute L tgv→uj (sj) and L

t
uj→gv (sj).

7: t = t + 1
8: end while
9: Compute I (sj).
10: end for
11: Run CRC check for all the UNs in {UN1

} and cut off the
UNs in {UN1

} with high belief values.
12: Set t = 0.
13: for all v ≤ K and j ∈ {UN2

} ∪ {UN3
} (F1,vj 6= 0)

14: while t < Tmax 2 do
15: Compute L tgv→uj (sj) and L

t
uj→gv (sj).

16: t = t + 1.
17: end while
18: Compute I (sj).
19: end for

The core thought of Algorithm 2 is to divide the factor
graph into several subgraphs. The UNs in {UN1

} and their
corresponding edges make up of the first subgraph. The
messages transmitted by other edges which belong to UNs
in {UN2

} ∪ {UN3
} can be considered as interference signals.

We can apply Gaussian approximation to these messages.
During each iteration, both the expectation and the variance
are updated as the feedback information.

The compensate vector in (22) is given by

f1(s) = −H̃−12

[
0K×1

(Vs)B(V−K )×1

]
= −H̃−12 I0Vs (24)

where I0 =
[

0K×K 0K×(V−K )
0(V−K )×K I(V−K )×(V−K )

]
and f1(s) is indepen-

dent of UNs in {UN1
}. Thus the v-th element (1 ≤ v ≤ K ) of

f1(s) is given by f1(s)v = −(H̃−12 I0
∑

j/∈{UN1
}

xj)v.
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For the v-th CN (1 ≤ v ≤ K ),

Y =
∑

j∈{UN1
}

xj,v +
∑

j∈{UN2
}

xj,v + f1(s)v + (H̃−12 ñ)v

=

∑
j∈{UN1

}

xj,v + n′v, (25)

where Y = (H̃−12 ỹ)v stands for the v-th component of vector
H̃−12 ỹ. n′v =

∑
j/∈{UN1

}

xj,v + f1(s)v + (H̃−12 ñ)v and n′v ∼

CN (un′v , σ
2
n′v
).

During the t-th iteration, the mean un′v is given by

utn′v = ((I− H̃−12 I0)
∑

j∈{UN2
}

∑
xj∈Xj

Pt (xj)xj

+ (−H̃−12 I0)
∑

j∈{UN3
}

∑
xj∈Xj

Pt (xj)xj)v, (26)

where I is a V × V identify matrix and Xj stands for the
set which includes all the possible values of xj. Pt (xj) =

p(sj)e
Ltuj→gv (xj) is the probability of xj during the t-th iteration.

Denote x1j = (I − H̃−12 I0)xj and x2j = −H̃
−1
2 I0xj. The

variance σ 2,t
n′v

is given by

σ
2,t
n′v
=

∑
j∈{UN2

}

Var(x1j,v)

+

∑
j∈{UN3

}

Var(x2j,v)+ ||̃h2,v||
2σ 2, (27)

where x1j,v and x
2
j,v represents the v-th component of x1j and x

2
j ,

respectively. Var(·) stands for the variance function. h̃2,v rep-
resents the v-th column of H̃−12 .

The CN-to-UN update can be rewritten as

L tgv→uj (sj) = max*
sj′ :j
′
6=j

j′∈{UN1
}

{−
1

2σ 2,t
n′v

||Y −
∑

j∈{UN1
}

(Vjsj)v − ut−1n′v
||
2

+

∑
j′∈{UN1

}\j

L tuj′→gv (sj′ )}, (28)

while the UN-to-CN update remain unchanged.
After the UNs in {UN1

} are decoded, their decoded infor-
mation can be regarded as the prior knowledge of the other
subgraphs. Based on SIC-MPA, we can cut off their informa-
tion from the received signals and mitigate their associated
edges. Then the information of {UN2

} and {UN3
} can be

decoded in the same way.

B. FURTHER COMPLEXITY REDUCTION
In reality, even if we apply the methods in Section IV-A,
the computational complexity is still high especially in high
user load.

To reduce the complexity further, we can only consider the
detected symbols which fall within a hypersphere of radius d :

0 ≤ ||f2(s)||2 − ||f1(s)||2 ≤ d2, (29)

where f2(s) = H̃−12 ỹ − Vs and d2min ≤ ||f1(s)||
2
=

||H̃−12

[
0

(Vs)B(V−K )×1

]
||
2
≤ d2max.

From (22), the optimal ŝ should satisfy that

||f2(s)||2 ≤ d2 + d2max =

V∑
v=1

d2v , (30)

where dv denotes the maximum norm of each dimension
of f1(s).

Although V is a rank-deficient matrix, the methods of
formulating a new full-rank detection problem are proposed
in [25] and [34]. Through these methods, list sphere decod-
ing (LSD) can still be employed for each CN and regarded
as a search over a tree with a depth of L, where L mainly
depends on the degrees of each CN. Hence, we can apply the
analytical methods in [25] to our proposed systemwhile some
transforms are needed.

Similar as [25], the detector on CN v can be expressed as

ẑv = argmin
zv
||Y − g1,vzv||2, (31)

where g1,v is a 1 × L row vector which mainly depends
on the codebook set of SCMA(K1,N1,M1), and zv is
an L × 1 column vector whose components consist
of zi = ±1,±3, . . . (i = 1, 2, . . . ,L). ẑv is the
detected vector with dimensions L × 1. Denote G̃1 =[

g1,v
γ IL×L

]
= [Q1,Q2]

[
R

01×L

]
and Ỹ = Q†

1

[
Y

0L×1

]
=

[Ỹ1, Ỹ2, . . . , ỸL]T , where γ > 0 and R represents an L × L
upper triangular matrix. Q1 is an (L + 1) × L matrix while
Q2 is an (L + 1) × 1 matrix. Then G̃1 and Ỹ stand for an
(L+1)×L matrix and an L×1 vector, respectively. The LSD
iteration for the v-th CN can be represented by Algorithm 3.
After LSD iteration, the size of the solution set decreases and
it will substantially reduce the detection complexity of the
MPA iteration.

V. PERFORMANCE ANALYSIS
Various performance indices of different SCMA systems are
studied through closed-form expressions as follows.

A. CAPACITY GAIN
In this subsection, we will discuss the capacity gain of dif-
ferent SCMA systems. At first, let us derivate the over-
loading factor of different SCMA systems. For a single
SCMA(K ,N ,M ) system with J users, the overloading factor
λ is given by

λ =
J
K
=
df
N
, (32)

where K < J ≤
(K
N

)
and the degrees of each RN df satisfies

Kdf = JN .
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Algorithm 3 LSD for the v-th CN
Input: y,h′,G2,V, d .
Output: {zv} and {d(zv)}.
1: Calculate and store Ỹ and R.
2: Initialization: l = L, ŶL = ỸL ,TL = 0.
3: Set zl = sign(|Ŷl | cos(θl)) and search step 1l =

−2sign(|Ŷl | cos(θl)), where θi is the angle of ŶL .
4: (Node Pruning) If Tl + ||Ŷl − rl,lzl ||2 > d2v or zl /∈

{−1, 1}, go to 4. else go to 5, where rl,l is the (l, l)-th
element of R.

5: If l = L, terminate and output φv, where φv denotes the
null set; else l = l + 1, zl = zl +1l , go to 3.

6: If l = 1, go to 6; else set Tl−1 = Tl + ||Ŷl −

rl,lzl ||2, Ŷl−1 = Ỹl−1−
L∑
j=l

rl−1,jzj and l = l− 1, go to 2.

7: If the lattice point zv falls within the hypersphere, set
d(zv) = T1 + ||Ŷ1 − r1,1z1||2.

8: Add zv and its Euclidean distance d(zv) to the solution
set.

9: If LSD iteration reaches its maximum size, find zv with
maximum Euclidean distance, set d = d(zv). zl = zl +
1l , go to 3.

For a serial SCMA system, as mentioned in Section III,
the overloading factor λse is given as follows.

λse =
J1
K1

P∏
p=2

Jp
Kp
=
df1
N1

P∏
p=2

dfp
Np
. (33)

Then, let us define the SCMA capacity region. For a single
SCMA(K ,N ,M ) system,H includes the channel knowledge.
The SCMA capacity region C(U ) is given by [35]

C(U ) = {(C1, . . . ,CJ ) :

C(S) ≤ log(1+
∑
j∈S

K∑
k=1

|hj,k |2Pkj ),∀S ⊆ U}, (34)

where U denotes the user set. In downlink scenarios, hj,k =
hk ,∀j ∈ {1, 2, . . . , J}. Pkj = E[xj,kx∗j,k ] stands for the
average transmission power. The definition of capacity region
mentioned above also applies for the serial SCMA system.

B. AGGREGATE ENERGY EFFICIENCY
Define the throughput per unit power consumption of an
SCMA system as the aggregate energy efficiency EE(H). It is
given as follows.

EE(H) =

∑
j∈U (R

j(1− I j))∑
j∈U (

∑K
k=1 P

j
k/β

j + Pjst )+ PBS
, (35)

where (R1, · · · ,RJ ) stands for the rate region. For user j, β j

stands for the power amplifier efficiency. Pjst represents its
static power consumption. PBS stands for the base station
power consumption and I j is the normalized channel condi-
tion of user j.

The average aggregate energy efficiency EE over all the
possible fading blocks is given by

EE = EH[EE(H)]

=
EH[

∑
j∈U (R

j(1− I j))]∑
j∈U (

∑K
k=1 P

j
k/β

j + Pjst )+ PBS

=

∑
j∈U (R

j(1− ρjout ))∑
j∈U (

∑K
k=1 P

j
k/β

j + Pjst )+ PBS
, (36)

where ρjout is outage probability of user j. Its upper bound can
be expressed as [22]

ρ
j
out ≤ Pr (εj < 2R

j
−1)+

∏
S j′

Pr (
∑
j′0

εj
′

0 ≥ 2
∑

j′0
Rj
′
0
− 1)


Pr (εj ≥ 2R

j
− 1)Pr (

∑
j0∈U

εj0 ≤ 2
∑

j0∈U
Rj0 ), (37)

where εj =
∑K

k=1 |hk |
2 Pjk for all j ∈ U , Pr (·) is the

probability of the inner event. For simplicity, we can suppose
that EH[|hk |2] = σ 2

H for all the orthogonal resources and
users. Besides, different users share the same transmit power,
and rate region; i.e. β j = β,Pjst = Pst ,

∑K
k=1 P

j
k = P,Rk =

R,∀j ∈ {1, 2, . . . , J}.
In a serial SCMA system in which P = 2, Pjk mainly

depends on the codebook set of SCMA(K1,N1,M1) and G2.

C. BLER
For a single SCMA system, define {s} as the set of all the
possible M J SCMA signals of J users. sa ∈ {s} is a specific
element and saj is the transmitted symbol in user j. Define sb ∈
{s} as a symbol which is different from sa in user j. sbj stands
for a detected symbol from user j related to sb and saj 6= sbj ,
then there are (M − 1)M J−1 possible symbols of sb.
The average pairwise error probability (PEP) between

sa and sb is given as follows,

P(sa→ sb) = EH[Q(

√
d2(sa, sb)

2N0
)], (38)

where d2(sa, sb) stands for the Euclidean distance between
sa and sb. N0 represents the spectral density of noise power
and Q(x) is given by

Q(x) =
1
2π

∫
∞

x
exp(−

t2

2
)dt. (39)

Based on [36], in identical channels where hj = h,
j ∈ {1, 2, . . . , J}, the union bound of a coded single SCMA
system with code rate R0 =

m0
n0

can be expressed as

PBL ≤
L0
m0

+∞∑
d=dmin

WdP(sa→ sb), (40)

where dmin represents the minimum Hamming distance, L0 is
the date block length andWd represents the sum weight of all
error decisions for each d .
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TABLE 1. Computational complexities of different SCMA systems.

For a serial SCMA system in the downlink scenario,

d2(sa, sb) = ||diag(h′)GPGP−1 . . .G2V(sa − sb)||2. (41)

Combining (38) and (40) with (41), we can also obtain the
error probability bounds of the turbo coded serial SCMA
system.

D. DETECTION COMPLEXITY
In identical channel conditions, the detailed detection com-
plexities of different SCMA systems are illustrated in Table 1.
We use flop to denote the floating-point operation. Each
comparison operation can be represented by a lookup table.
Thus we suppose that it only costs one flop. Each addition
of two complex values costs two flops. Each non-conjugated
complex multiplication costs six flops.

In a serial SCMA system when P = 2, we should conduct
LU factorization of matrix H̃2 at first and then calculate its
inverse matrix. From (21), (GA

2 )
−1 and (GA

2 )
−1GB

2 can be cal-
culated in advance.We need only calculate (GA

2 )
−1diag(h′)−1

and this procedure may require 12K flops. The calculation of
ỹ costs 6K flops.
For Log-MPA iteration with SIC, The UNs in in {UN1

}

contribute more to the first K CNs and can be decoded
first. This procedure requires 3Mdc

1 Kdcdf1Tmax 1 + 2M1Kdc
additions, 3Mdc

1 Kdf1Tmax 1 + 4M1Kdc multiplications and
Mdc

1 Kdf1Tmax 1 + (N1 − 2)MKdcTmax 1 comparisons where
dc denote the number of UNs in UN1 corresponding to
the CN and df1 =

JN1
V . Then the other UNs are decoded

and this procedure requires 3M
dc′
1 Kd2c′Tmax 2 + 2M1Kdc′

additions, 3M
dc′
1 Kdc′Tmax 2 + 4M1Kdc′ multiplications and

M
dc′
1 Kdc′Tmax 2 + (N1 − 2)MKdc′Tmax 2 comparisons, where

dc′ =
JN1
V − dc.

On the other hand, after we cut off the UNs in {UN1
},

we can conduct LSD iteration before Log-MPA for theUNs in
{UN2

} ∪ {UN3
}. Then QR factorization should be conducted

on G̃1 at first and it may require 2(L + 1)L2 flops, where
L = dc′ log2 M1 and G̃1 depends on the factor graph
excluding the UNs in {UN1

}. This procedure can be finished
in advance. And we only need 6L flops to get Ỹ as men-
tioned in IV-B. For LSD iteration, expected complexity [25]
is given by

E(i) =
L∑
i=1

(2i+ 1)Nvsi , (42)

where Nvsi is the average number of visited nodes over ele-
mentary arithmetic operations in level i.

Then the whole detection procedure of Log-MPA with
SIC and LSD requires 3Mdc

1 dcdf1Tmax 1 + 3N̂Kd2c′Tmax 2 +

2M1K (dc+dc′ ) additions, 3M
dc
1 Kdf1Tmax 1+3N̂Kdc′Tmax 2+

4M1K (dc + dc′ ) multiplications and Mdc
1 Kdf1Tmax 1 +

N̂Kdc′Tmax 1 + (N1 − 2)M1K (dcTmax 1 + dc′Tmax 2) com-
parisons, where N̂ < M

dc′
1 represents the total number of

constellation points corresponding to UNs in {UN2
}∪ {UN3

}

after LSD iteration.
The above methods also apply for P ≥ 3. We should

balance the computational complexity and the overloading
factor.

VI. EVALUATION
Considering downlink scenarios, we evaluate BLER of the
proposed serial SCMA system in MATLAB over AWGN
and Rayleigh fading channels. 10000 data blocks are sim-
ulated and each data block includes 200 bits. Other perfor-
mance indices are evaluated over Rayleigh channels. The
Jakes’ Pedestrian-B model is used to generate the Rayleigh
frequency selective channels and the Dropper frequency is
normalized. Assume that each UN observes the same channel
coefficients over df RNs, i.e. h′j = h′,∀j = 1, 2, . . . , J .
We consider the normalized noise, i.e. n follows CN (0, I).
SCMA codebooks are generated through QAM constella-
tions. The pattern matrices in serial SCMA are designed
based on the Latin generator matrices. Turbo code is used
in channel coding with coding rate R = 1

2 , feedforward
polynomial F1 = 1 + D + D3 and feedback polynomial
F2 = 1 + D2 + D3. The interleaver size of the turbo coder
is set as 2048 bits. Both SIC and LSD are used in decoding
for serial SCMA. The maximum number of iterations in each
Log-MPA detector is set as 6 times and the system bandwidth
is 10MHz.

A. CAPACITY GAIN
We consider a single SCMA(8, 2, 4) system as a comparative
benchmark. In the proposed serial SCMA system, set p = 2
and J = J1 = 32,V = K1 = J2 = 16,K = K2 = 8,N1 =

N2 = 2,M1 = M2 = 4.
Fig. 5 illustrates the overloading abilities under fixed num-

ber of RNs for different systems. 4-QAM is employed in LTE.
Compared with LTE, both the serial and the single SCMA
systems can achieve overloading. In reality, the overloading
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FIGURE 5. Overloading of different SCMA and LTE.

factor of a serial SCMA system equals the product of over-
loading factors of all the low order subsystems. It can even
achieve higher user load than the single SCMA system while
the balance between the overloading factor and the decoding
complexity should also be stroke.

FIGURE 6. Achieveable system rate of different SCMA.

Fig. 6 exhibits the achievable data rate among differ-
ent SCMA systems under the same user load, where LT
denotes the number of users which share the same codebook
in PSMA. The parameters of PSMA are the same as [11].
Compared with PSMA, serial SCMA further improve the
system sum rate. The serial SCMA system also enjoys the
highest spectral efficiency under the same user load attribut-
ing to its high diversity gain.

B. AGGREGATE ENERGY EFFICIENCY
We consider the same power model as referred in [22] where
Pst = 44W ,PBS = 300W . Fig. 7 demonstrates the average
aggregate energy efficiencies of different systems. In single
SCMA, K = 8, J = 24,N = 2,M = 4 while in the
proposed serial SCMA, p = 2,K = K2 = 8,V = K1 =

J2 = 12, J = J1 = 24,N1 = N2 = 2,M1 = M2 = 4.

FIGURE 7. Average aggregate energy efficiency comparison.

In PSMA, K = 8, J = 24,M = 4,LT = 3. In LTE,
K = 8, J = 8,M = 4. EbN0

stands for the SNR per bit. From
Fig. 7, we can conclude that under low Eb

N0
, the outage proba-

bility of each user in each SCMA system is so high that LTE
enjoys the highest average aggregate energy efficiency due to
its orthogonality. As Eb

N0
grows, the user outage probability of

each SCMA systems decreases. All the three SCMA systems
can reach higher average aggregate energy efficiency than
LTE due to the non-orthogonality which will also bring them
higher spectral efficiency. Moreover, the common BS power
consumption PBS is shared by all the users in these SCMA
systems. This is also a factor to improve energy efficiency.
The serial SCMA system can approach higher average aggre-
gate energy efficiency than the other two SCMA systems for
a low Eb

N0
range. This is mainly because serial SCMA employs

an equivalent factor graph in which each UN occupies more
RNs than single SCMA and PSMA. In comparison, serial
SCMA can utilize spectral resources and further decrease the
user outage probability.

C. BLER
Both SCMA and LDS can achieve overloading while in
SCMA the power variation of the incoming signals over each
corresponding subcarrier helps the MPA detector to miti-
gate inter-layer interferences more efficiently. Fig. 8, Fig. 9,
Fig. 10 and Fig. 11 exhibit the BLER of different SCMA
systems and LDS with different M over different channels,
respectively. Each user in different systems has the same data
rate. The single SCMA and LDS share the same factor graph
matrix which is given in (43), as shown at the bottom of the
next page.

In the proposed serial SCMA system, p = 2,K =

K2 = 8,V = K1 = J2 = 12, J = J1 = 24,N1 = N2 = 2.
Under the same user load, the proposed serial SCMA enjoys
lower BLER than LDS as single SCMA [12]. It inherits the
nice structure of the single SCMA system. In reality, the link
performancewill improvewhen each user occupies a bit more
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FIGURE 8. BLER comparison with M = 4, λ = 300% over AWGN.

FIGURE 9. BLER comparison with M = 16, λ = 300% over AWGN.

subcarriers under fixed user load due to the diversity gain.
The serial SCMA system employs an equivalent factor graph
in which each user occupies more subcarriers than the single
SCMA system under the same capacity gain. This will make
serial SCMA enjoy lower BLER than single SCMA.

D. DETECTION COMPLEXITY
In this subsection, we still suppose that each user in different
systems has the same data rate. The detection complexities

FIGURE 10. BLER comparison with M = 4, λ = 300% over Rayleigh block
fading.

FIGURE 11. BLER comparison with M = 16, λ = 300% over Rayleigh block
fading.

of different SCMA systems are compared under the same
overloading factor and total system data rate. Consider a
single SCMA system in which K = 8, J = 24,N = 2 and
M = 4. In the proposed serial SCMA system, set p = 2
and J = J1 = 24,V = K1 = J2 = 12,K = K2 = 8,
N1 = N2 = 2 and M1 = M2 = 4.
Fig. 12 demonstrates the computational complexity of

additions, multiplications and comparisons with 300% load

F8×24 =



0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
0 1 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0
1 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 1
0 0 1 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 1 0 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0
1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0
0 1 0 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0


.

(43)
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FIGURE 12. Computational complexity of additions, multiplications and
comparisons in different SCMA systems with 300% load when M = 4.

for different SCMA systemswhen Eb
N0
= 7dB.We can observe

that the serial SCMA system enjoys lower complexity due to
the reduction of df .

FIGURE 13. Average complexity versus overloading factor.

Fig. 13 illustrates the relationship between average decod-
ing complexity and overloading factor for different schemes
with different M . The average decoding complexity mainly
denotes the total number of all the flops. EbN0

is set as 7dBwhen
M = 4 and 17dBwhenM = 16. Each complex addition costs
two flops and each multiplication of two non-conjugated
complex values costs six flops while each comparison costs
only one flop. From the simulation results, we can conclude
that the serial SCMA system will greatly save the detection
complexity as the overloading factor and codebook size grow
compared with the single SCMA system under the same user
load.

VII. CONCLUSION
Motivated by hierarchical modulation, we propose a system
with serial codes which is called serial SCMA to enable

high order SCMA systems in downlink scenarios in this
paper. The serial SCMA system achieves overloading step by
step by multiple low order subsystems and can enjoy higher
spectral efficiency compared with original SCMA systems.
The signal between each group of adjacent subsystems is
a complex vector and the coding schemes of the adjacent
subsystems should satisfy specific mapping rules. Simulation
results illustrates that serial SCMA inherits the advantages of
original SCMA such as overloading and power variation over
OMA and other NOMA techniques. Besides, serial SCMA
maintains sparser codebooks and can substantially reduce
the decoding complexity especially under high user load.
Furthermore, sparser codebooks will also bring better link
performance and make hardware implementation feasible.
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