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ABSTRACT Time series processing and analyzing is one of the major challenges in big data research,
especially in inferring the dynamical mechanism of time series. In this paper, we constructed a com-
plex network from time series via exploring the evolutionary relationship among the volatility patterns.
We introduced the symbolic method and sliding window to describe the volatility patterns of time series
that contains multidimensional information. Meanwhile, we explored the evolutionary mechanism of these
volatility patterns based on the topological characteristics in network. In our research, we selected six
stock indices around the world as sample data. Interestingly, for the six networks, they all showed a
‘‘petal-shaped’’ structure which consists of a core and loops. Moreover, through analyzing the topological
characteristics of the six networks, we discovered distinguished results of their overall characteristics
and loop length distributions. Furthermore, we uncovered the media patterns which trigger the structure
of network changing among core and loops. In a word, this paper described the volatility patterns and
explored the topological characteristics in networks constructed from time series data, which provides a
novel perspective to understand the evolutionary dynamic mechanism.

INDEX TERMS Time series analysis, complex networks, nonlinear dynamical systems, multidimensional
information, volatility pattern.

I. INTRODUCTION
In big data era, time series is one of the most common data
forms, and it has been extensively applied in various fields.
Processing and analyzing large volumes of time series data is
still a challenging endeavor in big data technology [1]. Com-
pressing the multidimensional information together of the
time series to describe the volatility patterns of it and explor-
ing the evolutionary dynamical mechanism of the volatility
patterns is always a fundamental problem which has also
attracted extensive interests over several decades [2]–[7].
Going beyond some widely used techniques, such as econo-
metrics [8], [9], neural networks [10]–[12], wavelet decom-
position [13]–[16] and fractal [17], [18], intensive attentions
have been focused on applying complex network to solve

the problem that has been mentioned above [19]–[22]. In our
research, we abstracted the volatility patterns as nodes, their
evolutionary relationship as edges based on complex network
theory. And then, we explored the evolutionary dynamic
mechanism of the volatility patterns from the topological
characteristics of the network.

In recent years, complex network has been widely devel-
oped, particularly after the notion of ‘small-world’ proposed
by Barabási and Albert [23] and the ‘scale free network’
by Watts and Strogatz [24]. It provides a novel perspective
for analyzing the complex system with a large amount of
data and information. The method of complex network is
based on the presented topological features which can char-
acterize the connectivity of network and highly influence the
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dynamics of processes executed on the network [25], such
as degree [26], shortest path [27], modularity [28], between-
ness centrality [29],clustering coefficient [30] and other mea-
sures [31]–[33]. Themethod of complex network can not only
help us understand the global dynamical characteristics of
the system by performing data compression from a global
perspective, but it can also serve as a magnifying glass to
extract the characteristics of a unit or the relation between
the units to help comprehend the dynamical regime from
a local perspective. To make the best of its advantage in
time series analysis, scholars have proposed a large number
of improved methods: Zhang and Small [34] thought out a
brand-new method to reconstruct the pseudo- periodic time
series into a corresponding network. In the specific process of
analysis, they represented each cycle as a node in the network.
Lacasa et al. [35] proposed a method which is based on
the visibility relationship among the nodes to transform the
time series into the network. To express it in a more visual
way they named it the Visibility Graph (VG) and widely
applied it into various areas. Moreover, to improve the appli-
cability of the method, scholars have improved it in various
ways, such as Horizon Visibility Graph(HVG) [36], Limited
penetrable visibility graph (LPVG) [37] and Multiscale lim-
ited penetrable horizontal visibility graph (MLPHVG) [38].
Donner et al. [39] borrowed the idea of Recurrence Plots to
convert a time series into the corresponding complex net-
work. Gao proposed some new models to analyze multi-
variable time series data, such as Multiplex Network-based
Sensor Information Fusion Model, Multiplex multivariate
recurrence network, Wavelet Multiresolution Complex Net-
work, Multilayer Network and so on [40]–[47]. In addition,
in nonlinear systems, described by time series, varieties of
volatility patterns at different time points and the evolutionary
mechanism of these volatility patterns have received much
research attention. To make further contribution to this topic,
some studies [19], [48]–[51]aimed to map the volatility pat-
terns as nodes and their relations as edges in the network
and analyze the topological and statistical information of the
network to uncover the volatility evolution over time.

In this paper, we proposed a methodology to transform
the time series into network by exploring the evolutionary
relationship among the volatility patterns. We selected the
Shanghai composite index, S&P500 index, DAX30 index,
CAC40 index, Nikkei225 index and FTSE100 index daily
price for empirical research. They respectively represent the
economic development of China, the United States, Germany,
France, Japan and British. As shown in the FIGURE 1,
in the long term, the volatility trends of the four-dimensional
information are similar (open price, close price, highest price
and lowest price). However, in the short term, there exists
asynchrony among their volatility trends. Compared with
previous studies [48]–[52], which only considered close price
in their researches, it might be more accurate to use the four-
dimensional information of price as the research objects to
explore the dynamical mechanism of volatility. In addition,
from FIGURE 1 we can also notice that, for the same time

FIGURE 1. The volatility process of S&P500.

series, the information contained in different time scale is
not the same. The smaller the scale is, the more detailed
will be and the more variegated the volatility patterns can
be described. Therefore, on the one hand, to retain much
more volatility information and discover more dynamical
characteristics, we concentrated on the daily price volatility.
On the other hand, we calculated the quantitative relations
among the four-dimensional data of the daily price (open
price, close price, highest price and lowest price). After
calculating the quantitative relations of the four-dimensional
data, we sorted the results and symbolized them into thirteen
types. In this way, the time series were converted into symbol
sequence. At the same time, during the dynamic and nonlin-
ear volatility process, the volatility patterns are various in the
short term and will evolve over time, which were shown in
the FIGURE 1. To describe the daily volatility patterns of
the time series, we used the method of symbolization. The
advantage of the symbolization is that it could not only help
us filter out the redundant information and retain the core
characteristics, but it could also classify the information and
infer the commonality and particularity of the information.
To describe the evolution process, we used the method of
sliding window to dynamically divide the time series into
some fragments in the same length [52] and defined the
combination of symbols in each sliding window as volatility
modes. After that, we selected an appropriate moving step to
ensure the dynamic evolutionary process of these modes and
that each fragment could contain part of the information of
the former one. Due to the usage of symbolizationmethod and
slidingwindow, the volatility patterns possibly repeated in the
evolution process and there might hide a lot of information
about the relationships among the volatility patterns. Thus,
we applied the method of complex network to solve this
problem and analyzed the property of volatility patterns and
their evolutionary relationships.

II. DATA AND METHODS
A. DATA
In this paper, we selected the daily price data of the Shang-
hai securities composite index (China), S&P500 index (the
United States), DAX30 index (Germany), CAC40 index
(France), Nikkei225 index (Japan) and FTSE100 index
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(British) as sample data. The data used in this paper are from
January 4, 2006, to April 20, 2017, and are downloaded from
Wind.

B. CONSTRUCTION OF THE MODEL
In this paper, we proposed a model to depict the volatility
patterns and their evolution mechanism in a more accurate,
multidimensional and comprehensive way. We firstly com-
pressed the multidimension information of the daily price
together and used some symbols to describe it. In this way,
the time series were converted into the corresponding symbol
sequences. Then, we applied the sliding window theory to
divide the symbol sequence into some fragments and identi-
fied the symbol combination in a sliding window as a mode.
In this way, the symbol sequences were converted into the
corresponding mode sequences. Finally, we considered the
modes as nodes, the transformation relation among modes as
edges to construct the corresponding networks.

1) VOLATILITY PATTERN IDENTIFICATION
For the stock index daily price, the volatility can be mainly
reflected by four elements: the length of the real body,
the color of the real body, the length of the upper shadow and
the length of the lower shadow. The length of the real body
shows the volatility information reflected by the open price
and close price. The length of the upper shadow reflects the
difference between the highest price and open price (or close
price), and the lower shadow reflects the difference between
the lowest price and close price (or open price). The color
of the real body could reflect the rising and the dropping
status of stock indices. Therefore, we described the volatility
patterns from these four elements.
Step 1 (Definition of Volatility From Real Body, Color,

Upper Shadow and Lower Shadow): In the analysis of real
body, we learn from the previous algorithm [53] and use
‘body’ to describe it. For the upper shadow and lower shadow,
we calculated the ratio between the real body and the extreme
difference in price (the difference between the highest price
and the lowest price) and used ‘scale’ to describe it. For the
color, we selected red to represent the rising status and green
to represent the dropping status. In a word, we used body,
scale and color to express the volatility of daily stock index
price.

body =
|open price− close price|

close price
(1)

scale =
|open price− close price|
highest price− lowest price

(2)

Step 2 (Division of Real Body and Scale): The interval
division is a free parameter in our model, and different values
lead to different types of volatility patterns. To avoid the
arbitrariness of interval division, we divided the values of
the body into four intervals: (0, 1%), [1%, 3%], (3%, 7%),
[7%, 1) based on the rules proposed by Zwergel et al. [53]
Then, we classified the scale values into three groups:

(0, 30%) [30%, 70%] (70%, 1) according to the partitioning
of real body.
Step 3 (Classification of Patterns):
a. When body≥7% and scale >70%, it indicates that the

stock price fluctuates heavily during the day. In addition, if
the close price is greater than open price, which indicates that
the price rises sharply, we used ‘‘R’’ to illustrate such status.
Otherwise, we used ‘‘G’’ for description.

b. When 3% < body < 7%, the scale only has value
in [30%, 70%] and (70%, 1). If the value of scale is in
(70%, 1), we used ‘‘r1’’ to represent the price rising and ‘‘g1’’
to represent the price dropping. If the value is in [30%, 70%],
we used ‘‘r2’’ to indicate the price rising and ‘‘g2’’ to indicate
the price dropping.

c.When 1% ≤ body ≤ 3%, the scale has value in (0, 30%),
[30%, 70%] and (70%, 1). If it is in (70%, 1), we used ‘‘r3’’
to show the price rising and ‘‘g3’’ for the price dropping.
In addition, if the scale value is in [30%, 70%], we used ‘‘r4’’
for the up state and ‘‘g4’’ for the down state. Finally, if the
value is in (0, 30 %), we used ‘‘r5’’ to indicate that price goes
up during the day and ‘‘g5’’ to describe that price goes down.

d. When 0 < body < 1%, it indicates there exists a small
gap between the open price and close price. So, we classified
this state into one group, and named it as ‘‘e’’.

In the process of classification, all the patterns are
exclusive, and we exhibited the rule of classification in
the FIGURE 2.

FIGURE 2. The rules of dividing volatility patterns.

2) DESCRIPTION OF THE EVOLUTION PROCESS OF
THE VOLATILITY PATTERNS
For describing the evolutionary process of volatility patterns,
we used sliding window to divide the time series into some
segments. In addition, the method of the sliding window is
superior in that the latter fragment contains ω−a

ω
(a ≤ ω)

of the information of the former one. Here, ω explains the
time fragment length of each slidingwindow, and a represents
the moving step of each sliding window. Therefore, based on
this method, we can guarantee the memory of data, as well
as increase the diversity of fragments to ensure the integrity
of the information. Meanwhile, the evolutionary process
of volatility patterns was shown when the sliding window
slides.
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All in all, in the specific analysis, determining the window
length and the moving step length is the core content of the
sliding window. The details are as follows:
Step1 (Determination of the Window Length): It is quite

clear that ω is a flexible variable and its value will have
direct influence on the network structure. So, it is another
free parameter in the model. In our research. According
to the stock market rules: trading for five days per week,
except statutory holiday, we used 5 as the length of sliding
window.
Step2 (Determination of the Moving Step Length): The

diversity of modes and the richness of information will be
influenced by the moving step length and the different value
of it will also affect the network structure. In our model,
the moving step length serves as a free parameter. To preserve
much more volatility information of the stock market, we set
the step length to be 1. By setting the sliding window length
to 5 and the step length to 1, the latter fragment contains 80%
of the information in the former one, which can make the
fragments more memorable.
Step3 (Description of the Evolution Process): After con-

ducting step 1 and step 2, the symbolic sequences were
converted into the corresponding mode sequences.

Y1 = y1 + y2 + y3 + · · · + yω
Y2 = y2 + y3 + y4 + · · · + yω+1
Y3 = y3 + y4 + y5 + · · · + yω+2

· · · · · ·

Ym = ym+ym+1+ym+2+· · · + ym+ω−1 (i = 1, 2, . . .m)
(3)

From (3), we can see that ω indicates the volume of data
contained in each sliding window, Yi represents the value
of the ith sliding window (m in total), and yi describes the
value of the ith point in the sliding window. Through the
set of formulas, we can understand the evolutionary process
from a mathematical standpoint: Y1 → Y2 → · · ·Ym.

Then, to describe the evolution process of stock index price
volatility patterns in a more graphically way, we show the
specific evolution process in the FIGURE 3. After calculating
the value of body and scale, the symbols of the first seven
days in the figure were determined as: r3, r3, r4, e, e, g4,
r3, g4. According to the rules of sliding window, we figured
out the modes are r3r3r4ee, r3r4eeg4, r4eeg4r3 respectively.
And the specific evolutionary process of the volatility patterns
is r3r3r4ee → r3r4eeg4 → r4eeg4r3.In this way, we can
convert the entire sequence of symbols into an integrated
mode sequence.

C. CONSTRUCTION OF THE NETWORK
After processing the data through the method men-
tioned above, a series of volatility modes were obtained,
and these modes evolved to each other over time, as
FIGURE 4 shows:

FIGURE 3. The formation of volatility patterns and evolution process of
volatility mode.

FIGURE 4. The evolution process of volatility modes.

Based on the evolutionary process shown above, we repre-
sented the process in a corresponding matrix T:

T =

 ω1,1 · · · ω1,k
...

. . .
...

ωk,1 · · · ωk,k

 (4)

Here, ωi,j represents the frequency of evolution from pat-
tern i to pattern j.

Finally, we defined the volatility modes as nodes, the evo-
lution relations as edges and the evolution frequency as the
weight of edges to construct the corresponding volatility
pattern evolution network of the stock index time series. The
networks are shown in the FIGURE 5.

Based on this model, we found that the corresponding
networks of these six kinds of time series all showed a
‘petal-shaped’ network structure, and the ‘petal’ consisted of
a central part and some external parts. Specifically speak-
ing, the central part is composed of nodes that have larger
weighted degree in the network, and the other nodes con-
stitute the external part of the network. In addition, all the
external parts start from the central part, end with the central
part, and present a ‘loop’ shape. The emergence of the ‘petal-
shaped’ structure reflects the fact that, for the most part,
the stock market evolves around some major volatility sta-
tus, however, anomalies occasionally occur that the volatility
modes evolve deviate from the core. Therefore, according to
the shape of these two parts, we name the central part the
‘core’ and the external part the ‘loop’. To understand the
dynamical mechanism of the time series, we conducted a
detailed research on the overall structure, core structure and
loop structure of the network

III. RESULTS
In our research, we respectively established the directed
weighted networks for the Shanghai Composite index,
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FIGURE 5. Networks of six stock indices and the figures at the bottom
left illustrate the core part of the network system. In detail, (a) displays
the network system of the Shanghai Composite index volatility state, (b)
shows the S&P500 index, (c) illustrates the DAX30 index, (d) shows the
CAC40 index, (e) shows the condition of Nikkei225 index, and (f) displays
the information of the FTSE100 index.

S&P500 index, DAX30 index, CAC40 index, Nikkei225 index
and FTSE100 index to explore the volatility patterns of daily
price and the evolutionary mechanism of these patterns. From
the network structure (FIGURE 5), we can intuitively notice
that all the six stock indices show the same characteristic:
‘core+loops’. Therefore, from the overall perspective, we can
infer that in the real world, the stock market might be a com-
plex system and exhibit an overall ‘‘petal- shaped’’ volatility
dynamical mechanism.

A. ANALYSIS OF THE GLOBAL CHARACTERISTICS
In this part, we conducted a comparative analysis of the six
overall networks, as shown in Table 1. From the results,
we found that the Shanghai Composite index has the most
abundant types of volatility modes, and the number of its
nodes is twice asmany as those of the other five indices. How-
ever, because of the existence of loops, for these six indices,
the richness and complexity of the connections between
nodes are relatively low (the values of graph densities are
only 0.001 and 0.002). For the average path length (APL),
it reflects the average distance between any two nodes in the
network and the average efficiency of evolution among the
nodes in the stock market.

From the results in TABLE 1, we found that the
S&P500 has the maximum value of APL and CAC40 has the
minimum value. The average clustering coefficient is an indi-
cator for evaluating the degree of network collectivization and
the closeness of nodes. The average clustering coefficients
of the S&P500 and Nikkei225 are relatively high, which
shows that in these two networks, nodes are more closely

TABLE 1. Topology of the whole network.

connected. However, for the Shanghai composite index,
the network is relatively sparse. For the average weighted
degree of the six networks, in the S&P500, Nikkei225 and
FTSE100, the degree of conversion between nodes is much
higher, but it is relatively lower for Shanghai composite index.

B. IDENTIFICATION OF KEY VOLATILITY MODES
In this part, we focused on identifying the key nodes in the
network. To determine the key nodes, we firstly analyzed
the statistical characteristics of the weighted degree Si of the
nodes. Si describes the total frequency of evolution from one
node to others. Therefore, it could reflect the importance and
activeness of the volatility mode in the stock market.

Si =
∑

j∈Ni
ωij (5)

where Si represents the weighted degree of node i and
ωij represents the frequency of evolution from node i to
node j.
Then, we ranked the nodes based on the value of weighted

degree and plotted the cumulative distribution curve of the
weighted degree (FIGURE 6). Finally, we found the inflec-
tion points on the curves, and in this paper, we took the nodes
that lie between the origin point and inflection point as the key
nodes to constitute the core structure, and the other nodes to
constitute the loops.

FIGURE 6. The cumulative weighted degree distribution of the Shanghai
composite index, S&P 500 index, DAX30 index, CAC 40 index,
Nikkei225 index and FTSE100 index.

From the weighted degree cumulative distribution of the
six stock indices, we found that each network had its own
inflection point. These inflection points can help us under-
stand the different degrees of Pareto Principle. Specifically,
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the main volatility information of the entire network can
be characterized by a small part of the volatility patterns.
That is, in the Chinese stock market, which is represented
by the Shanghai composite stock index, the top 405 nodes
(22.82% of the total) in weighted degree can reflect nearly
50% of the volatility information of the entire network. In the
American stock market which is represented by the S&P500
index, 79.44% of the volatility information of the whole
market can be represented by the top 96 nodes (15.5% of
the total) in weighted degree. For the German stock mar-
ket, which can be represented by the DAX30 index, the top
139 nodes (accounting for 18.34% of the total) reflect 75.07%
of the volatility information of the entire network. In addition,
the volatility information represented by the top 136 nodes
(16.37% of the total) in the weighted degree reflects 72.82%
of the volatility information of the CAC400 index market,
which represents the French stock market. For the Japanese
stock market, by analyzing the Nikkei225 index network,
we find that the 76.03% of the volatility information of the
whole network can be reflected by the top 118 nodes (16.9%
of the total) in the weighted degree. For the British stock mar-
ket, after analyzing the FTSE100 index network, we find that
the coordinate of the inflection point is (16.52%, 75.92%),
which indicates that the top 114 nodes in the weighted degree
(16.52% of the total) can reflect 75.92% of the volatility
information of the whole network.

C. ANALYSIS OF LOOP CHARACTERISTICS
An important contribution of this article is that we found
a special structure in the six networks: loops. In this part,
we identified the nodes in the loops and conducted a statistical
analysis of the path length of the loops. In our research,
we found that the loops always started from the core and
then evolved back to the core after a period. Identifying the
volatility patterns in loops and measuring the duration of
them could provide references to investors and policymakers.
For example, they could conclude how long the volatility in
loops last and when will evolve back to the core. Therefore,
we explored the common laws and special phenomena that
existed in the duration of the loops to provide some valuable
conclusions.

We firstly identified the nodes in the loop according to the
cumulative distribution of the weighted degree (mentioned
in 3.1). Then, we discovered that all the ‘loops’ took key
nodes as the starting points and ending points. Meanwhile,
they took the non-key nodes as the intermediate process
(the number of the non-key nodes is greater than one). Finally,
we calculated the path length of the loops to analyze the
duration of such volatility status in the stock market.

After counting the frequency of various loop lengths
(FIGURE 7), we detected that for the six stock indices, most
of the loop lengths are in the interval [3, 7], accounting for
nearly 70% of the total. And nearly 20% of the loop lengths
are in the range of [8, 15]. This statistical result reveals that
when the stock market enters such state, it would have a 70%
probability to end within a week and a 90% probability to end

FIGURE 7. The probability distribution of loop for six stock indices.

within 12 days.More importantly, we also found some special
phenomena in these six markets that last for more than one
month (TABLE 2).

TABLE 2. Path length of loop that last for more than one month.

For the overall network, the emergence of the loops might
break the balance of the network structure, which reflects
the occurrence of abnormal condition. Especially when the
volatility lasts for longer than one month in the loop, the over-
all volatility will enter another kind of extreme state. Specif-
ically, when evolution process happened in the core, every
node has more than four choices to evolve, so it would be
complex. However, when the evolution process changes from
the core to the loops, we can notice that there is only one
target to evolve, so the process would become simpler than
that in the core. For the extreme volatility circumstance that
lasts for more than one month in loops, we discovered that
in the Shanghai Composite index market, the duration of
the extreme circumstance is 37,43 and 51 days as shown
in Table 2 and they take g4eg3g4e, r4eeg3g4, r3er3ee as
the start points respectively. In the S&P500 index mar-
ket, the extreme circumstances last for 68 and 79 days,
and their starting nodes are eer3eg3 and r3er3ee. In the
DAX30 index market, the extreme circumstances last for
34 and 45 days, their starting nodes are eer3eg1 and eeg4r4e.
In the CAC40 index market, the extreme circumstance lasts
for 68 days and it starts from eeg1er4. In the Nikkei225 index
market, the extreme circumstances last for 33 and 67 days
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and they start from r3eeer3 and eer3eg3 respectively. In the
FTSE100 index market, the extreme circumstance starts from
eeeg3g3 and lasts for 73 days. In general, the emergence
of such a structure shows different results in the six stock
markets, and the results could provide some references and
risk warnings for the investor and policy maker.

D. ANALYSIS OF MEDIA NODE CHARACTERISTICS
Another important contribution in our research is that we
applied the statistical results of betweenness centrality to
find a set of special media nodes in the core structure. More
specially, these nodes are only used as the media between
loops and core. These important findings could not only help
us understand the evolution mechanism of volatility patterns
but also provide references to investors.

As an important index for evaluating the effects of the
nodes on the flow of network information, the betweenness
centrality CB (i) plays a vital role in analyzing the network
structure and the evolution mechanism.

CB (i) =
∑

j<k
gjk (i)/gjk , (j 6= k 6= i, j < k) (6)

where CB (i) is the betweenness centrality of node i, gjk is the
number of the shortest paths between two nodes j and k , and
gjk (i) is the length of the shortest path between j and k that
contains node i.
We firstly analyzed the cumulative distribution of the

betweenness centrality of nodes in the whole network to
determine the keymedia nodes (FIGURE8). And then, we fil-
tered the key media nodes that do not belong to the core struc-
ture to compose a new set of nodes. Finally, we compared the
values of betweenness centrality of the nodes (contained in
the new set) in the core network and the whole network to find
the channel nodes between the core and the loop (as shown
in FIGURE 9).

FIGURE 8. Cumulative betweenness centrality distribution for the
Shanghai Composite index, S&P 500 index, DAX30 index, CAC40 index,
Nikkei225 index and FTSE100 index.

Through the analysis of cumulative distribution of
betweenness centrality, we found that for the six indices, there
exist some nodes (approximately 20% of the total) that have
a cumulative media function accounting for approximately
60% of the total (as shown in FIGRURE 8). The results shown

FIGURE 9. Comparison of betweenness centrality for some nodes in the
core structure and the whole network: (a) explains the information of the
Shanghai Composite index; (b) illustrates the results of the S&P500 index;
(c) shows the comparison of the DAX30 index; (d) displays the results of
the CAC40 index; (e) explains the information of the Nikkei225 index and
(f) shows the results of the FTSE100 index.

that there are some representative nodes in the six networks,
whose media ability could represent the ability of the whole
network to a large extent. Then, by comparing the between-
ness centrality of these nodes in both core and the whole
network, we found an interesting phenomenon (as shown in
the FIGURE 9): there are some nodes own the minimum
weighted degree in the core, and their betweenness centrality
values in the core and the whole network are greatly differ-
ent. As shown in FIGURE 9, each blue cylinder represents
the betweenness centrality of nodes in the whole network
and the weighted degree of the node in the core (abscissa).
Meanwhile, each read node represents the weighted degree
and betweenness centrality of the node in the whole network.
As we can notice above, there exist distinct gaps of the value
of the betweenness centrality when the same nodes embed in
different structure. For example, in (a), when the weighted
degree of the nodes in the core network is 1, the betweenness
centrality of them in the ‘core’ is 0, but in the whole network
the value is relative higher. Similarly, this situation also exists
in the other five networks.

Of these nodes, there are even several nodes whose
betweenness centrality is 0 in the core structure, however,
in the overall network these nodes are key media nodes and
have a relative higher betweenness centrality. To be more
precise, these nodes are the ‘‘end point’’ of the evolution
in the core structure, as well asst the ‘‘start point’’ of the
loops. Therefore, in the whole network, they are the important
media for connecting the core and loops. Unlike other media
nodes, these nodes only act as the bridges between core and
loops.
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From a practical point of view, the volatility patterns rep-
resented by these nodes are the important mechanisms that
trigger the market volatility transformation from a frequently
occurring state (nodes in the core structure) to less frequent
states (represented by the nodes in the loop). As a result,
the emergence of these nodes shows that the stock market
volatility will have an important change in the future and that
investors should pay more attention to it.

IV. CONCLUSION
In summary, we developed a novel model to transform the
time series which contains multidimensional information to
complex network, in the context of big data technology. In our
research, we selected stock price index as research objects
and synthesized multidimensional information of the price to
describe the volatility patterns. Furthermore, we explored the
evolutionary mechanism of these volatility patterns. Firstly,
we compressed the multidimensional information on each
time point into thirteen types of symbol, and then the time
series were converted to the symbol sequences. Secondly,
we used the method of sliding window to define the volatility
modes and transformed the symbol sequence to the mode
sequence. Finally, we constructed the evolutionary networks
of the volatility patterns, with the modes were taken as
nodes and their evolutionary relations as edges. We analyzed
the topological characteristics of the network to understand
the structure of the network and the dynamic mechanism
of volatility evolution, including analyzing the cumulative
distribution of the weighted degree, the path length of loops,
the betweenness centrality and some other basic global topo-
logical indices.

In our research, we selected six stock price indices
(Shanghai Composite index, S&P500 index, DAX30 index,
CAC40 index, Nikkei225 index and FTSE100 index) as sam-
ple data. From the overall perspective, we firstly compared
some global topological indices of the six networks, including
the number of nodes, the number of edges, the graph density,
the average path length, the average clustering coefficient and
the average weighted degree. Then, we found an interesting
phenomenon of the network structure: the network of these
six indices all show an overall ‘‘petal-shaped’’ structure.
In addition, the ‘‘petal’’ consists of a central part and an
external part. To describe these two parts visually, we named
the central part the ‘‘core’’ and the external part the ‘‘loops’’.

In the process of identifying the members of the core
and loop, we analyzed the cumulative distribution of node
weighted degree and found inflection points on the six curves.
We then chose the nodes whose weighted degree is equal
to or greater than that of the inflection points as the key
nodes to form the core, and the other nodes to form the loops.
In practical terms, the nodes in the core were indicative of
the volatility patterns that occurred frequently in the stock
market, and the nodes in the loop were indicative of the
volatility patterns that occurred less frequently.

After identifying the two structures in the network, we cal-
culated the probability of the loop path that occurred in each

length interval. Meanwhile, we also clearly confirmed how
long it would take evolve back to the core structure once the
stock market fluctuated into the situation characterized by
the loop structure. Through the analysis, it should be noted
that the loop structures show varying degrees of the extreme
phenomena (lasts longer than one month) in the six stock
markets.

Moreover, to understand the mechanism of the evolution
of the volatility patterns in a more deeper way, we extracted
key media nodes in the network by analyzing the cumulative
distribution of the betweenness centrality of nodes. We then
intersected the key nodes with key media nodes to construct
a new node set. Furthermore, we compared the value of
betweenness centrality of the nodes, which are contained in
the new set, between the core structure and the entire network.
Finally, we concluded that these special nodes are the driving
force that trigger the transformation of the network between
the core and the loops.

In this paper, our primary goal is to provide an approach
to describe the volatility patterns and study the evolution-
ary dynamics of these volatility patterns. After applying the
approach to the stock market, we found a great deal of valu-
able information, including the transformation mechanism of
the market structure and the duration of various volatility sta-
tus, that might be useful to investors for decision making, risk
warning and diagnostic judgments. And, the limitation of the
proposed method is that it is only appropriate for the analysis
of time series which owns four-dimension information.
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