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ABSTRACT Machine vision-based object detection techniques have been widely used in product inspection,
defect detection, and dimension measurement. These techniques have largely improved the efficiency of
industrial production and increased the level of production autonomy. However, demands on advance
hardware design and image processing algorithms are needed for the quality inspection of a large-complex-
surface. In order to solve this problem, a hybrid surface defect detection method is developed. An image of
the product surface is first divided into two areas: background with similar features and special pattern area,
such as product trademarks. For the background area, defects have significant differences in gray intensity
from the normal area. Fault detection is conducted using a gradient threshold segmentation method that can
limit segmentation errors arising from uneven illuminations. For the special pattern area, image registration
and image difference are adopted to detect defects, which are adaptive to irregular image contents with
discontinuous shapes and appearances. Experimental results indicate that the proposed method achieves
about 1.21 times and 2.94 times higher accuracy, in F-measure, for large-complex-surface defect detection
than the traditional methods of gradient threshold segmentation and template matching, respectively. The
proposed image processing technique can be applied in product quality inspections.

INDEX TERMS Large-complex-surface, defect detection, gradient threshold segmentation, image
registration.

I. INTRODUCTION
Surface quality is one of the most crucial consideration of

optical elements and large-scale objects with simple surface
shapes like metal sheets, leather and LCD panels [4], [5].

product appearance. Therefore, surface defect detection is an
important process for product quality evaluation [1]. Machine
vision based detection techniques have been widely used in
agriculture product, metal sheet, consumer electronics sur-
face inspection for its advantage as a straightforward, fast and
low-cost approach; it also prompts the automation of product
quality inspection [2]. Due to the influence of size, shape
and detection environment, research should be conducted
regarding different application requirements. However, only
few reports are available on large-complex-surface product
surface defect detection [3].

Existing surface visual perception methods mainly focus
on small-scale objects, such as cell phone shells, fruits and

Surface defect detection for large-scale products requires
high standard hardware including cameras and illumina-
tion sources for image collection and the image process-
ing procedure is complicated. Therefore, methods making
use of infrared [6]-[8], laser [9] and linear array camera
scanning [10] are often used to obtain surface information
of large-scale objects. However, scanning methods require
the assistance from motion drives and their efficiencies are
affected by the conveying speed. When the object has a
large size and requires three-dimensional screening, tra-
ditional scanning methods are time-consuming and ineffi-
cient, which greatly limit their uses in practical applications.
Therefore, using area-array camera for rapid surface image
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FIGURE 1. Equipment cabinet surface image and its gray intensity profile.

acquisition is becoming more and more popular in defect
detection [11].

Image-based surface defect detection methods are com-
posed of threshold segmentation [12], edge detection [13]
and template matching [14]. When a defect exists on the prod-
uct surface, the image intensity in that area has significant
differences from other areas. Thus, the defect can be detected
using a threshold segmentation method [15]. On the other
hand, the defect area has large gradient variations in gray
intensity, color and texture compared to the ideal reference
surface area, thus the defect can be found by utilizing edge
detection methods [16]. Moreover, as any difference from a
product under test compared to the reference are regarded
as defects, template matching techniques are frequently
employed to detect defects [17]. However, the above methods
all suffer from low reliability. This is because (a) threshold
segmentation methods cannot be applied when the image
intensity is distributed unevenly, (b) when a product has
a complex surface, its own texture can greatly affect the
reliability of edge detection, and (c) template matching
requires preset segmentation thresholds; but image taken at
different times can have large variation due to the influence
of illumination that could cause detection errors. Since prod-
ucts having large-complex-surface possess problems from
both uneven illumination and complex surface texture, there-
fore, traditional defect detection methods cannot be directly
applied.

In order to detect defects of large-complex-surface prod-
ucts, a hybrid detection method combining gradient threshold
segmentation and image registration is proposed. The source
image is divided into two parts, namely, background and spe-
cial pattern area. The background area has a small variation in
its gray intensity and it can be seen as a continuous variation
area. A gradient threshold segmentation method is used to
detect the defects from the background. The gray intensity in
the special pattern area with trademarks and characters has a
larger variation, and a template matching method is employed
to detect defects. Based on this, not only identification errors
caused by uneven illumination can be avoided, but also the
difficulty of detecting defect in product trademarks can be
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reduced. Furthermore, the proposed method has a wider
prospect in engineering applications compared to existing
methods.

The rest of this paper is organized as follows. Section II
describes the characteristics of large-complex-surface
images. In Section III, the proposed defect detection method
is detailed. The experiment is presented in Section IV and
results are also discussed. Finally, the conclusion is drawn
in Section V.

Il. IMAGE CHARACTERISTICS OF
LARGE-COMPLEX-SURFACE

Figure 1 shows the surface image of an equipment cabinet
and its gray intensity profile. The equipment cabinets were
provided by EMERSON NETWORK POWER, and the sur-
face images were captured using black-white smart cameras.
The size of detection area on the equipment cabinet surface
is 0.50m x 0.47m (width x height). Unlike the surface of
simple steel sheets, this product has special patterns on its
surface, it is difficult for traditional threshold segmentation
methods to detect defects. Observing Fig. 1(b), the gray inten-
sity profile map, the background has a significant difference
in gray intensity to that of special patterns, especially on the
edges of these two areas. Therefore, detection errors would
arise when the special pattern edges are separated by edge
detection algorithms.

Template matching methods are commonly used for defect
detection of objects with complex surface [18]. However,
as shown in Fig. 1(c), the background gray intensity profile
is not constant due to the influence of factors such as uneven
surface texture and uneven illumination, resulting in difficult
image matching. Moreover, since the product has a large size,
inappropriate placement can cause affine distortion including
reflection, rotation, scaling and transformation in the product
image, and produces errors in image registration. As afore-
mentioned, threshold segmentation, edge detection and tem-
plate matching cannot meet the strict requirements of defect
detection for large-complex-surface. Hence, a hybrid method
combining gradient threshold segmentation and image regis-
tration is developed.
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lll. THE PROPOSED METHOD

Figure 2 shows a flowchart of the proposed hybrid gradi-
ent threshold segmentation and image registration method.
Firstly, surface images of products under test and the refer-
ence product are acquired and the images are divided into
background area and special pattern area. For the background
area, defect detection is conducted using the gradient thresh-
old segmentation method. For the special pattern area, image
registration and image difference techniques are used to iden-
tify defects. The principles of gradient threshold segmenta-
tion and image registration are explained in the following

sections.
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FIGURE 2. Flowchart of the large-complex-surface defect detection
process.

A. GRADIENT THRESHOLD SEGMENTATION

When an image is acquired under uneven illumination
(see Fig. 1), traditional threshold segmentation methods will
fail to extract defect areas [19]. To solve the detecting prob-
lem caused by uneven illumination, by referring to the prin-
ciple of edge detection, the gray gradient between defects
and background can be used as an indicator for defect
detection. In general, the gray gradient between two adja-
cent points can be expressed using two indicators: varia-
tion direction and variation magnitude. For a gray intensity
image f(x,y), the gradient vector Vf(x,y) at point (x,y)
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can be expressed as

_ %é{T_ﬁmw}
vf(x’)’) - [ax’ ay} - |:fy(X,y) (1)

where f(x, y) and f;(x, y) are the variation rate of f'(x, y) on

x-axis (horizontal) and on y-axis (vertical), respectively. Then
the direction angle of Vf(x, y) can be calculated as

0 = ¢(x, y) = arctan (M)

2
fuy) @

and the gradient amplitude g(x, y) is

806, 3) = \JF26e, 1) + 2, ) 3)

The gradient threshold segmentation method uses
one or more threshold values to convert a gray intensity
image into a binary image. The process can be mathematical
expressed as

I, T <fx,y<T
0, otherwise

b@w:{ @)

where b(x, y) is the binary image, T and 7, are preset thresh-
old values.

For rapid edge detection, differential operators can be used
for fast and efficient detection. Roberts operator, Prewitt oper-
ator and Sobel operator are commonly used operators [20].
In particular, the Sobel operator incorporates direction differ-
ential operation with local weighted average. The weighted
average of four adjacent pixel gray intensities is firstly cal-
culated. Then the differences of gray intensity values are
computed to suppress noises [21].

In general, metallic products are painted to prevent corro-
sion, and the texture of paint film will affect defect detection.
Hence, the paint film texture is regarded as noises. Due to the
fact that paint film belongs to the image background and its
gray distribution is in the low-frequency domain, a high-pass
frequency filter is applied to pre-process the metallic product
surface image to reduce the influence of the paint film texture.
To further suppress the influence of noise, the 3x3 Sobel
operator is employed to obtain edge feature information [22].
Two convolution operators are used to represent the gradient
vector of the image gray intensity. The horizontal and vertical
direction convolution operators are

ki, y) =fx = Ly+D+2f(x,y+ D+fx+1Ly+1)
_f(-x_ lay_ 1)_2f(-xay_ 1)
—fx+1,y—1 (%)
kyx,y) =fx+1Ly—-D+2fx+1Ly+fx+1y+1)
—f—-Ly-1D=2fx—-1y)
—fx=1Ly+1 (6)
where k,(x,y) and ky(x,y) are the horizontal and verti-
cal direction convolution kernel of the gray image f(x, y),
respectively.
Combining equations (4)—(6), the image gradient ampli-
tude can be calculated. If g(x, y) > T3 (T3 is an appropriately
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FIGURE 4. Flowchart of image registration and difference method.

selected threshold), then point (x, y) becomes the defect edge
point. To ensure all the extracted points are on the edge of
defects, threshold 73 should be larger than the gradient caused
by uneven illumination. In order to determine the 73 value,
a statistical analysis of the gray difference between defects
and their background should be implemented. Fig. 3 shows an
example of the gray gradient profile of a testing image. The
statistical analysis is carried out using 100 example images
and the result shows that the gray gradient value of the back-
ground is less than 20 pixels. Therefore, the segmentation
threshold 73 is set to 20 pixels. Based on this, the outcome of
defect segmentation of Fig. 3(a) is shown in Fig. 3(c). It can
be observed that the gradient threshold segmentation method
provides higher robustness to uneven illumination and can
effectively separate defects from varying backgrounds.

B. IMAGE REGISTRATION AND DIFFERENCING
Background difference [23] is usually adopted for rapid
detection of surface defects in multiple local areas with com-
plex patterns. In practice, because of inappropriate place-
ment, the testing image and reference image may not be
perfectly matched. Serious errors could occur after template
differencing. Thus, image rectification has to be done before
differencing is conducted, which matches the spatial position
of the testing image to that of the reference image.

Image registration methods can be classified into two
classes [24], [25]: gray-intensity-information based methods
and feature based methods. Gray-intensity-information based
methods are not suitable to process images with geomet-
ric deformations and radiometric discrepancies because of
its strong dependence on gray intensity information [26].
Feature-based methods do not directly operate on image gray
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values, so it is insensitive to the variation of image gray
intensity and object geometry shape. Therefore, a spatial
transformation relationship is established by matching the
significant features of the testing image and reference image.
By doing so, image registration can be realized through test-
ing image geometry rectification. A flowchart of the method
is shown in Fig. 4. The input includes the testing image
and the reference image. The feature information of the two
images is extracted independently. Then image registration
is performed by feature matching. Finally, the difference
between the two images, after image registration, is obtained
and used as an indicator in defect detection.

1) FEATURE EXTRACTION
Traditional feature-based image registration algorithms
mainly integrate the speed-up robust features (SURF) algo-
rithm and the scale-invariant feature transform (SIFT) algo-
rithm for rapid feature extraction [27], [28]. To increase the
computation speed and acquire higher accuracy in feature
matching, Rublee in 2011 [29] proposed a fast algorithm
based on the Features from Accelerated Segment Test (FAST)
detector and the Binary Robust Independent Elementary Fea-
tures (BRIEF) descriptor, called Oriented FAST and Rotated
BRIEF (ORB). Compared to the SIFT and the SURF algo-
rithm, the ORB algorithm is more suitable for online or real
time feature detection. The ORB algorithm is composed of
the oriented FAST (oFAST) feature detection and the rotated
BRIEF (rBRIEF) feature description.

The principle of oFAST is that a feature point is firstly
extracted using FAST and then is given a directional infor-
mation to obtain rotational invariance. The main steps of the
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oFAST are as below. More details about feature extraction
program can be seen in references [29]-[32].

Step 1: rapid feature point extraction using the learned
FAST algorithm [30].

Select a pixel point, p, with intensity /(p). Denote a circle
that traverses 16 pixels centered at the selected pixel loca-
tion. When several consecutive pixels have intensity largely
different from that of p, as well as the number of those pixels
is greater than 9, point p is defined as a candidate angle point.
The difference between pixel point strength should satisfy

l(s) =1(p)| > ¢ )

where [(s) is the intensity of any pixel on the circle, ¢ is the
preset threshold value that is application-dependent.

Step 2: angle points are screened with the Harris angle
point response function, R(A) [31].

To improve the accuracy of angle point detection, the angle
point response function R(A) in the Harris algorithm is intro-
duced to filter the candidate angle points extracted in Step 1.
The higher R(A) values, the feature of a candidate point is
more distinctive. R(A) can be express as

R(A) = det(A) — k - trace*(A) (8)

where « is a rectification factor with a range between
0.04 and 0.15, A is the Harris matrix [31]

2 Y.
=2 inew Z)’ieW Xi inew ZyieW Xit;

. el O

Xiew Yiew

A
Xiew Yiew

where X; = of (x;, yi)/0x; Y; = 9f (x;, yi)/9dy; x and y are the
width and height of the testing image, respectively; W is the
preset Harris angle point detection window. The window is
centered at the candidate point p, and W € f(x, y) .

After the R(A) value of each angle point is computed,
larger R(A) at a certain ratio is selected to ensure the accu-
racy in angle point filtering. The selected ratio is application
dependent and it is set at 60% in this work.

Step 3: search for the mass center of all angle points based
on image moment computation [32].

The vector from an angle point to its adjacent mass center
of gray intensity is used as the direction of the FAST angle
point. The mass center of adjacent angle point gray intensity
can be computed using image moment

Mpg = Z Xpyal (x,y) (10)
X,YET

where m,,, is the image (p + g)-order moment, and p € N,
g € N; r is the radius of angle point adjacent area. Using
image moment, the gray mass center C can be obtained from

= (@ @) (11
moo Moo

Step 4: the vector formed by the angle point and the mass
center is extracted as the angle point direction.
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By utilizing the image moment, the direct angle 6 of the
angle point is

6 = arctan <nﬂ> (12)
mio
Besides direction information, a descriptor has to be added
for angle point features. Select a series of pixel point-pairs in
the adjacent area, assign binary values to those points which
are determined on the basis of pixel intensities, that is,

1, P@x) < PQyi)

T(p; X, yi) = {0, otherwise (13

where 7(p; x;, y;) is the i-th point binary value, P(x;) and P(y;)
are the pixel value of random points x; and y; in the adjacent
area of the feature point p. Q pairs of point-pair (normally,
Q = 256) are randomly selected from the window W, and a
binary code is formed as

go)= Y 27't(pixi, ) (14)

1<t<Q

However, the binary code gp(p) is non-rotation invariant,
so it requires to be further processed. The matrix B is formed
by the random selected Q pairs point-pair,

=|:x1,x2,...,in| (15)
Y1,Y2, -5 Y0

The adjacent image-block of an angle point is rotated 6
degrees calculated by equation (12), making the direction
angle of the angle point to zero. The rotation matrix Rg of
the image-block is then obtained and the rotational matrix By
becomes

By — RoB — [[r]cos@ —sin@]B (16)

sin 6 cos 6

Hence, equation (14) can be transformed to

8o, 9) = goP)I(xi, yi) € By (17)

Compared to equation (14), the binary code shown in
equation (17) is rotation invariant. Although the Q pairs
of point-pair were selected randomly at first, after image
rotation, the features of angle points become similar as rel-
evance increases and distinctiveness decreases. Therefore,
to increase the distinctiveness between each point-pair in the
rotational image, a subset with better performance has to
be selected from all candidate point-pairs. The best subset
should have all feature points with an average of 0.5 and the
minimum point-pair relevance.

2) FEATURE MATCHING

On the basis of ORB feature extraction, a 256-bit binary code
is obtained for each feature point in the image. That is, every
feature point is represented by a 256-dimension characteristic
vector for ORB feature point matching. Hence, each feature
point is assigned a specific position in this 256-dimension
feature space. In order to look for the matching point of a fea-
ture point, the Hamming Distance in feature space between
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the selected point and each candidate point are calculated.
The Hamming Distance, Dy, is expressed as

Du(x.y) =) Cy®Cy, (18)

where, Cy, and Cy, are the i-th code of the two feature vectors;
@ represents the exclusive or operation. A smaller Dy value
means a higher degree of matching. Thus, the point with the
minimum Dy is the matched point.

The feature matching result is used to find the spatial
transformation relationship and mapping function between
the testing image and the template image to facilitate the
registration of two images. The mapping function can be
represented by a homograph matrix. For a two-dimensional
image, the homograph matrix H can be represented by a
homo-order three-dimensional vector [20]

hit hiz his
H=|hx hxn hx3 (19)
h31  hz  h3s

Then, the linear transformation relationship between every
feature point-pair is

x' hit hia hiz| | x
Y|=1|ha ho hs|ly (20)
1 h3t  hya hiz | |1

Equation (20) can be converted into

{hnx + hi2y 4+ hi3 — haixx” — haoyx" — h3zx’ =0 21

h21x + hpoy + hoz — h31xy’ — haoyy — h3zy’ =0

Select n (n > 4) matching feature point-pairs, (x1, y1) and

(x1, ¥))s (x2,y2) and (x5, ¥5), - - -, (X, yn) and (x;, y;,), and a
matrix equation is obtained as

T
P =[0.0.++ 0", @)
where
[xi y1 1.0 0 0 —uxx —ylx/i —x/i_
0 0 0 xi y1 1 —xiyp —y; —¥
¥ oy 1 0 0 0 —xxj} —yx, —xb
Fol0 0 0 x » 1 —xf —yh -
Xn ya 1 0 0 0 —xpx, —yux, —x,
_O 0 0 x, o 1 _xny:1 _ynyiz _y;z_
(23)
h = [hi1, hi2, h13, hot, hoo, o, sy, o, hiaz]” (24)

Equation (22) does not have a deterministic solution,
so singular value decomposition is used to acquire the mini-
mum least squares solution. However, if false matching points
exist among the selected points, errors in transformation
relationship would result, leading to the failure of image
transformation. To deal with this problem, the random sample
consensus (RANSAC) algorithm [33] is applied to calculate
statistical parameters of sampling feature points. The princi-
ple of the RANSAC algorithm is explained in the following.
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Four point-pairs are first randomly selected from all fea-
ture points (the homograph matrix can be calculated with at
least four point-pairs). The homograph matrix is then calcu-
lated from equation (22). Whereas, the homograph matrix
H needs to be verified using other matching points. For
example, for matching feature points (x;,y;) and (x],y)),
the angle point coordinate (x;, y;) of the testing image has a
homo-order expression [x;, y;, 1]17. The homo-order expres-
sion [%;, 9;, 117 of the mapping point (%;, ;) can be found
using equation (20), we have

A

Xi Xi
Ji| =H|yi (25)
1 1

If the location difference between (%;, ;) and (x/,y!) is
smaller than preset threshold value 1 (normally, n = 3) [34],
that is

G =)+ Gi =y < (26)

then the matching feature point-pair (x;,y;) and (x/,y}) is
considered satisfying the homograph matrix model. Due to
the fact that the sampling of point-pair is random and the
homograph matrix is generated from each sample, the more
point-pairs that satisfy equation (26), the higher the confi-
dence level. Thus, the more recursive sampling, the higher
probability is achieved in finding a suitable homograph
matrix. Considering program executive efficiency, the maxi-
mum number of recursive sampling is here set to 2000. Mean-
while, the homograph matrix with the highest confidence
level is selected as the spatial transformation model between
the template and testing images, as shown in Fig. 5(a) and
Fig. 5(b). It can be observed that skew occurred in the testing
image because of mis-placement. The testing image is con-
verted by feature mapping based on the spatial transformation
relationship and the result is shown in Fig. 5(c). It shows that
the testing image after registration has significantly smaller
difference in position bias to the reference image. This is
helpful to ensure that the proposed method is suitable to solve
the geometric deformations problems caused by environmen-
tal factors and can be robustly applied.

3) IMAGE DIFFERENCING

The image difference method is applied for defect detec-
tion after image registration. Assume the reference image is
T (x,y) and the testing image is S(x, y), and their difference
image is

D(x,y) = |T(x,y) — S, y)| 27)

If there are no defects, all pixels in the difference image
should all be zero. In practices, the gray intensity profile of
surface images captured in different times could be different
because of varying surface roughness, uneven illumination
and environmental factors. Therefore, a threshold 74 has
to be set to binarize the difference image, and the binary
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FIGURE 5. Testing image with spatial transformation and its registration result.
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FIGURE 6. Defect detection result for special pattern area based on image registration and image difference method.

image B(x, y) is expressed as

1’ D(x9)’)> T4

Blx,y) = {O, otherwise (28)

Threshold T4 can be obtained by adaptive calculation using
the Otsu algorithm [35]. Considering various illumination
conditions and defect types, the improved Otsu method pro-
posed by Yuan et al. [12] was employed to acquire T4. This
method was proved to be more suitable to detect various
defects as compared with the valley-emphasis and the neigh-
borhood valley-emphasis methods.

After image registration, as discussed in Section III-B.2,
image segmentation is conducted using image difference and
the result is shown in Fig. 6. It can be found that defects in
the special pattern area are effectively detected, and the defect
detection problem for special pattern surfaces is solved by
combining image registration and image difference methods.
Finally, the whole image defect detection result is obtained
by integrating results shown in Fig. 3(b) and Fig. 6(c).

IV. EXPERIMENT AND DISCUSSION

The performance of the proposed hybrid method and tradi-
tional methods of threshold segmentation and background
difference are compared. It is worth to point out that, with
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fixed working condition and camera installation, images
taken from the same product that contains large-complex-
surfaces during automatic production should remain the same
except for the difference caused by illumination variation,
object orientation and surface defects, as shown in Fig. 7.
The size of the detecting area in equipment cabinet surface,
shown in Fig. 7(a), is 0.50m x 0.47m and the image reso-
lution is 1750 x 1645 pixels. The coordinates shown in the
figure are the screw hole center. The variation of coordinate
values shows the shift of feature location. Fig. 7(a) is the
reference image of an ideal product, with the screw hole
center coordinate of (376, 1109). Shift occurs in Fig. 7(g) and
Fig. 7(h), and the coordinates are (461, 1113) and (370, 1116),
respectively.

It can be seen that the brightness of all images are differ-
ent. Let the illumination intensity of the reference image be
the ‘normal illumination’ condition. Thus, the illumination
in Fig. 7(c) is ‘brighter’, in Fig. 7(d) is ‘darker’, in Fig. 7(e) is
‘left-bright & right-dark’ and in Fig. 7(f) is ‘left-dark & right-
bright.” To clearly illustrate the difference of illumination
intensity and illumination distribution in Fig. 7, images are
converted into gray intensity maps, as shown in Fig. 8. It can
be clearly seen that images captured at different periods have
difference illumination intensity. Especially, even if taken
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FIGURE 7. Images of equipment cabinet taken under different conditions.
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FIGURE 8. Gray intensity profile maps corresponding to the subplots in Fig. 7.

under the ‘normal illumination’ condition, the overall gray
intensity profile of the shifted product is still different from
the reference image.

Defect detection results from the gradient thresh-
old segmentation method (GTS), the template matching
method (TM) and the gradient threshold segmentation and
image registration method (GTS-IR), on images depicted
in Fig. 7, are shown in Fig. 9, 10 and 11 respectively.
In Fig. 9, it can be found that GTS can locate the area
where edge gradient changes significantly. Because of this,
the special patterns are also mis-detected as defects due
to the fact that their gray intensities are much different
from that of the background. In contrast, defects cannot be
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identified when their gray intensities are close to that of the
background.

It can be observed from Fig. 10 that the differ-
ence between the testing and reference images results
in defect detection failures. Some of the local back-
ground areas in Fig. 10(d) and (f) are mis-judged as defects.
Fig. 10(g) and (h) shows that, when the equipment cabinet
has positional shift, matching errors of local pattern areas are
caused only using TM without image registration, and some
of the pattern edges are mis-judged as defects.

Figure 11 shows the detection results of the GTS-IR pro-
cess. It can be observed that GTS-IR can realize defect
detection for the whole image. Defect detection in the
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FIGURE 10. Defect detection results of Fig. 7 using the TM.

background maintains good accuracy even with illumination
intensity variation. However, a few detection errors still occur
in special pattern areas, as shown in Fig. 11(d) and (f).

This is because the special pattern area has complex
texture, and the illumination variation significantly impacts
the texture brightness and image registration only rec-
tifies the feature position error but cannot compensate
for the effect of uneven illumination, which may cause
matching errors. Despite of this, higher detection accu-
racy of special patterns by combining image registration is
acquired compared to that of directly using TM as shown
in Fig. 10.
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For further evaluation, a quantitative analysis is performed.
The purpose of the proposed hybrid method is to improve
the accuracy of defect detection, and thus the indicators of
Precision, Recall and F-measure are employed to evaluate the
performance of GTS, TM and GTS-IR, which are expressed
by [36]

TP

Precision = ——— (29)
TP + FP
TP
Recall = —— 30)
TP + FN
2 x Precision x Recall
F-measure = — 3D
Precision + Recall
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TABLE 1. Detection performance of different algorithms on the equipment cabinet images in Fig. 7.

Image Fig. 7(b) Fig.7(c) Fig.7(d) Fig.7(e) Fig.7(f) Fig.7(g) Fig. 7(h)
TP 8 8 7 8 7 8 3
FP 4 4 4 4 4 4 4
GTS FN 4 4 5 4 5 4 5
Precision 0.67 0.67 0.64 0.67 0.64 0.67 0.43
Recall 0.67 0.67 0.58 0.67 0.58 0.67 0.38
F-measure 0.67 0.67 0.61 0.67 0.61 0.67 0.40
TP 4 4 2 4 6 4 4
FP 0 0 126 2 3 3 4
™ FN 9 9 11 9 8 9 4
Precision 1.00 1.00 0.02 0.67 0.67 0.57 0.50
Recall 0.31 0.31 0.46 0.31 0.43 0.31 0.50
F-measure 0.47 0.47 0.03 0.42 0.52 0.40 0.50
TP 12 12 8 13 13 12 8
FP 0 1 0 1 1 0 1
GTS-IR FN 1 1 5 0 0 1 0
Precision 1.00 0.92 1.00 0.93 0.93 1.00 0.89
Recall 0.92 0.92 0.62 1.00 1.00 0.92 1.00
F-measure 0.96 0.92 0.76 0.96 0.96 0.96 0.94

where TP is the number of correctly detected defects; FP is
the number of non-defects that are mis-judged as defects;
FN is the number of defects that are mis-judged as non-
defects. The above accuracy parameters of equipment cabinet
in Fig. 7 detected by GTS, TM and GTS-IR are shown
in TABLE 1.

As can be seen in TABLE 1, the Precision, Recall and
F-measure of GTS-IR are respectively in range of
[0.89, 1.00], [0.62, 1.00] and [0.76, 0.96], which are all larger
than that of GTS and TM correspondingly. Although the
Precision of TM can reach 1.00, which is higher than that
of GTS, it can be found that the Precision and F-measure
obtained from the test case shown in Fig. 7(d) are only
0.02 and 0.03. This is because some background areas are
mis-detected as defects, and FP reaches 126 that is much

36244

larger than the real defect number of 13. These results clearly
demonstrate that the proposed method, GTS-IR, is able
to achieve higher accuracy in large-complex-surface defect
detection.

In the experiment, 100 equipment cabinet images were
captured and tested. Fig. 12 shows the box-plot of Precision,
Recall and F-measure acquired from the processed testing
images using the method of GTS, TM and GTS-IR. The mean
Precision, Recall and F-measure values of GTS-IR (0.90,
0.93 and 0.91) are the highest, and the F-measure is about
1.21 times and 2.94 times higher than that of GTS and TM
respectively. This result indicates that the proposed hybrid
algorithm is superior in detecting defects on large complex
surfaces by separating the image to background and spatial
pattern areas.
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FIGURE 12. The box-plot of Precision, Recall and F-measure obtained
from 100 testing images processed using GTS, TM and GTS-IR respectively.

To sum up, the proposed hybrid algorithm achieves
improvement in defect detection accuracy as compared to
traditional defect detection methods and is more suitable for
large-complex-surface defect detection. In spite of this, it still
needs to be mentioned that the proposed hybrid method, con-
taining gradient threshold segmentation, image registration
and image difference algorithms, is more complicate and
takes longer execution times than tradition methods. Corre-
spondingly, further improvements need to be done regarding
the efficiency, robustness against illumination variation and
the self-adaption of image registration. In future work, image
enhancement algorithms will be applied to improve the image
quality in areas where the defect has low-contrast against
the background, which is helpful to reduce the influence
of illumination variation. Moreover, the image registration
algorithm will be optimized to deal with problems concerning
image distortion and significant shift. This will be helpful
to promote the application of visual detection techniques in
industry regarding defect detection.

V. CONCLUSION

To meet the requirements of vision-based quality inspection
for large size and complex surfaces, a hybrid method combin-
ing gradient threshold segmentation and image registration
for defect detection is developed. The main conclusions that
can be identified from experimental results include:

o The gradient threshold segmentation method can
be used to detect defects based on the significant
gray difference between defects and the background.
Mis-detection errors caused by the special pattern area
can be effectively reduced, and the F-measure of 0.75 is
much higher than that obtained by template matching
method (0.31), which demonstrates that gradient thresh-
old segmentation is robust to illumination variation on
large-scale surfaces.
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o Compared to traditional gradient threshold segmentation

and template matching methods, the proposed method
that integrates image registration and image difference
to detect defects on complex patterns under image dis-
tortion and image shift, has demonstrated a higher accu-
racy (Precision of 0.90, Recall of 0.93 and F-measure
of 0.91).

Future work needs to reduce the illumination influence
on a large surface. To this end, the image quality could
be further improved by enhancing the contrast between
defects and their background. Meanwhile, the defect
detection method should be optimized to adaptively
acquire segmentation thresholds.
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