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ABSTRACT In this paper, we propose ultra-wideband (UWB) radar target detection approach based on
Hidden Markov Models (HMMs). HMMs are used as a classifier to identify signal with the presence of
target in a background clutter and the pure clutter response signal. Time-frequency features are extracted
and features have less correlation to each other are selected based on the feature covariance matrix and
fed into HMMs. The detection experiments are conducted in two different scenarios: sense-through-foliage
target detection and sense-through-wall human detection. The sense-through-foliage data set contains poor
quality UWB radar return echoes using low amplitude transmitting pulses. Data collected from different
radar locations are tested and detection results are presented. Sense-through-wall data are collected using
different UWB radar and the target is human standing behind different types of walls. HMMs parameters
are also investigated to optimally model UWB radar signals for target detection.

INDEX TERMS Target detection, UWB, HMM, sense-through-foliage, sense-through-wall.

I. INTRODUCTION

Radar target detection is an important technique in remote
sensing research and homeland security applications. The
returned echoes from unwanted objects (known as clutter)
such as ground, sea, trees, buildings and atmospheric tur-
bulences can often make the real target fade into the envi-
ronment and complicate the detection task. For example,
clutter echoes may contain more power than target echoes
and threshold based detection methods may result in high
false alarm rate. In practical situations, warfighters on the bat-
tleground are always facing unknown indirect enemy threats
from covers. Law enforcement and rescue missions are con-
fronted with situations to identify life signals behind walls
and ruins. Therefore, increasing target detection accuracy is
of great importance for these applications.

In this work, we deal with both sense-through-foliage and
sense-through-wall target detection problems. Considering
the non-stationary nature of foliage environment, doppler
spread induced by clutter motion and multi-path clutter
backscattering can degrade detection performance. We fur-
ther consider a more challenging situation that data collected
from radar sensors are not perfect, for example, poor quality
echo signal. Sense-through-wall human detection relies on
capturing doppler shift caused by micro motion (e.g. human

breath and chest movement) [1]. However, irregular contours
of human bodies make themselves not perfect radar signal
reflectors. Return signals of ideal reflectors (e.g. metallic
objects) usually have dominant path.

UWRB radar is characterized by a large instantaneous frac-
tional energy bandwidth and waveforms formed by pulses
with very short duration [2]. Good penetration ability and
high range resolution make UWB radar a good candidate for
target detection behind clutter.

Hidden Markov model (HMM) is an example of dynamic
bayesian network. It statistically models temporal data and
especially has success in speech recognition [3], [4], text clas-
sification [5], [6], machine translation [7] and other pattern
recognition applications [8]-[10]. Recently, Hidden Markov
Model based methods have been applied to variant pattern
recognition problems including radar target detection, clas-
sification and tracking problems since radar signal is essen-
tially temporal. Hidden Markov Model models a stochastic
process with a sequence of observations produced by under-
lying unobserved states transitions. The states are ‘““Hidden”
and follow a Markov process. Compared to deterministic
model, Hidden Markov Model has rich mathematical foun-
dation and models the signal as a parametric random process.
The parameters of such random process can be precisely
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estimated using well-defined algorithms. In this paper,
we propose to use Hidden Markov Model based method
for UWB radar target detection by constructing HMMs for
target and non-target cases. The results presented by this
paper provide validation and performance evaluation of using
such method for radar target detection. The testing data are
real world collection of UWB radar echoes. Furthermore,
we study optimal model parameters to distinguish between
target and non-target signal models in terms of probability of
detection and false alarm rate.

The rest of this paper is organized as follows: In Section II,
we introduce the background knowledge of Hidden Markov
Models. In Section III, we propose the HMM based target
detection approach. In Section IV, we describe sense-through-
foliage and sense-through-wall data sets. In Section V,
we provide experiment results obtained by two sets of UWB
testing data. In Section VI, we draw the conclusion.

Il. INTRODUCTION TO HIDDEN MARKOV MODELS
Hidden Markov Model was firstly introduced in the late
1960s and have gained increasing popularity for a wide range
of applications. By characterizing the statistical properties of
the signal model, HMMs can be used to model both station-
ary and non-stationary random process. Generally, an HMM
consists of two random processes. The first process is on time
dimension which is essentially a first order Markov chain and
at each time 7 (¢ € {1, T}) the system is in state g; with N
possible finite states choices:

S =1{S1,52,...,5n} (1)

In the second random process, each state produces an obser-
vation result which is directly visible. However, the states
are “‘Hidden" and not observable. In other word, we cannot
directly tell the exact state where the observation occurs.
The T observation symbols are

0={01,0,,...,071} 2)
A basic HMM is characterized by three sets of parameters,
we use v; to represent the observation symbol at time ¢:

1) Initial state probability matrix # = {mx;}, where each
element m; = P(q1 = Si), 1 <i < N is the probability
that the system is in state i at initial time # = 1.

2) State transition probability matrix A = {a;}, where
aj = Plgr = §; | qi—1 = S),1 < i,j < N is the
probability that the system is in state j at time ¢ given
that the system is in state i at time r — 1.

3) Observation probability matrix B = {b;(¢)}, where
bj(ty = Pvi = Or | g = Sp, 1 =j<N,1 <t =T
is the probability that the output observation symbol is
O; given the system is in state j at time ¢.

The notation A = {A, B, w} denotes a complete parameter
set of HMM. In addition, if the observation symbol probabil-
ity density function is discrete, an HMM is called discrete
Hidden Markov Model. Otherwise, it is called continuous
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Hidden Markov Model. For continuous case, the states tran-
sition probability density functions are typically represented
as a form of Gaussian mixtures [11]-[14].

HMM has been proven useful to solve real world problems,
which can be emphasized into three basic categories [3]:

1) Evaluation. Compute the probability of an observation
sequence P(O | X) given a model A = (A, B, m).
One possible solution for calculating P(O | 1) is by
summing the joint distribution P(O, Q | 1) over every
possible state sequences based on Bayesian method,

PO [2) = ZP(O, QMNP |1
Q

T T

[1P©O: g D] ]P@ 1 g1 2)

t=1 =1

= Z g1 bq,(01)ag,4,b4,(02) . ...
q1:92,---9T

oo Agr_1grbgr (OT) 3)

This brute force computing method involves the order
of 2TNT calculations which is not practical to satisfy
real application demand [15]. Fortunately, an alterna-
tive approach called forward algorithm can efficiently
compute P(O | A) with much lower complexity of
O(N? T). Define forward probability o (j) as the prob-
ability of being in state j after observing first ¢ partial
observation symbols O1, O3, ...O;:

o;(j) = P(O1,02,...01,g: = Sj | 1) “

o, (j) can be solved inductively in three steps:
a) Initialization:

a1()) = 7;bj(01)

b) Recursion:

l<j=N (&)

N
a() =Y e 1(aghi(0,)
i=1

1<j<N,1<t<T (6)

¢) Termination:

N
PO |3 =) ar() @)
i=1

2) Decoding. Find an optimal hidden state sequence S
associated with an observation sequence O given a
model A = (A, B, w). There are several criteria to
define the “optimal” sequence. The most widely used
criteria is to find the state sequence that maximize
P(Q, O | ») by employing the Viterbi Algorithm [16].

3) Learning. Estimate model parameters A = (A, B, )
to maximize the probability of given observation
sequence P(O | A). To find the optimal parameters of
the HMM associated with the observation sequence is
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difficult and there is no way to analytically find the
optimal estimation. However, P(O | 1) can be locally
maximized using the Baum-Welch algorithm [17] [18]
to efficiently find the maximum likelihood estimation
of model parameters. Baum-Welch algorithm is essen-
tially a special case of the Expectation-Maximization
algorithm using iterative estimation approach given an
initial guess of the probabilities. In each iteration a bet-
ter estimation is computed to guarantee that P(O | )AL) >
P(O | A) until the algorithm converges. To describe
the Baum-Welch algorithm, we firstly need to define a
backward probability S;(i) as the probability of given
the system being in state j at time ¢ after observ-
ing partial observation symbols O;41, Or42, ...07
from ¢ + 1 to the end:

Bi() = P(Os41, Or42, ... Or | g = Si, 2) - (8)
Similar to the forward probability, S,(i) can also be
computed inductively:

a) Initialization:

Pri)=1 1=<i=<N ©)

b) Recursion:

N
Bi)) =Y ayhi(Or11)Bi10)
j=1
1<i<N,1<t<T (10)

Before estimation of parameter A and B, a probability
& (i, j) is defined as the probability of being in state 7 at time ¢
and state j at time 7 + 1, given the observation and the model:

&) = Plqr = Si, 141 = S; 1 O, 1) (1)

and can be computed using forward and backward probabili-
ties as:

P(g: = Si, g1+1 =S, 0 | A)

PO | 1)
o (D)aijbj(Or-1)fi+1()

= ©N N : ~ (13

Z,‘:] Zj:] at(l)aijbj(ot+1),3t+1(])

Another probability y;(j) is also defined as the probability
of being in state S; at time ¢ given the observation and model:

&, J) (12)

vi() = Plg: =S; 1 0, 1) (14)
which can be computed as
~_ Pq=S.0|1
vi() = T RO 15)
o (DB ()
= (16)
1 e ()BG)

The EM algorithm can be used to reestimate the model
parameter A and B after initialization. Each iteration can be
divided in to E-step (Expectation) and M-step (Maximiza-
tion):
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E-Step:

1) Recursively compute o, (j) and S;(j)
2) Compute & (i, j) and y,(j)

M-Step: Reestimate a;; and b;;

1)
. PR AN
4 = (17)
ST S &G k)
2)
T .
Bj(Vk) — Zt:l,s.t.o,:vk () (18)

S vG)

Ill. HIDDEN MARKOV MODEL BASED UWB RADAR
TARGET DETECTION

In our work, our task is to detect target in background clutter
using UWB radar echoes. To tackle with this problem using
Hidden Markov Model based method, Baum-Welch algo-
rithm is firstly used to train different HMMs for both target
and no target respectively. Then the testing sequences can be
fed into each HMM to obtain a likelihood for each model.
The decision of whether target is present or not is based on
which model the testing sequence scores a higher likelihood.
The detection method is shown in Figure 1.

Training Feature
Sequence Feature Vector Feature
—_— . —_— N
Extraction Selection
Baum-Welch
Testing Algorithm
Sequence
HMM model ————  Decision
Forward
Algorithm

FIGURE 1. Block diagram of HMM based target detection.

A. FEATURE EXTRACTION AND SELECTION

To provide effective input sequences for HMM training,
we need to extract features that can well represent the target
signature. Firstly, received radar signal is evenly divided into
K windows. The number of windows K corresponds to the
number of observations and we also assume that each window
has a corresponding state. The temporal progression of these
individual windowed signal can be seen as the result of hidden
states transitions. Furthermore, in each window, two sets of
features using time-frequency analysis are extracted to form
a feature vector. The first set of features are some common
statistics, for example, mean, variance, skewness, kurtosis,
entropy, Dickey-Fuller test etc. Another feature set represents
signal characteristics such as peak to peak ratio, crest factor,
energy, RMS, number of abrupt changes, number of small
changes, mean frequency etc. We denote the feature vector
of the ith window as X’ = (X!, X5,...,X})T where L is
the number of extracted features. We normalize the elements
of feature vectors X between [—1, 1] to ensure they have
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comparable magnitude in order to guarantee good estimation
result. Figure 2 shows a windowed signal.

OO re

FIGURE 2. Signal is evenly divided into K windows and L features are
extracted with respect in each window.

Usually, the manually picked feature set may not be
an efficient presentation of the radar signals, for example,
two or more features could be mutually correlated resulting
possible redundancy in the feature set. The elimination of
features redundancy can be done by many different criteria.
In this paper, we choose to eliminate features based on their
covariance matrix

E[(Xi — px)(X; — px;)] .

0X;0%;

¥ = cov(X;, X;) = ¥y (19)
where i is the threshold. We select [ features with less
cross correlation to others. The feature relevance can also be
evaluated using mutual information [19].

B. MODEL SELECTION

Hidden Markov Models provide versatile modeling
structures. For applications associated with different physical
processes, designing proper HMM topology is crucial for suc-
cessful presentation of modeled signal. Most commonly used
HMMs are ergodic and left-right (Bakis) models [20]. The
ergodic model has the property that every state can be reached
from other states. This means the state transition matrix A has
no zero elements. The left-right model is particularly used
to model signal properties change over time, for example,
speech signals. The left-right model has the assumption that
the states transition only occurs from lower order states to
higher order states but not vice versa. To model radar target
signals using HMM, the states transitions reflect radar range
profiles of reflected energy and the progression of the radar
echoes may contain information transferred between clutter
and target locations. Therefore, an ergodic states transition
model is more suitable to model radar signals.

C. HMM TRAINING AND TARGET DETECTION

After selected [ features used to represent signal profile in
each window, these feature vectors of different windowed
signals X = {Xl, X2, . ,XT} can be treated as distinctive
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observation sequences for the input of Hidden Markov Model
training. To use discrete HMM, the feature vectors need to
be quantized as discrete symbols using certain codebook.
However, quantization may cause performance degradation
due to the loss of precision. We implement continuous HMM
assuming that the observation sequences are drawn from a
mixture of M [-dimensional multivariate Gaussian densities.
An M -component Gaussian mixture model has the form:

bi(X") = P(X"|S)) (20)
M

= > WinN Wi, Ujm), @1)
m=1

1<j<N,1<m=<M,1<t<T (22)

where wj,, is the weight parameter of the mth mixture. A/
indicates a multi-variable Gaussian density function:

1
@) 2U|172

X exp (—%(X’ -wu'x' - u)) (23)

N, U) =

with / mean vector p;,, and [ x [ covariance matrix Uy, for the
mth mixture in state j. T denotes transpose here. The weight
parameters wjy have constraint:

M
Y wm=1L1<j<N,l<m=M (24)

m=1

Therefore, a set of parameters A = {A, Wi, N ([ij, Ujm), 7}
can be used to denote a continuous HMM with Gaussian mix-
ture observation matrix. For continuous HMM, the parameter
reestimation formula is given by [3]:

A ZIT:1 v:(j, m)
Wim = (25)
! ZtT‘Zl Z%:l J/l(j’ m)
T . ¢
Ajm = Zl:Tl Vt(]a m)X (26)
Zt:] yf(]» m)
T ' t o WXt — )T
O = 2 =1 Y0 m)(i( ;f,,,,)(X wn) 0
Z[:l yl(]s m)

where y,(j, m) is the probability of being in state j at time ¢
with the mth mixture component for X':

, (].m)_< o (B () )( OjmN (Wi Ujm) )
t\J» —
S (DB )\ ot @imN Wi Ujm)
(28)

IV. TRAINING DATA SET

In this work, experiments are conducted using Hidden
Markov Model based target detection approach on two data
sets: sense-through-foliage and sense-through-wall UWB
radar data.
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A. SENSE-THROUGH-FOLIAGE DATA MEASUREMENT
Sense-through-foliage data are provided by Air Force
Research Lab [21]. The foliage penetration data were col-
lected during late fall and winter with dense foliage. The
principle equipments mounted on a man lift are: Barth pulser,
Tektronix model 7740B oscilloscope, dual antennas and
mounting stand, signal generator, rack system, custom RF
switch, weather shield and power supply. The Barth pulse
generator discharge a charge line using a coaxial reed switch
for a very fast rise time pulse outputs. The target is a 1.5 meter
trihedral metal reflector placed at 600 ft round trip distance
from the base of the lift with the antenna 24 feet from
the ground. Each data collection contains 16,000 samples.
The total sample time duration is 0.8 ws and sample rate
is approximately 20 Herz. Initially, the pulse generator was
operated at low amplitude. A total of 35 reflected signals
were averaged for each collection. This collection is referred
as ““poor" signal quality data. Later, higher amplitude trans-
mitting pulses are applied for data collection. 100 reflected
signals were averaged for each collection. This collection is
referred as “good" signal quality data [22]-[24]. Previous
sense-through-foliage target detection methods and foliage
environment channel modeling based on the data described
above can be found in [25]-[32]. In this experiment, we use
the poor signal quality data set for training and testing. More-
over, data were collected from multiple radar positions with
different angels toward the metal target as shown in Figure 3.
Three different locations data are available for poor signal
quality data. Each location includes 35 radar echoes for both
target and no target cases.

Position 3

T -
A
PR ™

Position 1

Position 2

FIGURE 3. Radar echoes are collected from different positions.

B. SENSE-THROUGH-WALL DATA MEASUREMENT

Sense-through-wall data is collected using P220 UWB radar
with a center frequency of 4.3GHz and 10 dB bandwidth
of approximately 2.3GHz. UWB radar works in monostatic
mode. A single omni-directional antenna are used to transmit
pulse waveforms. The received waveforms are collected by
another omni-directional antenna. The measurement were
taken from different locations with different types of walls
[33]-[35]. Figure 4 shows a human target standing behind
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a 30-cm thick gypsum wall with 6.5 feet to UWB radar on
the other side. Figure 5 shows human position behind a 4-cm
wooden door at a distance around 7.5 feet from UWB radar.
At each location, 100 radar scans with stationary human
target and no human target were collected.

V. EXPERIMENTAL RESULTS

For sense-through-foliage poor quality signal data, the target
appears at around 14,000 sample with an approximate on-
site duration of 250 samples. To ensure that complete tar-
get information is included, we select 400 samples around
14,000 for Hidden Markov Model training and testing. Then
these 400 samples are evenly divided into different windows.
Features are extracted in each window and 13 features with
minimum cross-correlation to other features are selected. The
covariance matrix of 13 selected features (X1 to X13) is
shown at the bottom of the next page.

For 35 radar echoes at each location, we use 20 sequences
for HMM training and 15 sequences for testing. Baum-Welch
algorithm is used to train two HMMs for target and no
target denoted as Az, and Ayyrr. Figure 6 plots the Baum-
Welch learning curves of 2 states and 16 states HMMs train-
ing respectively, we can observe the log-likelihood reach a
plateau after several iterations which indicates the algorithm
converges.

To determine appropriate number of states is important
for HMM to efficiently model the signal structure. However,
there’s no simple theoretically correct criteria to choose the
number of HMM states. Increasing the number of states
usually yields higher likelihood but comes with the penalty of
increasing the number of parameters which may complicate
the model and lead to overfitting. There are several states
discovery criteria exist in current literature [36]. A com-
monly used approach is to comprehensively consider Akaike
Information Criteria (AIC) and Beyesian Information Crite-
ria (BIC) for states selection:

AIC = —21In(L) + 2p (29)
BIC = —2In(L) + In(n)p (30)

where ln(f,) is the log-likelihood, n is the number of data
points and p is the number of estimated parameters. For
Hidden Markov Model, the number of estimated parameters
includes the elements of initial state distribution matrix 7,
state transition matrix A and Gaussian mixture observation
matrix parameters Wjm, Ry, and Ujpy.

The second terms of AIC and BIC scores are the penalty
terms increasing with the number of parameters. Generally
lower value of AIC/BIC indicates a good fit. For HMM, BIC
usually has a larger punishment which leads to choosing more
parsimonious models. Figure 7 and Figure 8 show the log-
likelihood and AIC/BIC scores with increasing number of
states for sense-through-foliage HMM training.

From Figure 7 we can observe that likelihood increases as
number of states goes up. However, we can see prominent
BIC score increasing and AIC is more steady before the
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(a) (b)

FIGURE 4. Gypsum wall data measurement: (a) Location of the Human target on one side of a thick Gypsum partition wall, (b) Location of the
UWB radar on the other side of a thick Gypsum partition wall.

(a) (b)

FIGURE 5. Wooden door data measurement: (a) Location of the Human target on one side of a Wooden Door, (b) Location of the UWB radar
on the other side of a Wooden Door.

number of states reach to 6 as in Figure 8. The AIC/BIC After training phase, log-likelihood of testing sequence
scores indicate that smaller number of states may suit better Oyesy 1s  calculated using both pre-trained models:
for the model. L1 = 10gP(Oyest | Aqar) and Ly = 10g P(Orest | ANotar)s
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13
0.332 0.114 0.239 0.157 —0.090 —-0.006 —0.035 0.191 0.003 —0.033 0.170 0.189 —0.012 X1
0.114 0.324 0.234 —0.146  —0.032 —0.003 0.011 —0.028 0.020 —0.007 —0.166 —0.021 0.066 X2
0.239 0.234 0.312 0.006 —0.069 —0.091 —0.012 0.106 0.010 —0.042 0.004 0.110 0.035 X3
0.157 —0.146 0.006 0.329 —0.057 0.007 —0.111 0.201 —0.013  —0.052 0.292 0.193 —0.065 X4

—-0.090 —-0.032 —-0.069 —0.057 0.300 0.026 0.044 —0.207 0.027 0.143 —0.053 —0.185 0.050 X5
—0.006 —0.003 —0.091 0.007 0.026 0.299 —0.007 —0.033 0.007 0.055 0.003 —0.036 —0.009 | X6
—0.035 0.011 -0.012  —-0.111 0.044 —0.007 0.304 —0.078 0.023 0.123 -0.039 -0.076 0.038 X7
0.191 —0.028 0.106 0.201 —-0.207 —0.033 —0.078 0.322 —0.016 —0.148 0.192 0.316 —0.040 | X8
0.003 0.020 0.010 —0.013 0.027 0.007 0.023 —0.016 0.374 0.008 —-0.020 —-0.011 —-0.002 | X9
-0.033 —-0.007 —-0.042 —0.052 0.143 0.055 0.123 —0.148 0.008 0.309 —-0.007 —0.144 0.019 X10
0.170 —0.166 0.004 0.292 —0.053 0.003 —0.039 0.192 —-0.020 —0.007 0.324 0.180 —0.062 | X11
0.189 —0.021 0.110 0.193 —-0.185 —0.036  —0.076 0.316 —-0.011 —-0.144 0.180 0.320 —0.038 ] X12
—0.012 0.066 0.035 —0.065 0.050 —0.009 0.038 —-0.040  —0.002 0.019 —-0.062  —0.038 0.339 X13
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Baum-Welch Algorithm Learning Curve
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Baum-Welch Algorithm Learning Curve
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FIGURE 6. Baum-Welch training curve: (a) training with 2 states HMM, (b) training with 16 states HMM.
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1800 . . . . . . .
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number of states

FIGURE 7. Log-likelihood increase by adding more number of states.

x10%

by comparing the likelihood:

L1
Hj : 5 < 8 No target a3n
H L1 & Target (32)
= >
1175 arge

Where § is a predefined threshold. The Baum-Welch algo-
rithm requires initialization of model parameters drawn from
uniform distributions which could slightly affect the training
and thus the detection probability. In HMM training and
testing, we use 100 Monte Carlo simulations to average out
this random effect.

TABLE 1. Detection results of sense-through-foliage target with three
radar positions.

1.6 T

=% AIC
—e—BIC

1.4

0.8

0.6 - - %

0.4 . . . . . .
2 3 4 5 6 7 8 9

number of states

FIGURE 8. AIC/BIC scores.

the decision rule of whether the testing sequence is tar-
get or not can be formulated as a binary hypothesis testing

28708

Position 1
No target Target
No target 99.03% 0.07%
Target 11.33% 88.67%
Position 2
No target Target
No target 76% 24%
Target 17.57% 82.43%
Position 3
No target Target
No target 82% 18%
Target 28% 72%

Tablel shows the confusion matrix of sense-through-
foliage target detection results for three different positions
(we choose § = 1 here). In Tablel, position 1 gives best
probability of detection of 88% with a false alarm rate
of 0.07%. The other two positions data yield lower proba-
bility of detection with 82.43% and 72% and higher false
alarm rate 24% and 18% respectively. Figure 9 illustrates the
Receiver Operating Characteristic (ROC) curves demonstrate
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FIGURE 9. ROC curve of sense-through-foliage target detection results.

the HMM detection performance for three positions. From
the ROC curve we observe that location 1 has 0.99 Area
Under the Curve (AUC) while the other two locations have
around 0.80 and 0.83 AUC respectively. One reason could
explain the different performance among three radar loca-
tions is that trihedral reflectors consisted of three electrically
conductive surfaces are used to reinforce the backscattered
electromagnetic waves as the incoming waveforms from a
certain direction and small variation of transmitting angels
could cause low radar cross section. Considering the experi-
ment is conducted using poor signal quality radar echoes with
lower transmitting power. The testing results could be further
improved if signal quality is good.
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FIGURE 10. Probability of detection and false alarm rate v.s. window size.

Figure 10 shows the probability of detection and false
alarm rate affected by the window size. It shows 20 samples
window size gives best detection result. Intuitive explanation
is that smaller window size means more observations of a
given sequence are produced and they provide more reliable
estimation of parameters. However, when the window size is
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too small (e.g. 10 samples window size shown in Figure 10),
the extracted features do not have any statistical significance.
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FIGURE 11. Probability of detection and false alarm rate v.s. number of
states.

Figurel1 shows the probability of detection and false alarm
rate affected by the number of states. The result shows the
probability of detection gradually decreases as the number
of states increases. False alarm rate increases slowly and
remains at a comparatively low level even with large number
of states. The testing result also confirms that HMMs with
smaller number of states have more performance gain for the
UWRB radar target detection task.
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FIGURE 12. Probability of detection and false alarm rate v.s. number of
Gaussian Mixtures.

Figure 12 shows the probability of detection and false
alarm rate affected by the number of Gaussian Mixtures
used to approximate observation probability densities. Test-
ing results show performance degradation by using more
Gaussian mixtures. However, probability of detection and
false alarm rate remain stable when the number of mixtures
goes large.
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For sense-through-wall human target detection, we choose
to use gypsum wall, wooden door and brick wall data with
radar scans of no human and stationary human behind such
walls. To reduce the clutter, difference between consecutive
radar scans are used as HMM input:

scan(t) scan(t + 1)
samplel samplel
sample2 sample?2
sampleN sampleN

TABLE 2. Detection results of human target behind brick wall, gypsum
wall and wooden door.

Gypsum Wall

No human Human
No Human 95.83% 4.17%
Human 0% 100%

Wooden Door

No human Human
No Human 93.75% 6.25%
Human 5.12% 94.87%

Brick Wall

No human Human
No Human 91.12% 8.88%
Human 7.14% 92.86%
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FIGURE 13. ROC curve of sense-through-wall human target detection.

In the sense-through-wall human target detection, we use
N = 2 states, M = 2 Gaussian mixtures and window size
wn = 20 samples as HMMs parameters. 2 HMMs regarding
no human and stationary human are trained. Table 2 shows
100% probability of detection and 4.17% false alarm rate
with human target behind gypsum wall, 94.87% probability
of detection and 6.25% false alarm rate with human tar-
get behind wooden door and 92.86% probability of detec-
tion and 8.88% false alarm rate with human target behind
brick wall. Further, Figure 13 illustrates the ROC curve of
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sense-through-wall human detection and all three curves have
over 0.9 AUC which indicates robust performance.

VI. CONCLUSION

In this work, we use continuous HMMs to model UWB
radar signals for target detection. UWB radar signals are win-
dowed for feature vector extraction. Feature vector in each
window serves as distinctive observation for HMMs training
and testing. Sense-through-foliage and sense-through-wall
experiments are conducted. Experimental results show that
position 1 has best detection performance in sense-through-
foliage target detection in terms of probability of detection
and false alarm rate. For sense-through-wall scenario, HMMs
also show good capability to distinguish between radar sig-
nals containing human target and no target. All ROC curves
of sense-through-wall detection have over 0.9 AUC. HMMs
parameters are also investigated and results implicate that
lower number states HMMs are better for UWB radar signal
modeling and target detection task.
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