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ABSTRACT Software verification can ensure the software quality by inspecting the properties of program.
A key issue for software verification is to check whether the software can meet user requirements especially
when the requirements change frequently. To tackle this problem, we propose an approach to verify the
program by inspecting the internal relations with the user requirements. In the approach, the constraints
in the requirements are represented by a concern-based model defined in our previous work by Liu et al.
and the internal relations of program are extracted based on static analysis methods; then, a framework of
verification system is defined to inspect whether the program can satisfy the constraints for discovering the
errors with their locations. The main contribution of this paper includes: 1) kinds of internal relations of
program are defined and their calculation methods are given to transform the source codes to a formalized
model, which is taken as the object to be verified and 2) formal description of verification system framework
is given to support the automation of verification process. Since the verification tasks can be set freely based
on the requirements in the system, the proposed approach can help developers to cope with the change of

requirements better.

INDEX TERMS Software verification, user requirements, internal relations, formal description.

I. INTRODUCTION

The essential goal of software development is to estab-
lish the system that fully satisfies user requirements. As an
effective way to guarantee the achievement of this goal,
software verification has been widely studied and used in
practice [1], [2]. In the process of software verification,
the developers must identify what the program should do,
then a verifier will check whether the program actually does
what the programmer wants it to do by inspecting certain
properties of the codes [3], [4]. In recent years, with the
vigorous development of software industry, the change of
user requirements becomes more frequent and it accelerates
the update speed of software. However, when requirement
changes, the corresponding changed information in prop-
erties of program is hard to be inspected directly in the
verification process, which may lead to deviation or lag
in software verification [5]-[7]. In such conditions, how to
verify a software system efficiently becomes a new research
problem.

The properties/constraints contained in user requirements
play an important role for solving the above problem.
In requirements, there exists the goals of a software system
and the properties/constraints that the system should satisfy

to realize these goals. These properties/constraints can reflect
the user requirements directly, and they can be used in the
verification process to discover related errors in program.
Based on such ideas, many methods have been proposed and
achieved good performance.

In the field of dynamic verification, which takes testing
as the main form, there are many researches aim at gener-
ating testing cases more reasonable according to the proper-
ties/constraints contained in user requirements, such as the
cases related to the requirements boundary [8], the auto-
mate generation of cases [9]. These cases can support the
testing process and improve the testing efficiency. However,
as the test cases cannot cover all the running situations of
program, dynamic verification can discover the existence of
errors but cannot ensure the nonexistence of them. Static
software verification focuses on analyzing the codes them-
selves without running the program, it usually selects impor-
tant properties/constraints (such as scenario constraints) as
the specific goals and inspects the satisfaction degree of
codes on them [10], [11]. These researches indicate that it is
meaningful and feasible to use the information of user
requirements (especially properties/constraints) in software
verification.
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Software requirements engineering translates the abstract
user requirements into a well-defined question, in which
the properties/constraints are described more accurately and
clearly. This can provide the basis for introducing require-
ments to software verification. However, existing approaches
and technologies in verification seldom consider using the
results of software requirements engineering for inspecting
the codes directly. Thus, we try to construct the bridge
between requirement engineering and software verification:
we take the internal relations of software as the verifica-
tion object, and use the model established in the phase of
requirement engineering as the standards in the process of
verification. As internal relations of a program are important
properties of software in deciding its functionalities, the satis-
faction of them on the constraints given by requirements is the
precondition for a software to meet its intended goals. In this
paper, we propose the approach to Verify the Internal Rela-
tions based on the constraints in Requirements (VIRR) for
inspecting whether the software can satisfy the requirements.
The approach mainly includes three parts as follow.

Firstly, the concern-based model defined in our previous
work [12] is used to formally describe the user requirements,
where the constraints on relations are defined as the proper-
ties for the subsequent verification process.

Secondly, the internal relations of program are extracted
from program. The kinds of internal relations are defined and
the corresponding calculation methods are given based on
static analysis of program. To simplify the process of analysis,
the pre-process of program is implemented and the ordered
sequence of statement numbers are defined for each internal
relation to record the program path it depends on. When errors
are discovered, the ordered sequences can locate the errors in
the statements level.

Finally, a framework of verification system is described
to support the automatic verification. We give the definition
of components in the system, and use semantic functions to
formally describe the execution process of system. In addi-
tion, the verification tasks can be set by developers flexibly,
so that the program can be verified according to the changing
of requirements for helping developer locate the codes need
to be modified when updating the software.

The paper is organized as follows. The introduc-
tion of requirements model is presented in Section 2.
Section 3 defines the internal relations of program and
proposes the method to calculate them. In Section 4,
the framework of verification system is formally described.
Section 5 shows an experiment to validate the effectiveness
of our approach. Then, related work and discussion are
separately presented in Section 6 and Section 7. Finally,
conclusion is given in the last section.

Il. INTRODUCTION OF A CONCERN-BASED
REQUIREMENTS MODEL

Currently, many requirements models are widely stud-
ied, such as goal-oriented model [13] and scenario-based
model [14]. These methods describe user requirements from
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different angles. ‘Separate of Concern’ is a fundamental prin-
ciple complied in software engineering, and many require-
ment models have been proposed based on it [15], [16]. In our
previous work [12], we have proposed a method to model the
requirements with Concerns and achieve good results. In this
paper, we use this method to formally describe the constraints
on the internal relations of software in requirements. The
definitions are introduced briefly in this section and detailed
information can be found in [12].

Definition 2.1 (Requirements-Concerns Model (RCM)):
RCM is the formal presentation of software requirements
based on Concern, and it is specified as a 2-tuple (Cset,RL),
where:

o Csetis a set of concerns;

« RL is a set of relationships between concerns.

The specific definition of each part is presented as follows.

Definition 2.2 (Concern): each concern C is specified as a
6-tuple (Id, Des, Rs, type, Vset,VL), where

o Id refers to the name of C;

o Des is a text description of C;

o Rsis a set of labels of requirements that C relates to;

« type is the category of C;

¢ Vset is the three variable sets in C;

o VL reflects the relationships among the three variable

sets.

Concerns are classified into four types: fopic is a theme
concern. There exits one and only one topic in each RCM
to present the overall objectives; kinds presents the abstract
functionality; instance represents the concrete functionality;
property represents the functionality attributes.

There are three kinds of variable sets that can be defined
in a concern: input, user_def, output. Vset represents the con-
crete variable sets for a concern and contains three elements at
most. For example, if a concern C contains input and output,
we write C.Vset = {input, output}.

VL is a six-digit code, encoding the relationships among
variable sets. We use 1 and O to denote the non-empty
and empty states, respectively. The digits of the code, from
the first to the last, stand for input—user_def, input—
output, user_def— output, user_def—input output—input,
output— use_def, respectively.

By defining the Vset and VL, the internal structure of each
concern is described and gives constraints on the program.

Definition 2.3 (Relationship Between Concerns): The rela-
tionship between two concerns is defined as a 4-tuple
(Ci, Cj, reqls, type), where C; and C; are two concerns and
there exists the relationship from C; to Cj, representing that
there may be the relationship of calling, information trans-
mission, functional division, etc., between the two concerns.
regls is a set of requirements, which is the basis of the
relationship, and we have reqls=C;.RsNC;.Rs.

The relationship is categorized into five types:

o Kinds-of: the two concerns have the same kinds.

o Instance-of: the two concerns have the same instance.

o Specific-of. the relationship from kinds-concern to

instance-concern, represents C; is the specific

VOLUME 6, 2018



Y. Liu et al.: Verification of Program by Inspecting Internal Relations Relying on User Requirements

IEEE Access

TABLE 1. Type-kind matrix.

type-Kind Kinds of Instance of Specific_of Send of Property of
Data true/false true/false true/false true true
Control true/false true/false true/false false false

Where true/false represents type-Kind could be true or false.

implementation of C; that corresponds to the abstract
functionality.

o Send-of: the relationship from instance-concern to
kinds-concern, represents that the information produced
in C; is delivered to C; as input.

o Property-of: the relationship from property-concern to
kinds-concern or instance-concern.

It should be noted that the relationship between topic-
concern and kinds-concern is also shown as Kinds-of.

Moreover, the five types of relationships above and the
corresponding data/control constraints can be determined by
analyzing the features of the concerns [12]. The constraints
are presented in Table 1.

Based on the analysis above, RCM can be established to
present software requirements in a formal way. The RCM
gives the constraints on the internal relations of the program
to be developed. To better support the subsequent verification
process, we give the following definitions to qualify the
relationship information in RCM.

Definition 2.4. (Distance Between Concerns): For the two
concerns C and C’, distance is the qualified value of the rela-
tionship between them, donated by D(C, C’) and calculated
by the formula below:

1
{rilr; € reqls, (C, C', regls, type) €

/ Zwri
D(C.C) = RCM.RL};

00 else.

Where w,, is the weight of r; in the set of requirements and
given by the developers according to the practical conditions.

As the calculation of D(C,C’) is based on the relationship
(C,C, reqls, type), D(C,C’) has its direction and D(C,C’) #
D(C/, C) in most conditions. In addition, we define that
the distance between a concern and itself is zero, that is
D(C,C) = 0. Although D (C, c ) can reflect the degree
of correlation between C and C’, we cannot understand its
meaning only by itself. For example, suppose that D (C, (4 ) =
0.03, we do not know whether 0.03 means the relation is
close or not. Thus, the distance information in RCM should
be analyzed as a whole.

Definition 2.5 (Correlation Degree Between Concerns):
For the two concerns C and C’, correlation degree between
them is the weight of relation between them in RCM, donated
by CD(C,C’) and calculated by the following formula:

1/D(C, C")
Zi? j~27+1 1/D(C;, C))

CD(C,C) =
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For all the relationship in RCM, CD(C,C’) € [0, 1] and the
sum of them is 1. The larger value of CD(C,C’) indicates the
closer relation between C and C’.

In order to reflect the mapping relationship between RCM
and software, we have the following definition:

Definition 2.6 (Realization-Relation A = B): Realization-
relation is a kind of abstract relations, where A is a variable
in program, and B is a concern or a variable set in RCM.
Its semantic interpretation is that the existing of A is for the
realization of B in program. Meanwhile, we have:

A = Bexists;
else.

true

Rr(A,B) =

false
As the requirements are the basis of program development,
some requirements related information labels can be added
to the source codes based on requirements. Suppose that
Cset ={Cy,Ca,...,C, is the set of concerns in RCM,
the principle of labels is: if the existence of a program module
is to achieve a functionality corresponding to C;, the variables
in this module are named by C; x. In this way, the relationship
between the program and requirements can be established.

IIl. EXTRACTING THE INTERNAL

RELATIONS FROM PROGRAM

The internal relations are essential properties of a program
for deciding its functionalities. In RCM, the constraints in
user requirements on the internal relations of program have
been defined. By inspecting whether the internal relations
of program could satisfy these constraints, the software is
verified to check whether it can meet user requirements.
However, as the internal relations cannot be simply extracted
from source codes, the program cannot be used in the process
of verification directly. In this section, we give the process
to extract internal relations from program based on the static
analysis of source codes. The process includes three parts as
is shown in Figure 1.

Firstly, the source codes are preprocessed. By the instanti-
ation of function calls and the update of statement numbers,
the relation information contained in function/procedure calls
is integrated into one procedure, so that the static analysis
of program can be simplified. Secondly, the internal rela-
tions are defined and the corresponding calculation methods
are given to extract the variables and relations from codes.
Finally, the variables are classified and redundant relations
are deleted utilizing the information in RCM. We establish
a Program Internal Relation Model (PIRM) to describe the
information of internal relations gained in this process.
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FIGURE 1. The process of acquiring the internal relations from source codes.

A. THE PREPROCESS OF SOURCE CODES

In the program, there are some kinds of statements that do
not affect internal relations, such as variable declaration state-
ments, input and output statements, etc. These statements can
be ignored in the process of static analysis. Thus, we define
grammars of the program to be analyzed in our approach as
shown in Figure 2, where the meanings of symbols are shown
in Table 2.

P ::= Main; Dp

Main ::= S

D, ::= Procid Module

Module ::= (params) S

params ::= id|id, params|e

Su:=assvE| ifESS| whileES| CallidEL|S; S
Ex=n|v|id|EXE

EL ::=E | E,EL

FIGURE 2. Grammar of program.

TABLE 2. Type-kind matrix.

Symbol Meaning

P Program

Main The main function

Params List of parameters in function
Dp Declaration of function

X Operator between expressions

The verification object of our approach is the program
conforming to the above grammar. It can be seen that there
are no side effects in the program. As the statement with
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side effects usually could be expressed by a combination of
statements (for example: z=x+y++ is the same as z=x+y
and y=y+1), we do not give special analysis method for such
statements. In addition, our method is for serial program, so
the questions in parallel program are not considered in the
grammar.

For the static analysis of program, the handlings of
function/procedure calls are always a difficult question to
be solved [17]. A effective way is to denote the program
by a dependence graph or complex network, in which
nodes and edges are modeled based on functions and their
calls [18], [19]. However, the characters of our verifica-
tion object provide a unique condition for us to simplify
this question. In our approach, we aim at extracting the
internal relations generated for meeting user requirements.
In other word, we want to acquire the relations that is the
embodiment of requirements in program. In this condition,
the relations generated during some function/procedure calls
are the same, so these function/procedure calls only need to
handle once in the static analysis. To analyze the influence of
function/procedure calls on internal relations, the following
definition is given.

Definition 3.1 (Isomorphic Function/Procedure Calls):
In a function/procedure f(vi,v2,...,v,), Suppose that
01, y2, - - -, yn) and (¥}, y5, . .., y;,) are two actual parameter
vectors of f. Vi € [1,n], if 3C; € Cset, st. Rr(y;, Cj) A
Rr(y;, Cj) = true, the two function/procedure calls are iso-
morphic. If there is no formal parameter defined in f, any
arbitrary calls are isomorphic. In addition, if two statements
8 and S’ contain isomorphic function/procedure calls, the two
statements are isomorphic, and we write (S = §’) = true.

For example, suppose that a fragment of a program is
shown in Figure 3(1), the corresponding Cset = {Cq, C»,
C3, C4 in RCM. There are three function calls of f in the
statements (2), (4) and (6): the calls in (2) and (4) are isomor-
phic because the parameters correspond to the same concerns
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(1) if C>1 (1,4}) if C 1
(2) C17y=f (CZ_X;CS_X); (2,{4}) C17y=f (CZ_X;C3_X);
(3) if Cy <0 (34} if C;,<0
(4) Ci_=f(Co,Cay); (4.42}) Co =G, Ca )
(5) else Ci =f(C,,,Cay); (54} else Ci=f(C,,,Ca);

M @

FIGURE 3. A fragment of a program.

C, and Cs; while, the call in (6) is not isomorphic with the
former two because its parameters correspond to the concerns
C; and C4 which are different with the ones in (2) and (4).

In program, the internal relations generated by isomorphic
function/procedure calls are the same. Thus, in the prepro-
cessing of program, we can generate function instances to
eliminate function/procedure calls by analyzing the isomor-
phic relations among function/procedure calls. In addition,
in order to record the information of function/procedure calls
accurately, we re-defined the form of number to annotate a
statement, so that errors discovered in the verification can be
located.

Definition 3.2 (Statement Number (N )): For a statement S,
its N is a 2-puple and donated by (n, n_set), where:

« n: the unique natural number annotating location of S in

source codes;

o n_set: a set of locations of statements.

There are three conditions for identifying n_set: 1) if S con-
tains a function/procedure call, n_set records all the locations
of the statements that are isomorphic to S; 2) if § is a
statement in the function instance, n_set records the locations
of the statement that calls the function contains S and the
locations of the statements that are isomorphic to this function
call; 3) otherwise, n_set = (.

We take Figure 3(2) as example. Due to the statements (2)
and (4) in Figure 3(1) are isomorphic calls, the statement
number is changed to (2,{4}) and (4,{2}). As the unique iden-
tification of a statement, statement number can help develop-
ers to locate its place easily. Thus, an ordered sequence of
statement numbers can be used to express the program path
and record the information of function/procedure calls.

Then, two operations are given for preprocessing the
source codes. Suppose that the program conforming to the
grammar shown in Figure 2, and in the program, the set of
statements is S and the set of declarations of functions is D,

Operation 3.1 (Function/Procedure Instancing Opera-
tion (FuclPo)): Function/procedure Instancing Operation
transfers a function/procedure call and the body of corre-
sponding function/procedure to a new sequence of program
statements, it can be described by the following semantic
function:

FuclOp: S x D, — S.

FuclOp uses the actual parameters in S instead of the
formal parameters in the body of function/procedure declared
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by D,. Furthermore, if S is an assignment statement,
the relation between the variables is assigned and the func-
tion/procedure returns the values. In this way, an instance is
created and expressed as a sequence of program statements.

Operation 3.2 (Statement Number Updating Opera-
tion (StUpOp)): StUpOp can change an original natural num-
ber n to statement number N or update an existing N. It is
described as follow:

StUpOp: S — N x S.

Based on the definitions and operations above, the program
can be preprocessed. For a given program, we scan its state-
ments in turn. Suppose that the current statement is S

1) If S do not contain any function/procedure call, just
change its number to a statement number as we defined;

2) Otherwise, there are two conditions: if there exists a
function instance created for the call that is isomorphic
to the call in S, the statement numbers in function
instance are updated by adding the location of S to
each n_set; otherwise, a function instance is created for
the call in S and a statement number is added to each
statement in the function instance.

To describe the above preprocess clearly, we give its formal
description as below:

PrePro: P - p@;
VS € Main®:
1)if M7 (S) = false,
StUpOp(S);
2)if M7 (S) = true,
if3s’ € P®,st.(S = ) AMT¥O(S", PD) = true,

StUpOp(S");
else S* = FunclOp(S, D),
StUpOp(S™).
where M7 (S) and M /M0 are defined as:
M7(S)
_ (true, S contains function/procedure call;
- {false, otherwise.

Mfu‘nIO (S’, P(Z))

true, P contains the function instance created for
={ thecallin S’ ;

false, otherwise.

In the preprocess of program, function instances and re-
defined statement numbers are used together to integrate the
internal relation information in function/procedure calls into
a main function. So that the subsequent static analysis of
program can be simplified and done in one procedure.

B. THE DEFINITIONS AND CALCULATION METHOD

OF INTERNAL RELATIONS

After preprocessing, the program is analyzed to extract vari-
ables and the relations among them. To simplify the descrip-
tion, there are some description rules in this subsection as
follow:
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o V is the set of all the variables in program;

o E is the set of all the expressions in program;

o Suppose that e € E, V(e) is the set of all the variables
that appear in e.

Based on the rules above, the definitions of internal rela-
tions are given.

Definition 3.3 (Relation Ds): If S is an assignment state-
ment for the variable v, we say that S defined v. And a two-
tuple (v, N) is used as an element to record variable defined
v, where N is the statement number of S. Ds is a set of all
elements defined in S.

Definition 3.4 (Relation )\g): Suppose that v € V, ecE,
if the value of v takes part in the calculation of e directly
or indirectly, v and e have the relation As, written as
(v, e, N*) € As. Where N* is an ordered sequence of state-
ment numbers to record the path which is depended by the
forming of relation between v and e.

Definition 3.5 (Relation [1s): Suppose that v € V, e€E,
if the e takes part in calculating the value of v directly or indi-
rectly, v and e have the relation us, written as (e, v, N*) € us.
Where N* is an ordered sequence of statement numbers to
record the path which is depended by the forming of relation
between e and v.

Definition 3.6 (Relation p;): Suppose that v € V, VeV,
if the value of v takes part in calculating the value of
Vdirectly or indirectly, v and v' have the relation ps, written
as (v,Vv/,N*) € ps. Where N* is an ordered sequence of
statement numbers to record the path which is depended by
the forming of relation between v and v'.

Definition 3.7 (Relation ng): Suppose that v € V, e€E,
if the e is judgment condition for branching or looping
construct and there exists S that defines v in the body of
branching or looping construct, e controls the execution of
S directly or indirectly, v and e have the relation ns, written
as (v, e, N*) € ns. Where N* is an ordered sequence of state-
ment numbers to record the path which is depended by the
forming of relation between v and e.

Definition 3.8. (Relation oy): Suppose that v € V,V eV,
if the value of v controls the execution of Swhich defines
Vdirectly or indirectly, v and v have the relation o's, written
as (v,v,N*) € us. Where N* is an ordered sequence of
statement numbers to record the path which is depended by
the forming of relation between v and v'.

The operation between any two kinds of relations is
defined. Suppose that Rset = {As, us, ps, s, os, for any two
relations R, R’, we have:

@y, N* € Ay, N*) eR) =
((x,z, N* :: N*) € RR') A (RR’ € Rset),

Where :: is a connector which means that N* and N'* are
connected orderly.

From the above basic definitions, it can be seen that the
relation among ps, As and usis ps = Asus, while, the relation
among o's, As and 7S is 0s = AsS7S.
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The calculation methods of Ds and the other relation types
are given separately according to the three basic program
structures and the assignment statement that delivers the data.

1) Assignment statement S: assve, (N is the statement

number of S):

Ds = {(v, N)},
AS = {(v/,e,N|v/ € V(e)},
us = {(e,v,N)}, ns=4¢,

ps = {(V,v, N)|V € V(e)}, o5 =10.

2) Sequence structure S:S7; S>.
Ds = Ds| U Ds»,
pus = usyp U usypsy; U usy,

ps = psy U psy U ps;psy,
os =081 Uosp Uosjosy U ps|oss.

As = As1 U ps1Asy U sy,
ns = ns;Uns o8z Uns,

3) Branching structure S: if ¢ S152, (the statement number
of eis N):
Ds = Ds{ U Ds»,
AS = Asi UAsp U {(v,e, N)|v € V(e)},
us = us; Uusy, ns=ns;Uns,U{(e,v, N*)|(v,N")
€ Ds{UDsy, N* =N :: (e —Vv)N*},
where:
N 3, v,N{) € nsy;
(e —VIN" = 1N} 3, v.N}) € sy
N’ otherwise.
ps = psy U ps,,
os = os; Uosy UAsns.
4) Looping structure S : whileeS], (the statement number
of eis N):
Ds = Dsq,
rs = (e, N)v e V(e)UpsiU (v, e N)lv
€ V(e) UAsy) U Asy,

n

where ps* = psU ps? U...Ups",
ms = us; U us; psy,
ns = ns; U {(e, v, N*)|(v, N) € Ds,
N* = N (e —V)N*},
where:
(6 v IN* = Ny 3(6/,v,Nf) €osy;
N  otherwise.

ps = psj, os=os;UAsns.

The ps and os contain the internal relations and their path
information, which can support the verification of program.
The roles of As, s and ns are helping the calculation of ps
and os.
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Based on the above definitions and calculation methods,
static analysis of program can be done to extract the internal
relations. And the program can be abstractly expressed as a
three-tuple P = (V, ps, 0s).

C. HANDLING OF REDUNDANT RELATIONS AND
CLASSIFICATION OF VARIABLES

In practice, there are variables in program that cannot be
connected to the requirements, for example, a programmer
can define memory management and memory assignment for
implementing an algorithm which may not be linked directly
to the requirement. These variables and the relations between
them cannot provide useful information for the verification,
so the program P is further analyzed to delete such redundant
information. Furthermore, there are three elements in C.Vset
and constraints between them are given in VL of RCM (intro-
duced in section 2). In order to support the verification of
these constraints, the variables are classified and connected
with the three kinds of elements in a Concern. To simplify
the description, we define the mapping function between
variables and concerns in RCM.

Definition 3.9. (Mapping Function MY~ C): A mapping
function of M"~C returns the concern that has realization-
relation with the given variable in RCM. The form of M"~¢
is shown as below:

M€ v x RCM — C.
NP (v, RCM) — {ci 3C; € RCM - Cset ARr (v, Cy);
Null  else.

1) HANDLING OF REDUNDANT RELATIONS

The process of deleting redundant relations includes two
sub-process: deletion of relations and establishment of new
mapping relationships. Next, the detailed introduction of each
sub-process is given.

1) In the sets of relations ps and o's, if a relation established
by two variables that cannot be connected with requirements,
the relation is useless in the verification and can be deleted.
Take ps as example, the concrete rules is shown:

Y(v,V,N*) € ps:

o if v =1/, delete (v, V', N*¥).

o if MV7CW,RCM) # @ A M7CG,RCM) # 0,

v, V', N*) € ps;

o if MV”Cw,RCM) =
gA @O, v, N*) e ps),
delete (v, v/, N*) and add (v, v/, N*::N*) to ps;

o if M"7C(w,RCM) # @ A M7CQW,RCM) = OA
AW, V', N*) € ps),
delete (v, v/, N*) and add (v, v/, N*::N'*) to pS;

o if MV7CW,RCM) = GAM'7C(W/,RCM) = @,
delete (v, V', N*).

According to the rules above, the redundant relations in
ps are deleted. Meanwhile, o's is handled in the same way.
The new ps and o's are acquired as the basis of the following
process.

PAM'~CW , RCM)  +
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2) In the new ps and o's, if a relation still contains a variable
that cannot be connected with requirements, the relation is
used to send data between two functional modules corre-
sponding to different Concerns in RCM, and the variables in
this relation are mapped to the same concern. In this case,
a new mapping relationship is established to alleviate the
effect of information labels missing caused by non-standard
programming. The rules are given by taking ps as example.

Y(v,V/,N*) € ps:

o if M"CO,RCM) # @ A M7CW,RCM) = ¢,

Rr(v/, M"~C (v, RCM)) = true;
o if M"7C(,RCM) = @GAM'"7CW,RCM) # @,
Rr(v, MV~ (', RCM)) = true.

The above two sub-processes are executed in turn, that
is only after 1) deletion of relations has completed, 2) the
establishment of new mapping relationships can be exe-
cuted. In this way, the race conditions between the two sub-
processes can be avoided. After the handling of relations,
ps and o's meet the following the property:

Y, V,N*) e psUos =
M€ (v, RCM) # 3 AM7CW , RCM) + 0.

That is, there are corresponding information in RCM for all
the relations in ps and o's.

2) CLASSIFICATION OF VARIABLES
According to the mapping relationship with the concern in
RCM and the role it plays in the program, a variable is
classified in two levels: concern level and internal variable
sets level.

1) In the concern level, the variables are classified into n
kinds based on the concerns in RCM:

YveV:

if M~ C (v, RCM) = C;, V(C;) = V(C;) U v:
otherwise M€ (v, RCM) = W, delete v.

Thus, the set of variables V can be expressed as
V ={V(Cy), ..., V(C,), where the variables in V(C;) are
related to the concern C; in RCM.
2) Furthermore, in the internal variable sets level, the vari-
ables in a certain V(C;) are further analyzed to establish map-
ping relationships with the three variable sets input,outputand
user_def of Cj. In this process, three corresponding sets
of variables V(Cinpur> V(C)oupurs V(Ci)use_def are created
based on whether relations containing the given variables can
send or receive message from a variable related to another
Concern in RCM:
Yv e V(C)):
o if30/,v,N*) € psUas AV & V(C), V(Cippur =
V(Ci)input U {V};

o if3AW,V,N*) € psUas AV ¢ V(C), V(Coupur =
V(Ci)output U {v}s

o ifv ¢ V(Ci)input AV ¢ V(Ci)outputv V(Ci)usefdef =
V(Ci)use_def U {V}
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Based on the rules above, each V(C;) is further classified.
V(Ci)inpur contains the variables that receive data or control
information from other fragments of program that correspond
to the concerns different form Cj. V(Ci) gy contains the
variables that send data or control information to other frag-
ments of program. In V(Ci),s 4, the variables are created
just to realize the functionality related to C;. It is worth to
note that the sets V(Ci)inpurs V(Ci)oupurs V(Ciduse_der meet
the following properties:

. V(Ci)input U V(Ci)output U V(Ci)usefdef = V(Cy);

® V(Ci)input n V(Ci)use_def =

. V(Ci)output N V(Ci)use_def =0.

However, V(Ci);ypu: NV (Ci)puspur can be not null. That is
because a variable can go through a program fragment for
both receiving and sending information.

Based on the above three parts, the internal relation of pro-
gram is acquired. To express the final information, a model is
established.

Definition 3.10. (Program Internal Relation Model
(PIRM)): PIRM is specified as 3-tuple (V, ps, o's) where

o V={V(Cy), ..., V(Cy), where V(Ci) ={V(Ci)inpur

V(Ci)outpul ’ V(Ci)use_def;

« psis the set of internal relations of data in program;

« osis the set of internal relations of control in program.

PIRM is the presentation of internal relations, it describes
a program with its variables and the relations between
them. Thus, PIRM can be utilized instead of the program
itself as the object to be verified for inspecting whether
the program can satisfy the corresponding constraints in
requirements.

IV. VERIFICATION SYSTEM FOR VIRR

Internal relations of program are expressed by PIRM and its
constraints in requirements are defined in RCM. Based on the
PIRM and RCM, we give a framework of verification system
for VIRR in this section. In order to support automatic real-
ization of the system, formal definitions of the components in
the system are given and the implementation process of the
system is defined by formal semantic functions.

A. THE VERIFICATION METHOD AND THE FRAMEWORK
OF VERIFICATION SYSTEM
In RCM, the relationship can be divided into two kinds: inner
relationship of concerns and relationship between concerns.
Correspondingly, there are two forms of the constraints on
the internal relations of program: 1) inner relationship of
concerns, the constraints restrict the construction of a concern
by defining the relationship among the three variable sets;
2) the constraints on relationship between concerns, and this
kind of information is specified by defining the type of the
relationship. Furthermore, we can identify the kind of con-
straints that a relation in PIRM should obey according to the
variables contained in the relation, that is for a given relation
t=(,vV,N*)and v € ps U os, there are two conditions:

o fM”CW,RCM) = M"7C (V,RCM) = C, the ¢

should satisfy the constraints on inner relationship of C;
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o it M"”COW,RCM) = C) A M7C(W/,RCM) =
C)YA (C # ('), the v should obey the constraints
between C and C’.

Based on the rules above, the mappings between inter-
nal relations PIRM and constraints in RCM are established.
Then, the verification of software can be done also from two
aspects:

1) Whether all the constraints in RCM can be realized in
the program;

2) Whether all the internal relations in PIRM satisfy their
corresponding constraints.

The verification process of above two aspects are driven by
the requirements. Specifically speaking, the constraints in the
requirements are acquired from RCM and the set S of internal
relations related to the constraints is gained from PIRM, then
we have the following judgements:

o« If S = 0, it presents that the program lacks of the
realization to the constraints, that is the program cannot
meet the requirements;

o If § # 0, further judgements are given: If there exists
a relation v €S and v does not meet the constraints, t
contains errors and the program needs to be modified,;
otherwise, the program meets the requirements.

To support the application of above verification idea,
we give a framework of verification system in Figure 4, where
solid lines link the operations in the system and indicate
their execution sequence in the verification process, while the
dotted lines show the input and output of these operations.

Firstly, a verification task is selected. Then, the constraints
and internal relations related to the task are acquired from
RCM and PIRM separately according to the task. Finally,
the result is generated by inspecting whether the internal
relations can meet the constraints, and a signal is generated as
the feedback for the system to select another task. The above
process is executed in an iterative way until all the tasks have
been verified, and the result is send to the developers. The
detailed description of the verification system is given in the
following sub-sections.

B. THE FORMAL DEFINITIONS OF THE COMPONENTS

As is shown in Figure 4, the rectangles represent the input
and output of our system. The RCM and PIRM that have been
defined in the Section 2 and Section 3, and the meaning and
definition of verification task, result and signal are given next.

1) VERIFICATION TASK
Verification task is the input of the system, and it is set by
the developers as the objects of verification. By controlling
the verification task, the developers are free to select the
requirements they want to verify. According to the forms of
constraints in requirements, there are two types of concrete
verification tasks defined as below.

Definition 4.1 (Task of Constraints Between Concerns):
A task of constraints between concerns donated by cortask
is defined as a three-tuple (C;, Cj, State), C;#C;j, where:
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FIGURE 4. Framework of verification system.

e C;, C; are two different concerns, that is C;, C; €
RCM .Cset;

o State records whether the task has been imple-
mented or not. If it is, State = true; otherwise,
State = false.

cortask is the task that aims at inspecting whether the con-
straints of relationship between two concerns can be satisfied
by the program.

Definition 4.2 (Task of Constraints Inner One Concern):
A task of constraints inner one concern donated by sigtask is
defined as a three-tuple (C;, 9, State), where:

e C;isaconcern, thatis C; € RCM .Cset;

e State records whether the task has been imple-
mented or not. If it is, State = true; otherwise,
State = false.

sigtask is the task that inspects whether the constraints of
the inner relationship of a concern can be satisfied by the
program.

Based on the definitions above, the verification task is
defined.

Definition 4.3 (Verification Task): The verification task is
specified as two-tuple TASK = (Corrask, Sigrask), Where:

o Corrask is the finite set of cortask, that is Cortasg =
{cortask, cortask,, ..,cortask,};

e Sigragk is the finite set of sigrask, that is Sigragx =
{sigtask, sigtask,, ..., sigtask,,}.

There are two ways to set TASK for the developers: one is
setting the TASK according to its form directly, which speci-
fies the tasks more accurately provided by the developers who
have definite verification goals and know the related informa-
tion in RCM clearly; the other is giving the requirements that
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need to be verified and the TASK is generated automatically
according to the relations between requirements and concerns
in RCM. When a requirement is given, the related con-
cerns in RCM can be identified based on the Definition 2.2.
Then constraints related to these concerns are taken as
the TASK.

2) RESULT
Result is the output of the system, and it records conclusion
of the verification task. When errors are discovered, the result
contains the type of errors and related internal relations of
program to support the modification of program.

Definition 4.4 (Verification Result (Result)): It is defined
by a two-tuple (kind, Content), where

o kind is the category of the result;

o Content C ps U os is the set of internal relations in the

PIRM, it records the concrete information.

The Result is given to developers when the verification
is complete. The kinds of Result are given in Table 3.
If Result .kind # Correct, it indicates that there are errors
in the program and Result.kind describes the reasons of
these errors; furthermore, Result.Content gives the locations
of errors in the statement level. For example, a Result =
(CorExtraconsrol, (X, Y, (1, 2))}), it indicates that the control
relation between variables X and Y makes the program cannot
satisfy the constraints in the requirements, and such errors are
generated from the statements 1 and 2 in the program. This
information gives suggestions to the developers on modifying
the errors.

It is noteworthy that there may be much information in
Content and the location of errors is not accurate enough.
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TABLE 3. Information of kind in result.

kind Meaning

CorExtraconiror The control relations in the program violate the constraints between concerns in RCM.

CorExtrap,,,  The data relations in the program violate the constraints between concerns in RCM.

CorLackyoh The constraints between concerns in RCM require internal relations (control, data or both) which are
lacked in program.

CorLackpata The constraints between concerns in RCM require data relations which are lacked in program.

SigExtra The relations in the program violate the constraints generated by inner relationship of concerns in RCM.

SigLack The constraints generated by inner relationship of concerns in RCM require internal relations which are
lacked in program.

Correct No error is discovered.

A special kind

PLackV For this kind, the Content = (C,®, @) where C € Cset, which means there is no variables related to the

concern C in program, that is for any variable v in program, Rr(v, C) = false.

In such situation, Content needs to be further analyzed
to give the probability of location, so that the developers
can inspect the location with high probability first. The
essential of Content is a set of internal relations described
by variables and ordered sequence of statement numbers,
so if the frequency of a statement appeared in Content is
high, the probability of errors that exit in the statement
is accordingly high. For example, if there are two internal
relations (x1,y1,(/,2,4,5)) and (x3,2,(3,4,6,7)) in Content,
the statement 4 is the location that should be checked first
because it appears in both relations.

3) SIGNAL AND VERIFICATION RULES
Signal is used for the information exchange in the system to
drive the process of verification.
Definition 4.4 (Signal (SIGN)): A signal is specified as a
two-tuple (C, C’), where
e C € Cset is a concern in RCM;
e C' € CsetU{PAC' #C :If C' # @, the signal contains
the information between C and C7; otherwise, the signal
contains the information related to C.

In the verification system, there are a set of rules (denoted
by Rule) in the system. These rules control the detailed pro-
cess of verification and can be changed by the developers
based on the actual situation. We use a set of preset functions
to describe these rules.

Function 4.1 (Concern and Relationship Selected
Function (M%)):

M*:(C, C') x RCM —>(C;, C)),

where C, C; € RCM .Cset,C',C; € RCM - Cset U {f}.
The input of M is RCM and (C, C’) which can express
a relationship either between concerns or inner-concern.
The output of M is (C;, Cj), which also describes a
relationship.

The M is a traversal strategy of the information in
RCM. In our previous work [12], [16], we have analyzed
the relationship between requirements and given a method
to quantify the affection degree between them. We introduce
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the core idea in Section 2 and give the correlation degree
between concerns in definition 2.5. Here, we use it as the
traversal strategy M for scheduling our verification pro-
cess. Specifically, When the system receive a signal (C, C’),
the strategy decides which relationship would be inspected
next. In our experiment, correlation degree between concerns
CD(introduced in definition 2.5) is used to find the relation-
ship that have the biggest correlation with the current one,
thatis: If (C, C") = (C, ) and there is a C” giving the biggest
value of CD(C,C"), we have next task as (C;, Cj) = (C, C");
otherwise, if C' # @, (C;, Cj) = (C’, ). Based on M,
when an error is discovered and a corresponding SIGN is
generated with the result, the verification system can use the
SIGN to find other requirement most related to the error and
set it as the new verification task. In this way, the system can
discover new errors more efficiently.

Function 4.2. (Element Selected Function (8)): § is a strat-
egy for the set to select one element.

8 : Set — element.

For the different sets, they can have different strategies and
we use 85 to present the concrete strategy for the given Ser.
In fact, § usually is a random selection strategy when the
developers do not give any restrictions.

Function 4.3 (Element Selected Function (F)): & is a strat-
egy to judge whether an element is in the given set.

F . Set x element — element,

F [(®,element)] = @;

F [(Set, element)] = letele = §5¢¢(Set) in
ele = element -

(element), (F [(Set — {ele}, element)] ).

where Set is a given set and element.

C. IMPLEMENTATION PROCESS OF THE SYSTEM
Based on the definitions above, the implementation process
of verification system is described in a formal way using
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semantic functions. The process inspects the internal relations
of program to check whether they can satisfy the constraints
in requirements according to the verification task, its seman-
tic function is given.

Function 4.4 (Verification System (Verifysys)):

Verifygyq:

RCM x PIRM x TASK x SIGN 2% Result x SIGN.

Verifysys [ (RCM, PIRM, TASK, SIGN)] gy, =
let (C,C") = TaskCOp [(RCM, TASK, SIGN)] r,in
let (CoT, SiT) = TASK in
C'=0-
C=0- (),
let (#,8) =
/ (Verify013'sig [RCM, PIRM, (C, @, false)] Rulm) . \
()
(#,SIGN) U ’
. RCM, PAM,
Verifygys [ ((C’ch,M“”‘e(SfiT, 0, false))),a) 1 e
let (,8) =
(VerifyOPCor [RCM, PIRM, (C, C’, false) Rule,) o
()
(#,SIGN) U
. RCM, PIRM,
verlfySys [ ((M““te(C’OT, (C, C')), S/iT),é) ’ Rule

When a task is selected (expressed by function TaskCOp),
it needs to judge the kind of the task for choosing a
proper method to implement the verification task. Func-
tion VerifyOPg;, expresses the process of verifying the task
belonging to Sigragk, While function VerifyOP¢,. expresses
the process of verifying the task in Corrask. Then, the result
and signal are generated where the state of finished task is
changed (described by function M%), If the selected task is
null, that is all the verification tasks are verified, the process
of verification is ended. The concrete descriptions of func-
tions in this process are shown next.

Function 4.5. (State Changed of Task (M*79¢)):

M Xpask % (C, C, false) — Xtask,

where Xtask € Sigrask U Corask.

Mstate [(Xrask (C,C', false))l =
let x5 =
F [ Xrask, (C,C', false))] in
Xtask = ® -
( (Xtask), )
(Xtask U {(C,C', true)} — (C,C',State)))’

Function M5 describes that the process of changing the
state of task when it has been verified.
Function 4.6. (Task Choosing Operation (TaskCOp)):

TaskCOp : RCM x TASK x SIGN X% SIGN.
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TaskCOp [(®,RL), TASK, sign] ry. = ;
TaskCOp [RCM, TASK, 8] rie =
let (Cset, RL) = RCM in
let C = §¢*¢t(Cset) in
C=0- (),
(let £ = MIudgesia [ (¢, TASK)] in
t =0 (TaskCOp [(Cset —{C}, RL),>'
TASK, @1 gue
(let (C,C', State) = # in (C,C"))));
TaskCOp [RCM, TASK, sign] pyu =
let (C,C") = signin
let (¢,€") = M<5((C,C"),RCM) in
(€ =0 - (TaskCOp [RCM, TASK, @1 py0),
(let £ = mIudgeco [((¢,C"), TASK)] gy in
(t=0
- (TaskCOp [RCM, TASK, (C,C")] ruio)

(let ((¢,€"), State) = £ in (C,C")))).

TaskCOp is the realization of automatically choosing the
next task from TASK for the system. When a task is fin-
ished, the RCM is traversed according to the strategy M
and a new constraint is chosen. Then, the system judges
whether there are any unfinished tasks related to the con-
straint (described by MJudgey. if there exists, the task is
chosen and returned by a signal; otherwise, another concern
is selected according to the preset rule 8¢*¢’ to find related
task. When all the concerns in RCM are traversed and no
related task is unfinished, the function TaskCOp returns
null.

As there are two kinds of tasks, the function M’“98¢ has
two forms M34d8e-sig and V[Iudseco pespectively.

Function 4.7(1). (Task Judge (M3udge-sig)).

Mudgesis . ¢ TASK B TASK.

MmIuagesig [(C, TASK) ] puie =
let (CoT,84T) = TASK in
lett = T(S’iT, 0, false)) in
(t+0- (C,0,false),
(let£' = §COTTASK (CoT) in

(t'=0-(0),
let (G, C’,State) = £ in
(( ((c =cvC =c")AState = false) - >> )).
(€,C"), (MIudoes9 [(C, (CoT = {£'3,0))] rute)

When the input of M3udge_si¢ i a4 concern and TASK, the
function judges if there is an unfinished task related to the
concern in TASK. The related task means that the task is about
the constraints generated from either the relationship in the
concern C or the relationship between concern C and another
concern. The MJ“d8¢-5i¢ returns the related task and the task
belonging to Sigrask has precedence.
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Function 4.7(2) (Task Judge (M3udseco)).

MBudseco . (C % C) x TASK T TASK.

MIudgeco [ (C, ¢’ TASK)] oo =

let (CoT,84iT) = TASK in

lett = T(S/LT, (c, C’,false)) in
(t+0-(C,C ) (®).

The input of M34?8e<? i a relationship between concerns.
In this condition, MJ“4g¢—<0 is a simple searching function
that is to judge if there is unfinished task of constraint
between the concerns in Corrask.

To verify the task, its related information must be acquired
from RCM and PIRM. The processes are described by func-
tions InforRetr®M and InforRetr®M separately. Similar
to function M”48 InforRetr®M and InforRetr™®M also
have two forms for different kinds tasks.

Function 4.8(1) (Information Retrieval
(InforRetrREM-sig ).

of RCM

InforRetrREM=sis . RCMx(C, #) 2% (C, 9, VL).

InforRetrRM=sig [(RCM, (C,0))] gue =
let (Cset,RL) = RCM in
let C' = F(Cset,C) in

C’ = Q) -
(@, (let (id, Des, Rs, type, Vset,VL) = C" in (C, 0, VL)))'

InforRetrREM-si8 acquires the inner constraints of one
concern from RCM for the task belonging to Sigrask,
the constraints are contained in the C.VL expressed as a
six-digit code.

Function 4.8(2) (Information Retrieval
(InforRetrREM<0)).

of RCM

InforRetr®Me :RCMx(C, C’) Rule (C, C’', type),
where C’ # .

InforRetrReM-<o [((Cset, 8),(C,C))]Y pue = ;
InforRetrReM-<o [(RCM,(C,C"))] pue =
let (Cset, RL) = RCM in
let (C,C’,reqls, type) = SRE(RL) in
C=CAC' =C"->

(C.C', type),

InforRetrRMeo .
< [((Cset,RL — {(C,C", reqls, type)}), (C,C")] Rule>

InforRetrREM—0 acquires the constraints between two
concerns from RCM for the task belonging to Corrask,
the constraints are contained in the CL expressed as the type
of relationship between concerns.
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Function 4.9(1) (Information  Retrieval
(Infor RetrPIRMsig ).

of PIRM

InforRetrPRM-sis . PIRM x (C, ¥) Rule VxVxV

X (Content x Content x Content x Content
x Content x Content).

InforRetr?RM-sig [ (PIRM, (C,0))] puie=
let (Vset, ps, 0s) = PIRM in

let (Vinputt Voutput' Viser) = F(Vset, V(C)) in
let Content!*Y ..,

= MControl [ (Viutput! Vuser' O'S) ] Rulein

let Content!fY,,

— pPata [ (Viutput' Viser» PS) 1 guein

let Contentt2,, .,

= peontrol [ (Viutput' Voutput: GS) ] Ruleill
let Content!fS,,

= MPate [ (Viutputl Voutput' pS) ] Rulelll
let ContentZ%P,, .,

= peontrol [ (Vuser' Voutput' GS) ] Ruleill

let ContentYt?,

= pPate [ (%serr Voutput' pS) ] Rulelll

let ContentZt,,o,

— Control :

=M [ (V;,tserl Vinput' GS) ] Rulelll
utl

let Content j,:,

= MDam [(Vuserr Vinpuf’ pS)] Rulein

let Content2l, o1

— Control .
= peontro ((Voutput' Vinput' GS)] Rulelld

let Content§:L,

— Dat .
=M ata ((Voutput' Vinput' ps)] Rulelll

let Content2Y,, .,

— Control i

=M ( (Voutput' Vuser' GS) ] Rulelll
otu

let Content g4,

= MPata [ (Voutput' Visers pS) ] Ruleil

((Vinput' Voutput' V;lser'

(Content!tV, ., U Content!tl ,

Content!*%,.,, U ContentS,,

ContentY%9,.,, U ContentJLo ,

ContentYt ..., U ContentJiL

Content2:, ., U Content9iL |
otu

ContentZ:Y,. ., U Content3il ).

InforRetrPRM=si8 corresponds to InforRetrRM-5i8  jts
input is a concern and PIRM, and it returns the sets of
variables and internal relations. In the returning, the three
sets of variables correspond to three variable sets of the
concern, which include input, output and user_def, and the
six sets of internal relations correspond to each digit code of
VL acquired by Infor RetrRM-i8 separately in order.

Function 4.9(2) (Information Retrieval of PIRM
(Infor RetrPRM0)).

InforRetr?™®M—<o . PIRM x (C, C’) Rulg

V x V x (Content x Content), C' # 0.
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InforRetrP®M-co [(PIRM, (C,C"))] pue =
let (Vset, ps, 0s) = PIRM in
let (Vinput' Voutput' Viser) = F(Vset, V(C)) in
let (Vi,nput' Vo,utput' Vu’ser) = ?(Vset, V(C,)) in
Voutpue @ A Vilnput Q-
let Content oniror =
MControl ( (Voutput' Vi;mut' GS) ’ Rulein
let Contentygiq =
MData [ (Voutput' Vi’nput' ps) ’ Ruleirl , (@)
(Vinput u Voutput U Vuser)'
(Vi’nput u Vo’utput u Vu’ser)'
(Contentcontrol' Contentdata))

The input of JnforRetr?®M-<¢ s a relationship (C, C’)

and PIRM. Since the type in RCM restricts the type of
information in the program, the different types of internal
relations should be separated. Thus the returning includes:
two sets of variables that are corresponding to the output of
C and input of C’; two sets of internal relations containing
the control relations and data relations separately. To simplify
the description, functions Ml and MP are used to
describe the acquirement of sets of control relations and data
relations.

Rul
MEentrol .y« V xos — Content.

v Control [(V,VI, Q))] Rule = ?;
v Control [(V,V', 06s)]) Rule =
let (x,y,N*) = §°%(os) in
(FW,x) #DAFV',y) # 0) -
{Ce,y, N}
U M Control ((V, V' os —(x,y, N*))’ rute)’
@eeontret LW, v’ 08 — (6,3, N DT guze)-

Rul
MPua .y ps 5 Content.

Ml [V, v, 0)] rue = 0;
MmPeta [,V ps)Y pue =
let (x,y, N*) = §P*(ps) in
(FW,x) £DAFWV',y) # @) -
( {G,y, N)}U
Data [(V, V', ps — (x,y,N*))l Rule>'
(mPata L,V ps — (x, ¥, N*)) 1 ruie)-

According to the given variables, M@0 and MPaa
search the internal relations from o's and ps in PIRM, where
os is the set of control relations and ps is the set of data
relations. If the relation contains the variables same as the
given ones, the relation is taken as part of returning.

Based on the Infor Retr®™ and Infor Retr”®M | the infor-
mation related to a task including constraints and its
corresponding internal relations are acquired from RCM
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and PIRM. Then, the verification can be processed and the
result is generated.
Function 4.10 (Verification Operation for Task Belong to

Sigrask (Verif yOPyg;,))

VerifyOPg;, : RCM x PIRM x Sigrask — Result.

VerifyOPg;, [(RCM, PIRM, sigtask) 1 gye =
let (C, @, false) = sigtask in
let (C',®,VL)
= InforRetrRM-s9 [(RCM, (C,®))] pyurin
C=0- ((PLackV, (9, @))) ,
let abcdef = VL in
Vinput: Voutputt Vuser'
et . , ; .

(Con®, Con'™, Con™°, Con**, Con®, Con*)
= InforRetrPRM-co [(PIRM, (C,0))] gyuiin
(Vinput U Voutput U Viger) =0 -
((PLackV,(C,9,0)),

(Mver (a' Vinputr Voutput' Conio)
u MUET (b' Vinputr Vuser! Coniu)
U Mver (C, Vuserr Voutputr Conuo)
U Mver (d’ Vuser' Vinput' Conui)
u Mver (e' Voutput' Vinput! ConOi)

u Mver (f’ Voutput! Vuserdef' Conou)))

VerifyOPg;, describes the verification process for the task
in Siga gk - For such task, its related constraints are expressed
in the VL as a six-digital code. For each digital, it stands for
whether there can be relations between two certain variable
sets of a concern (introduced in Section 2). The verifica-
tion is inspecting whether the internal relations can satisfy
the constraints. Because the verification of each digital is
same, we use the function M to express the process,
where

MY":n x V x VxContent — Result.

Mmver [(n,V,V',Content)] =
n=0-
Content = @ —»

((Correct, w, v, (D))) ],
((SigExtra, Content))
Content = @ -

((SigLack, w, v, 0))),
((Correct, content))

Function 4.11 (Verification Operation for Task Belongs to
Corgask (VerifyOPc,,)):

VerifyOPcy, : RCM x PIRM x Cormask —-% Result.
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TABLE 4. Concerns in RCM of LCS.

id Des Rs type VL
LS Lights system {FM1-2,FM4,FM6-7,NF3- Topic
5,U13,U14}

FM Facility manager {FM4,FM6-7} Kinds 010000
USER User related function { FM2,NF3,U14} Kinds 010000
CS Control system {FM1-2, NF3-5,U13-14} Kinds 111000
FMCP Facility manager control panel {FM4,FM6-7} Kinds 101000
SIG Signal {FM1,U14} Instance 010000
MDMAL mdmalfunction {FM7,NF4} Property 010000
OLSMAL olsmalfunction {FM7,NF3} Property 010000
T2i Manager controls timing {FM4} Instance 010000
MD Motion detector {U14} Property 010000
OLS Outdoor light sensor {FM1} Property 010000
TIME Timing {FM2,FM4} Instance 111100
Override Override control {FM6-7} Instance 010000
LC Light control {FM1-2,NF3,FM6,U14} Instance 010000
MAL Malfunction {FM7,NF3-4} Instance 010000

VerifyOP¢,, [ (RCM, PIRM, cortask)] gy =
let (C, C’, false) = cortask in

let (C, C', type)

= InforRetrReM-co [(RCM, (C,C"))] puein
let (V, V', (Content ontror, Contentyqaey)) =

InforRetrPIRM-co [ (PIRM, (C,C"))]1 pyein
V=0vV' =0) -

V:@—)

V' =0-
((PLaCkV. (C, ®, @) V) (((PLackV, (C’, @, @)), (@))) ],

((PLackV, (C', 0, 0))
( )

type =0 -
Contenteoniror U Contentygig = @ -
(Correct,(V, V', 9)),
Content opiror = @ —
((CorExtraDam, Contentdam)), )
((CorExtracontro, Contentgcontror)
U (Contentgarq = @ —
(QD: ((COT‘EXtT‘aDam, Contentdata))))
type = Kinds,; V
type = Instancey,r V | >
type = Specific_of
Content oneror U Contentygeqg = 0 -
(CorLackpoen, (V, V', 8)), ,
(Correct, Content ontror U Contentqrq)
Contenteoniror U Contentygrq = @ —
(CorLackpaeq, (V,V',0)),

Contenteonror = @ = ((Correct, Contentyarq)),

(CorExtracontror, Contentcontror)
U (Controlygiq = 0 =
(CorLackyqra, (V,V',0)), (9))

VerifyOP,, describes the verification process for the task
in Cortask. For such task, its related constraints are expressed
by the type of relationship between concerns. For a given type
of relationship in RCM, we check if there are corresponding
internal relations in the program and whether the internal
relations can meet the constraints.
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V. EXPERIMENT
To validate our approach VIRR, we conducted experiments
based on the Light Control System (LCS). As the LCS is
widely studied and used in our previous work [12], we choose
it as our experiment object. The requirements text of LCS is
given in [20]. Our experiments aim at answering the follow-
ing two questions:

Q1: Can VIRR discover the errors and locate them in the
program efficiently?

Q2: Can VIRR help developers to modify the program when
requirements change?

The steps and results of the experiments are analyzed in
this section

A. RCM OF LCS

The requirements of LCS is described by a set of num-
bered statements, and we choose parts of the requirements
{FM1-2, FM4,FM6-7,NF3-5,U13,U14} as the requirements
set because they are related to each other closely and describe
the functional needs of users. In RCM, the set of concerns
Csetand their part relationship RL are shown in Table 4 and
Table 5 respectively.

B. EXTRACTING INTERNAL RELATIONS FROM
CODES AND ESTABLISHING PIRM
We invited three programmers who had more than three year’s
software development experience in our experiments: one of
them wrote the source codes in C++- to realize the require-
ments above, and the other two programmers inspected the
codes. As the requirements is not complicated, the program
built for them was in small scale and we assumed that the
three programmers could guarantee it satisfy the require-
ments. Then, we gained 5 different versions of the pro-
gram by inserting errors and used them as the materials for
answering Q1.

We established PIRM from the program for VIRR. One
segmentation of program shown in Figure 5(1) is chosen
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TABLE 5. Relationship between concerns in RCM of LCS.

C; G reqls type D Rp
FM FMCP {FM4,FM6-7} Kinds_of 13 0.048
FM LC {FM6} Specific_of 1 0.016
FMCP T2i {FM4} Specific_of 1 0.016
FMCP Override {FM6-7} Specific_of 12 0.032
T2i TIME {FM4} Instance of 1 0.016
Override LC {FM6} Instance of 1 0.016
USER LC {FM2,NF3,U14} Specific_of 1/3 0.048
s LC {FMI-2,NF3,U14}  Specific of  1/4  0.065
SIG cs {FM1,U14} Send_of 12 0.032
TIME CS {FM2} Send of 1 0.016
MAL cs (NF3-4} Send_of 12 0.032
MD SIG {U14} Property of 1 0.016
MD USER {U14} Property of 1 0.016
OLS SIG {FM1} Property of 1 0.016
MAL FM {FM7} Send_of 1 0.016
OLSMAL MAL {FM7,NF3} Property of 172 0.032
MDMAL MAL {FM7,NF4} Property of 1/2 0.032
16 public static boolean SIG_MD = false; (248,{162,168,149,141,209}) public static void CS() g
17 public static boolean SIG_OLS = false; (249,{162,168,149,141,209}) boolean CS_SIGOLS = SIG_OLS;
19 public static boolean MAL_OLS = false; (250,{162,168,149,141,209}) boolean CS_SIGOMD = SIG_MD;
20 public static boolean MAL_MD = false; (251,{162,168,149,141,209}) boolean CS_timeout = TIME_output;
24 public static boolean Override_Wanted = false; (252,{162,168,149,141,209}) boolean CS_JC =]C;
26 public static boolean TIME_output=false; (253,{162,168,149,141,209}) boolean CS_Override = Override_Wanted;
(254,{162,168,149,141,209}) boolean CS_MALOLS = MAL_OLS;
248 public static de CS() { (255,{162,168,149,141,209}) boolean CS_! MALMD MAL_MD;
249 boolean CS_SIGOLS = SIG_OLS; (256,{162,168,149,141,209}) boolean CS_Output;
250 boolean CS_SIGOMD = SIG_MD; (257,{162,168,149,141,209 if ((!CS. SIGOLS) && CS_SIGOMD) {
251 boolean CS_timeout = TIME_output; (258,{162,168,149,141,209 CS_SIG_Output = true;
252 boolean CS_JC=]C; (259,{162,168,149,141,209 TlME_output:false;
253 boolean CS_Override = Override_Wanted; (260,{162,168,149,141,209 } elseé
254 boolean CS_MALOLS = MAL_OLS; (261,{162,168,149,141,209 if (('CS_SIGOLS) && (!CS_SIGOMD)&&(!CS_timeout))
255 boolean CS_.MALMD = MAL_MD; TIME(Time_T2);
256 boolean CS_Output;
257 if (('CS_SIGOLS) && CS_SIGOMD) { (262,{162,168,149,141,209 else CS_SIG_Output = false;
258 CS_SIG_Output = true; (263,{162,168,149,141,209 }
259 TIME_output=false; (264,{162,168,149,141,209 if (!CS_JC && CS_Override) {
260 }else { (265,{162,168,149,141,209 LC(Override_Switch);
261 if ((!CS_SIGOLS) && (!CS_SIGOMD)&&(!CS_timeout)) (279,{265 public static void LCS)oolean Overrlde _Switch) {
TIME(Time_T2) ; (280,{265 boolean LC_light = Override_Switch;
262 else CS_SIG_Output = false; (281,{265 if (LC_light)
263 (282,{265 System out.println("IT'S LIGHT!!!!");
264 if (ICS_JC && CS_Override) { 283,{265 flstem .out.println(TIME_output);
265 LC(Override_Switch); 284,{265
266 Jelse { 285,{265 System out.println("IT'S UNLIGHT!!!");
267 if (CS_JC || (CS_MALOLS && CS_SIGOMD) || 286,{265 System.out.println(TIME_output);
(CS_MALMD && CS_SIGOLS) || CS_SIG_Output) {
268 CS_Output=true; 266,{162,168,149 }else{
269 LC(CS_Output); 267,{162,168,149 if (CS_JC || (CS_MALOLS && CS_SIGOMD)
270 Yelse { || (CS_MALMD && CS_SIGOLS) || CS_SIG_Output) {
271 CS_Output=false; 268,{162,168,149 CS_Output=true;
272 LC(CS_Output); 269,{162,168,149 LC(CS_Output);
133 279,{269,272}) public static void LC(CS_Output) {
280,{269,272}) boolean LC_light = CS_Output;
279 public static void LC(boolean light) { 281,{269,272}) if (LC_light)
280 boolean LC_light = light; 282,{269,272}) System.out.printn("IT'S LIGHT!!!!");
281 if (LC_light) { 283,{269,272}) System.out.println(TIME_output);
282 System.out.printlng”lT'S LIGHT!!!!"); 284,{269,272}) }else {
283 System.out.println(TIME_output); 285,{269,272}) System.out.println("IT'S UNLIGHT!!!");
284 }else { 286,{269,272}) System.out.printIn(TIME_output);}}}
285 System.out.printlng”lT'S UNLIGHT!!!"); 270,{162,168,149,141,209 }else el
286 System.out.println(TIME_output); 271,{162,168,149,141,209 CS_Output=false;
m 272,{162,168,149,141,209 LC(CS_Output);}}}}:}

M

(2)

FIGURE 5. Preprocessing of a program segment.

as an example to illustrate this process. The major func-
tionality of program segmentation is to receive information
about light intensity and motion, etc. Based on the infor-
mation, the control signal of the ceiling light is generated
through logic judgment and delivered into the control seg-
ment. Since the internal structure of this program segmenta-
tion and its relationship with other programs being stable, it is
representative.
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Firstly, the preprocessing of program is conducted. The
result of Figure 5(1) is shown in Figure 5(2). As the state-
ments {16,17,19,20,24,26} in Figure 5(1) define the global
variables and they do not reflect the internal relations of
program, they are ignored in Figure 5(2). Meanwhile, since
there is no formal parameter defined in function CS(), any
calls of it are isomorphic. As is shown in Figure 5(2),
(248,{162,168,149,141,209}) expresses that the statements
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TABLE 6. Examples of Internal relations in PS.

\ Vv N~
SIG OLS CS_SIGOLS ((249,{162,168,149,141,209}))
SIG MD CS_SIGOMD ((250,{162,168,149,141,209}))
Override_Switch LC_light ((280,{265}))
CS Output LC light ((280,{269,272}))
TABLE 7. Examples of Internal relations in os.
\ Vv N*
CS_SIGOLS CS_SIG_Output ((257,{162,168,149,141,209}), (258,{162,168,149,141,209}))

CS_SIGOLS TIME_output
cs_IcC LC_light
cs IC CS_Output

((257,{162,168,149,141,209}), (259,{162,168,149,141,209}))
((264,{162,168,149,141,209}), (280,{2651))
((264,{162,168,149,141,209}), (267,{162,168,149}),(268,{162,168,149}))

of {162,168,149,141,209} in source codes are the isomor-
phic. In addition, (279,{265}) and (279,{269,272}) are two
function instances of LC(boolean light), that is because the
parameters delivered in these two function calls are related
to different concerns: Override_Switch = Override and
CS_Output = CS.

Secondly, the sets ps and o's of internal relations are cal-
culated according to the methods introduced in Section 3.2.

Finally, the redundant relations are handled and variables
are classified based on the rules introduced in Section 3.3.
For the program segmentation shown in Figure 5(2), we have
V(CS) = (V(Ci)input’ V(Cl')outputﬂ V(Ci)use_def)’ where

CS_SIGOLS, CS_SIGOMD,
CS_timeout,
VCimpur =7 cs g, CS_Overrid, ’
CS_MALOLS, CS_ MALMD
V(Ci)output = {CS—OUtPUt}y
V(Ciuse_def = {CS_SIG_Output.

Parts of data relations and control relations are shown
in Table 6 and Table 7.

C. IMPLEMENTATION OF VERIFICATION SYSTEM

In the experiment, we used the verification system to inspect
the whole program. Thus, TASK of the verification included
the constraints in all concerns and the constraints between
concerns in RCM. For M*, we adopted the strategy of
top-down combined with biggest correlation (introduced in
subsection 4.2), that is the concern in RCM was chosen
according to its type in the order of topic — kinds —
instance — property, and biggest correlation was used when
the kind of concerns is same. For other sets, random selection
strategy was used. In this way, a simply verification system
was established based on our framework. Then, the system
was implemented to verify the tasks.

D. THE ANALYSIS OF THE RESULTS FOR Q1
Table 8 shows an example of results of verifying one version
of program by VIRR. The meaning of results is introduced
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TABLE 8. Examples of results.

Kind number The number of N*
CorExtracontror 3 14

CorExtrap,t; 6 39

CorLackyoth 1 0

CorLackp,ta 1 0

SigExtra 0 0

SiglLack 1 0

Total 12 53

in subsection 4.2. For example, in the row of CorExtracontrol,
3 means there are 3 extra control relations in the program and
14 means there may 14 paths in the program that are related
to these 3 errors. Totally, our VIRR discovered 12 relation
errors and located 53 related paths in this case.

Based on the results, three evaluation parameters are used
in experiments: TP, the number of errors which are inserted
by programmers and discovered by VIRR; FP, the number
of errors which are discovered by VIRR but not inserted by
programmers; FN, the number of errors which are inserted
by programmers but not discovered by VIRR. Then we
evaluate the performance of VIRR for Q1 by calculating:
Precision, Recall, and F-measure, which are defined as
follows:

P P

—:; Recall = —;
TP + FP TP + FN

2 x Precision x Recall

Precision =

F — measure

Precision + Recall

Table 9 summarizes the results of the evolution. It can be
seen that the precision and recall of VIRR are 89.47% and
90.88% on average respectively. The values of F-measure
for all program are above 85%, and the highest one
can reach 93.75%. This indicates that our method can
achieve a good performance for discovering and locating
the internal relations of program that do not satisfy the
requirements.
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TABLE 9. Results for Q1.

Version  Precision Recall F-measure
1 85.71% 92.31% 88.89%
2 90.91% 83.33% 86.96%
3 93.75% 93.75% 93.75%
4 89.47% 85.00% 87.18%
5 87.50% 100.00% 93.33%
Average 89.47% 90.88% 90.02%

E. THE EXPERIMENT FOR ANSWERING Q2

Evaluating the usefulness of VIRR when requirements
change is a nontrivial task. To answer Q2, we designed the
experiment with following steps.

We firstly changed/added one requirement of LCS and
used VIRR to locate the place that needs to be modified.
In such condition, the verification TASK was set based on
the changed requirement, so the VIRR did not need to verify
the whole program again. For example, when requirement
FM6 was changed and a new requirement that “the facility
manager can achieve the supreme authority to control the
light” was added, the VIRR inspected related parts and gave
2 relation errors with 17 program paths that might need to be
modified.

Secondly, we gave the changed requirements and informa-
tion gained in the first step to the three programmers, and
asked them to update the program. Meanwhile, we required
the programmers to respond whether such information was
useful in the updating process on a scale of 1 to 5, where
1 indicates ‘totally no’ and 5, ‘totally yes’.

We compared the modification part of a program by pro-
grammers with the information provided by VIRR, and define
the Coverage to evaluate the performance of VIRR. For each
case, suppose that the statements in source codes modified
by programmers for meeting the changed/new requirement
established a set ChangS (sourcecodes), while the statements
in the information provided by VIRR were a set VIRRSet,
the Coverage was calculated by the formula:

|ChangS (sourcecodes) N VIRRSet|

Coverage =
|ChangS (sourcecodes) |

That is how many statements modified by programmers are
also given by VIRR. Note that the new added statements are
not considered in this process.

TABLE 10. Results for Q2.

Programmer Coverage Coverage Score
(Changes) (New)

1 79.34% 89.71% 3.80

2 81.23% 86.50% 4.00

3 82.16% 87.19% 4.40

Average 80.91% 87.80% 4.07

The experiment included 5 cases, 3 changes of require-
ments and 2 new requirements. The results gained from three
programmers are shown in Table 10. It can be seen that the
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Coverage is 80.91% for the cases that changed requirements
and 87.80% for the cases that added new requirements on
average. Furthermore, the scores given by the programmers
are all above 3 and the average is 4.07. This indicates that
VIRR can help programmers modify the codes to cope with
the changed/added of requirements.

After the experiment, we had an open discussion with
the programmers for getting their suggestions. All of them
emphasized the usefulness of VIRR in modifying the codes
that related to the changes of requirements indirectly. As there
are relationships between requirements, when changing
a requirement or adding a new one, the statements in the
codes for connecting it with other requirements need to be
considered besides the part for realizing the requirement
itself. VIRR can provide valuable information for locating
these statements, which is beneficial for reducing the time-
cost of updating the software.

F. THREATS AND LIMITATIONS OF THE EXPERIMENT
Although the results were good in our experiments, the valid-
ity of our study suffers several threats and limitations.
We analyze them from two aspects.

1) THREATS TO THE VALIDITY OF EXPERIMENTS

Firstly, the scale of the dataset in our experiments is not very
large. Due to our approach relies on both requirements and
corresponding codes, we could not evaluate our approach
with additional datasets in a short time. Thus, it is unclear
whether our approach can achieve similar performance when
itis applied to large-scale software. However, LCS is a typical
object used in many studies, and our experiments based on it
can guarantee the effectiveness of our conclusions to some
extent. In addition, the discussion provides an open way for
programmers to evaluate our approach.

Secondly, there lacks of comparisons between VIRR and
existing methods. There are mainly three reasons. a) With
respect to the execution time: the RCM is established in
the phase of requirements engineering and the construction
of PIRM only needs to scan the program once, meanwhile,
the verification process can be taken as searching the graph of
PIRM according to the information in RCM, so the time com-
plexity of the proposed approach is O(n?). In our experiment,
the time of verification process is very short as the scale of
codes is small, so we could not compare the time with other
methods. b) In addition, our approach requires the program
containing the labels related to requirements, this means we
need additional information and it would be not fair for other
methods in the comparisons. c¢) Furthermore, there are no
methods in software verification that help programmers to
cope with the change of requirements to our knowledge,
so we could not give the comparison from this point.

G. LIMITATIONS OF OUR APPROACH

Firstly, the kind of errors can be discovered in our approach
is limited. As we focus on inspecting the internal relations
of program with the constraints in requirements, only related
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errors can be identified. Thus, we evaluate the performance of
VIRR by only inserting this kind of errors in our experiments.
In the further, we will mine more kinds of information from
requirements and introduce them into software verification,
so that our approach can be extended to cope with different
kinds of errors in program.

Secondly, our methods could not correct the errors auto-
matically. As verification system inspect the software based
on the requirements, the results can provide the informa-
tion for locating the codes that may be modified, while the
decisions still need to be made by programmers manually.
In addition, an important goal of our approach is supporting
the update of software according to the changes of require-
ments, and these changed requirements must be realized
by developers. However, by accumulating the errors and
their corresponding modification strategies in one particular
domain, we may provide a list of common errors with the
solutions. In this way, the system could modify some errors
automatically. We wish to study this problem by cooperating
with companies to apply our approach in practice.

VI. RELATED WORK
Software verification as a hot research topic in the field
of computer science, it often includes two aspects, practice
studies and theory researches. On one hand, some practice
studies rely on verification projects, such as the certified com-
piler CompCert [21] and the microkernel seL.4 [22], while
others give verification system for specific target, Linux’s
USB BP Keyboard Driver [23] and event-condition-action
systems [24]; meanwhile, the properties of the verification
project are also studied [25], [26]. On the other hand, there
are many researches on the theory of software verification,
they are not limited by actual projects and have a broader
research space. Due to lack of projects resource, our work
pays more attention to the theoretical study and we discuss
the related work from this aspect. Our work focuses on using
requirements in the verification process, and tries to provide
theoretical basis for bridging the gap between software ver-
ification and requirements engineering. Thus, we divide the
related work from the perspective of requirements, into non-
functional requirements and functional requirements.
Non-functional requirements evaluate the operations of the
system and its features (such as safety, stability, etc.). Many
researches are given to verify these properties of program.
Alastair F. Donaldson utilizes a new k-induction rule for ver-
ifying software programs, which allows program verification
using weaker loop invariants [27]. In [28], a bounded time
safety verification technique for periodically actuated linear
control systems is presented, by using matrix exponentia-
tion, and symbolic evaluation of inputs, the paper gives a
transformation procedure to reduce the verification problem
of such systems into software verification with computation
over reals. In [29], a controller is synthesized for the meshing
process of Motor-Transmission Drive System with uncertain
initial states and its safety property is verified with respect
to the CHA model. Reference [30] presents a methodology

30754

and a tool to perform automated static analysis of embed-
ded controller code to verify the stability of the controlled
physical system, which can guarantee that the physical plant
converges to a desired behavior under the actions of the
controller. In [31], a new method for automatically inferring
loop invariants is presented to help make extended static
checking more acceptable. Reference [32] establishes the
PolyPaver tool which can naturally deal with the integral
operator and interval expressions and inclusions, and the
paper gives a formal account of the main concepts behind it.
Reference [33] proposes a novel approach for static software
verification of embedded C sensor applications to verify the
program and report error traces and gives a support tool.
These researches focus on discovering the errors caused by
coding, such as out-of-bounds arrays, null-pointer derefer-
ences, etc. However, they do not use the information in the
requirements essentially, so some high-level non-functional
requirements, such as the structure of program, cannot be
inspected. Different from them, our approach establishes the
relationship between requirements and verification, and uses
the requirement model directly in the process of verification,
so it can help developers analyze software based on high-level
non-functional requirements as well as functional require-
ments, we give a detailed discussion in Section 7.
Functional requirements define the functionality of a
software system and its components. Many researches
of software verification take the functionalities or behav-
iors of software as the objects to inspect the satisfaction
degree of software on functional requirements. S.Liu pro-
poses a method by inspecting whether every functional sce-
nario defined in the specification is implemented correctly
by a set of program paths and whether every program path
of the program contributes to the implementation of some
functional scenario in the specification to complete the ver-
ification of program [11]. Reference [34] reports a case
on static analysis of critical C code, establishing a prop-
erty on functional behavior of this code to verify the pro-
grams involving floating-point computations. In [35], the
verification of parallel programs correctness is based on
the axiomatic approach. In [36], a simulation framework is
described to verify the real-time embedded control applica-
tions by simulating functional behavior of operating system
services and hardware components at a level of abstraction.
In [37], a simulation-based verification framework is firstly
presented for nonlinear switched systems, in which users
are required to annotate the dynamics in each control
mode by a discrepancy function that formally measures the
nature of trajectory convergence/divergence of the system.
Reference [38] models Behaviors of the vehicle in Markov
Decision Processes (MDPs) and verifies them by a prob-
abilistic model checker PRISM. Reference [39] proposes
a novel approach focusing on a process algebra structure
that captures behavior-based programming to verification of
performance guarantees for behavior-based robot programs.
Reference [40] proposes an approach based on model
checking to verify the satisfiability of behavior-aware
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privacy requirements in services composition. Similar to
these researches, our work also extracts functionality related
information from user requirements for software verification.
But our approach introduces the formal model of require-
ments into the verification process, which makes our work
different from them significantly. As the model describes the
functionalities and their relationship more accurately, devel-
opers can verify part of codes based on the requirements they
concerned without inspecting the whole program. Moreover,
the changes of requirements are reflected by the model better,
so that our approach can locate statements that need to be
modified by verifying the program according to the model,
this can help developers update the software to meet the ever-
changing requirements efficiently.

VII. DISCUSSION

The RCM and PIRM can help establish the relations between
user requirements and software, and provide the basis for
inspecting whether the software can meet the requirements.
Although VIRR is the verification of software from perspec-
tive of functional requirements, the information in RCM and
PIRM can also help the developers to analyze and verify the
program from the aspect of non-functional requirements to
some extent. In this section, we propose a simply discussion
on this issue.

We divide the non-functional requirements into two levels
from the angle of program: one level is about the concrete
requirements to the codes, such as safety; the other level
is the requirements about the structure of program, such as
maintainability, easy to update, etc. For the first level, many
existed researches are introduced in Section 6. However, it is
difficult to inspect the second level just depending on the
existed methods. During our research, we discover that the
relations established between RCM and PIRM are benefit for
the verification and analysis of the non-functional require-
ments of the second level. We shows the benefits from the
following three aspects.

A. PARTITION OF PROGRAM MODULES

To analyze the structure of program, the program must be
partitioned into modules. Since the structured development
approaches of software are mostly used recent years, there
usually exist natural program modules. And many analysis
methods are based on such program modules. However,
the relations between natural modules and user requirements
are unclear. When requirements changed, it is hard to judge
the modules that need to be modified correspondingly. Thus,
the analysis of structure based on the natural modules cannot
directly reflect the complexity of software updating and is not
adapt to verify the related non-functional requirements. In our
approach, the elements in PIRM.V = {V(Cy), ..., V(C,)}
are corresponding to the concerns in RCM, which means
that they are related to the requirements. Based on the set
PIRM.YV, the program statements containing the variables in
one element of the set are taken as a program module. The
modules partitioned in this way are closer to the software
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requirements, so the relations between such modules can
better reflect the structure of software under the constraints
of requirements.

B. DESCRIPTION OF PROGRAM STRUCTURE

After the program modules have been acquired, the next
question is how to describe the structure of program based
on these modules. The information in ps and o's can describe
the relations inside and among these modules helping to solve
this problem. Since ps and o's contain almost all the relations
in the program but not all the relations can describe the
structure, we need to analyze these relations to extract useful
ones. For a given relation r € PIRM. ps U PIRM.o's, it can be
a backbone relation if it can satisfy the following conditions:

o Ir',1” e PARM- psUPARM - os,st-r =1 +17;
e 3 € PARM - ps UPARM - os,st-r Cr.

The backbone relation is the embodiment of informa-
tion direct transmission in the program and reflects the
program intuitively. By acquiring the backbone relations
in ps and os, we establish the new set ps’ and os'.
And we define DPIRM= (PIRM.V, ps’, o), which
is the basis of describing the structure of program.
In DPIRM, the relations can be divided into two type: if
r = (vV,N*),M"7C W, RCM) = M”C(V,RCM),
r can be used to describe the structure inside the mod-
ule corresponding to concern M'~¢ (v, RCM); if r =
(v, V,N*) , M€ (v,RCM) # M"~€(V,RCM), r can
be used to describe the structure between modules that are
corresponding to M€ (v, RCM) and Mm—C€ (v’ ,RCM )

C. ANALYSIS OF PROGRAM STRUCTURE
Based on the description of program structure, the properties
of program can be analyzed to inspect whether they can meet
non-functional requirements. To achieve this goal, the weight
of a relation in the program structure should be identified.
For a given relation r = (v, v/, N*), the number of nodes in
N* can measure the correlation degree between v and v'. And
we use this number to quantify the relation r, which provides
basis for the next analysis. Then, two important structure
properties, coupling and cohesion, are taken as examples to
discuss the approaches of analyzing program structure.

Coupling represents the overall loose degree of program
structure. In general, the lower coupling is, the more easily
program updates. The sum of relations among modules has
the similar feature, that is, the more relations among modules,
the more complex program changes. However, since the scale
of program is different, only the above sum cannot be used as
coupling. For instance, such sum of a large program is bigger
than the one of a small program, but we cannot say that the
coupling of the large program is also bigger. Thus, we think
that the percent of relations among modules in ps’ and o’
can be defined as the coupling of program.

Cohesion is defined in a module to represent its indepen-
dence degree. The relations related to a module can help the
developers to analyze its cohesion. For a module, the relations
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inside it embody its inner structure and the relations between
it and other modules embody its dependence or effect with
other modules, so we think that the ratio of the above two
kinds relations can be used to define cohesion of the module.

The coupling and cohesion defined above can be easily
calculated based on DPIRM, and they can help the developers
to analyze the structure of program. In this way, whether the
program meets related non-functional requirements can be
inspected.

Based on the discussion above, we believe that the appli-
cation scope of the information in our method VIRR can
be expanded. And the relations established between program
and user requirements can make the verification of software
more comprehensive.

VIil. CONCLUSION AND FUTURE WORK

An important goal for software verification is to inspect
whether the program can meet user requirements, where the
frequent change of requirements proposes new challenges.
This paper proposes an approach called VIRR, that verifies
the software by inspecting the internal relations of program
with the user requirements. In VIRR, the requirements are
presented by a concern-based model RCM, which defines
the constraints that the program should satisfy; the internal
relations of program are defined asAs, us, ns, ps and os,
and the program is transformed to PIRM by calculating these
relations; then, a verification system framework is formally
described using semantic functions to support the automation
of the proposed approach. Furthermore, the verification task
can be set to focus on inspecting part of a program with the
changing requirements. Our work shows that the verification
process can be implemented to discover the errors related to
internal relations at statement level, and to locate or to inspect
the changed parts in the program to help developers cope
better with the ever-changing requirements.

Our future work will focus on two aspects. First, as the
framework of verification system has not defined the concrete
structure, we will compare the efficiency of different struc-
tures to find a best one for realizing the system. Second, there
are other properties/constraints defined in user requirements,
and it will be studied to find whether they can be used in the
software verification.
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